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ABSTRACT

SCATTERING DELAY NETWORKS WITH APERTURE SIZE CONTROL
FOR SIMULATING COUPLED VOLUME ACOUSTICS

ATALAY, TİMUÇİN BERK

M.S., Department of Modelling and Simulation

Supervisor: Assoc. Prof. Dr. Hüseyin Hacıhabiboğlu

July 2019, 64 pages

Artificial reverberators provide a computationally viable alternative to full-scale room
acoustics simulation methods when used in interactive, immersive systems. Scatter-
ing delay network (SDN) is a relatively recent artificial reverberator that allows direct
parametric control over the geometry of a simulated rectangular enclosure as well the
directional characteristics of the simulated sound sources and microphones. Coupled
volume SDN aims to extend the SDN structure for enclosures coupled via an aperture.
The extension allows independently controlling the acoustical properties of the cou-
pled enclosures and the size of the connecting aperture. The utility of the proposed
method is demonstrated by comparing the acoustical features, initial level difference
and decay ratio derived from the energy decay curves calculated using the impulse
responses obtained from coupled volume SDNs.

Keywords: Artificial reverberators, room acoustics simulation, delay networks, cou-
pled volumes, double-sloped decay

iv



ÖZ

AÇIKLIK KONTROLLÜ SAÇILIMLI GECİKME AĞLARI İLE ÇİFT
HACİM AKUSTİĞİ SİMULASYONU

ATALAY, TİMUÇİN BERK

Yüksek Lisans, Çokluortam Bilişimi Bölümü

Tez Yöneticisi: Doç. Dr. Hüseyin Hacıhabiboğlu

Temmuz 2019 , 64 sayfa

Yapay çınlanımcılar, etkileşimli, kapsayıcı sistemlerde kullanıldığında, tam ölçekli
oda akustiği simülasyon yöntemlerine hesaplamalı olarak uygulanabilir bir alterna-
tif sunar. Saçılımlı gecikme ağları (SGA), bir dikdörtgen odanın geometrisi üzerinde
doğrudan parametrik kontrolün yanı sıra, simüle edilmiş ses kaynaklarının ve mikro-
fonların yönsel karakteristiklerini de kontrol etmeye yardımcı olan nispeten yeni bir
yapay çınlanımlayıcıdır. Çift hacimli SGA, bir açıklık ile birleştirilen hacimler için
SGA yapısını geliştirmeyi amaçlar. Bu geliştirme, bağlı hacimlerin akustik özellikle-
rini ve bağlantıyı sağlayan açıklığın boyutunu bağımsız olarak kontrol etmeyi sağlar.
Önerilen yöntemin faydası, çift hacimli SGA’lardan elde edilen dürtü tepkileri kulla-
nılarak hesaplanan enerji kayıp eğrilerinden çıkarılan akustik özellikler, başlangıçtaki
seviye farkı ve eksilme oranı karşılaştırılarak gösterilmiştir.

Anahtar Kelimeler: yapay yankışımcılar, oda akustiği simülatörleri, gecikim ağları,

çift hacimler, çift-eğimli eksilme
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CHAPTER 1

INTRODUCTION

Simulating acoustics of enclosures is a typically costly operation which is not al-
ways appropriate in games and extended reality applications. More typically, direct
path and early specular reflections are calculated and the late reverberation is added
via algorithms, called artificial reverberators, which provide perceptual (as opposed
to physical) acuity, at a minor fraction of the computational cost of full-scale room
acoustic simulations [1, 2, 3].

Direct sound, early and late reflections constitute the acoustic response of a room.
The response is called room impulse response (RIR) and can be observed in inter-
active environments such as games and VR by generation a short burst of noise like
a gunshot or a clap. Generation and manipulation of RIR are done with two types
of artificial reverberators. Analog artificial reverberators make use of mechanical or
electronic apparatus in the real world. Some of the examples in the field are reverber-
ation chambers, spring reverberators, and plate reverberators. Analog reverberators
can be useful in certain respects, however, they have several drawbacks. First of all,
acquiring equipment with the addition of creating raw audio is costly. Also, it is
a challenging task to arrange analog reverberators to have the desired RIR. Finally,
recording equipment of good quality should be present to capture the reverberated
output, which is not often the case.

Digital reverberators, on the other hand, make use of digital signal processing algo-
rithms to generate RIRs. The use of digital artificial reverberators brings many possi-
bilities in video games, extended reality applications, and acoustical design and proto-
typing of architectural structures such as concert halls. These reverberators typically
aim to capture the most prominent perceptual features of room acoustics. Earliest ex-
amples used two different mechanisms to simulate the reflection and modal properties
of the acoustics of rooms by combining comb filters to simulate the frequency modes
of the room response and allpass filters to simulate its diffuse characteristics [4, 5].
This idea was later generalized to multiple channels [6] and subsequently reformu-
lated to allow parametric control over different aspects of reverberation [7]. Despite
their computational efficiency, these artificial reverberators do not embody any direct
physical correspondence with the acoustics of a given room geometry. Borrowing the
idea of a scattering junction from digital waveguide mesh (DWM) models [8, 9, 10],
Smith proposed a closed network of scattering junctions that provided the blueprint
for circulant artificial reverberators [11]. This model was later formulated by Kar-
jalainen et al. into an artificial reverberator model that aimed to accurately simulate
axial modes of a room [12].
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Overall, there is a trade-off between accuracy and computational complexity in digital
reverberators. When generating RIRs, late reflections are generally approximated
since it is not possible to hear the difference with the human ear. However, with the
use of GPUs and increased processing power of computers, digital reverberators have
room for improvement.

Scattering delay network (SDN) is a type of digital artificial reverberator which com-
bines elements of geometric room acoustics with computationally efficient delay net-
works to provide an impulse response which has a one-to-one correspondence with
the room geometry [13]. SDN was later reformulated for frequency-domain opera-
tion [14] and analyses of its performance and stability were presented in [15]. The
major advantage of SDN is that it can accurately provide perceptually important fea-
tures of the room response such as the direct path and first-order reflections and has
a gracefully degrading accuracy for higher order reflections and reverberation. It can
provide a very natural sounding room acoustics simulation and can run at interactive
rates, which makes it suitable for extended reality and other interactive applications.
Very recently, SDN was used for augmented reality applications [16, 17]. Moreover,
SDN is shown to provide levels of naturalness and pleasantness that are comparable
to full-scale room acoustic simulators [18]. SDN has also expanded to an artificial re-
verberator called Waveguide Web to include more accurate second-order reflections
[19].

Coupled volumes occur in real life as rooms connected through an aperture such as a
door or a window and their energy decay curves (EDCs) have distinct properties that
depend on the individual decay characteristics of the volumes themselves as well as
the size of the aperture in between them. Single volumes (i.e. rooms) have a constant
sloped EDCs, whereas coupled volumes exhibit much different behavior where EDC
consists of two different slopes. We will, henceforth, call this behavior, double sloped
decay (DSD). Coupled volumes also frequently occur in virtual environments such as
immersive 3D games, mixed and virtual reality applications, and concert halls. One
type of DSD pattern (i.e. Concave DSD) is quite distinguishable in concert halls [20].
Hence, an interactive and customizable artificial reverberator which can simulate a
coupled volume case could be used in computer applications due to its ease of use.
Moreover, the results observed with such reverberators could be used to examine or
even design and prototype architectural structures like concert halls.

As SDN is limited as it only performs on shoebox type of rooms that have six sides,
the extension of the model to coupled volumes is required since there are many mixed
reality and video game applications where more than one room is utilized. Therefore,
it can be beneficial to analyze the basic properties of SDN algorithm to generate a
model which is capable of simulating the acoustics of coupled volumes.

This thesis proposes the coupled-volume SDN (CV-SDN) as an extension to the orig-
inal SDN method. CV-SDN allows 1) the simulation of the acoustics of coupled
volumes, and 2) the parametric control of the aperture size between them. CV-SDN
can replicate the behavior of acoustical characteristics of coupled volumes by using
several SDN models and an aperture model whose size can be adjusted. Two settings
of CV-SDN is possible depending on the positions of the sound source and the re-
ceiver. Both settings can emulate the DSD phenomena observed with real coupled
rooms. Mathematical representation of CV-SDN can be easily generated as SDN’s

2



transfer function is clearly defined. Moreover, SDN being a stable system allows
CV-SDN to be stable as well.

1.1 Contributions

The contributions of CV-SDN are as follows:

• An extension of SDN to two different settings of coupled volumes with the
addition of an aperture connecting the two volumes.

• Mathematical representation of the proposed structure as well as the energy
transmission modeling of the aperture.

• Same Volume CV-SDN setting which simulates the case where source and mi-
crophone are placed in the same volume. The model is preferred for its energy
decay characteristics, which same volume CV-SDN can generate. The setting
is suitable for the initial design and prototype of architectural structures like
concert halls.

• Different Volume CV-SDN setting which simulates the case when source and
microphone are placed in the separate volumes. Although the setting is not
widely studied due to energy decay characteristics, it can generate outputs on
par with the studies in the field.

• The study is under review for publication in Proc. IEEE Workshop on Applica-
tions of Signal Processing to Audio and Acoustics (WASPAA-19), Oct. 2019,
New Paltz, New York, USA.

1.2 The Outline of the Thesis

The thesis is organized as follows. Background is given in Chapter 2. Room acous-
tics, studies in coupled volumes, and both analog and digital artificial reverberators
are thoroughly discussed. Chapter 3 explains the Scattering Delay Networks in detail
as it forms the backbone of CV-SDN. In Chapter 4, the proposed CV-SDN reverber-
ator is defined. Two different settings of CV-SDN are proposed and a transfer func-
tion is derived for each one. Additionally, the stability of both settings is analyzed.
Chapter 5 first discusses the test setups used to evaluate both settings of CV-SDN.
Obtained results of same volume CV-SDN are compared with the theoretical values
and another computational acoustics simulator in the field. The results of different
volume CV-SDN is compared with the scale physical model in another study. Finally,
Chapter 6 concludes the thesis and discusses the possible future work of CV-SDN.
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CHAPTER 2

BACKGROUND

In this chapter, room acoustics and the differences in the single and coupled volume
acoustics are discussed. Additionally, background on the history of room acoustics
modeling methods and artificial reverberators are given.

2.1 Room Acoustics

The acoustics of a room is determined by several parameters such as, the geometry
of the room, the absorption of the walls which scales the energy of sound during
reflection, the response of the room to the reverberation of a single unit impulse signal.

When a sound wave impinges on absorptive surfaces, part of its energy is absorbed
and another part is reflected. The reflecting wave is specularly and/or diffusely re-
flected from the wall. The reflected amount of energy is represented with the wall
reflection coefficient defined as:

β =
√

1− α, (2.1.1)

where α is the absorption coefficient representing the fraction of energy absorbed by
the surface and depends on the material of the surface.

1/R distance attenuation law is also an important factor in room acoustics. Depending
on the distance between two points in space, attenuation causes the reduction in the
amplitude of the sound signal. The attenuation coefficient can be set as:

gS,M =
1

||xS − xM ||
, (2.1.2)

where xS and xM expresses the positions of the source and the receiver (i.e. micro-
phone).

A room is generally defined as a linear and time-invariant (LTI) system from a sig-
nal processing point of view. In other words, it can be thought of as a system which
receives input from a sound source and generates the reverberated sound at a mea-
surement point. Hence, the acoustics of a room is defined by its impulse response.
More clearly, it is referred to as the room impulse response (RIR).
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There are three parts of an RIR as shown in Fig. 2.1:

1. Direct Sound corresponds to the first signal received at the measurement point.
It is only subject to distance attenuation. Therefore, no reflections are consid-
ered. In Fig. 2.1 it is the first impulse in the plot. The figure is normalized to
have a maximum value of 1.

2. The second part of RIR is the early reflections. They represent the first-order
reflection by the walls. Early reflections are comparable to the direct sound
impulse as they are only affected by a single reflection and the distance attenu-
ation.

3. The final part is called the Late Reverberation and it is the tail of the RIR. It
represents the exponential decay of the impulse signal.

Direct Sound

Early Reflections

Late Reverberation

Time [s]

A
m

p
li

tu
d
e

Figure 2.1: A room impulse response (RIR) graphic

There are two ways of obtaining RIRs.

Recording where an impulsive source is used as excitation is the first way. Claps,
balloons, and pistols are examples of impulsive sounds. This method is easily applied
through the recording environment and equipment may affect the results unintention-
ally. For example, the directivity of the source can change the output unexpectedly.

Secondly, deterministic measurement signals could be used. There are several tech-
niques in this field. The common ones in the field are Maximum Length Sequences
(MLS), Inverse Repeated Sequence (IRS), and Time-Stretched pulses and (linear or
logarithmic) sine sweep techniques (linear or logarithmic) sine sweep techniques
[21].
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Energy Decay Curve (EDC) is used for assessing the energy decay behavior of the
RIR. EDC is the tail integral of squared impulse responses [22] and can be used for
finding the reverberation time (RT) of a room. It can be defined as:

EDC(t) = 10 log10

(∫∞
t
|h(t)|2dt∫∞

0
|h(t)|2dt

)
(2.1.3)

where h(t) represents the room impulse response (RIR). EDC can be used to analyze
the time dependence of energy decay in rooms [23].

Reverberation time is the time delay at which EDC falls a certain amount below its
initial value. RIR values after a certain amount are assumed as noises. The most
common measure for reverberation time is RT60, which tells us the time at which
EDC falls 60 dB below its initial value.

2.1.1 Acoustics of Single Volumes

Single volumes (i.e. rooms) have been the first testbed of major concepts in room
acoustics. Most of the theories are based on the acoustics of a single room since
they are easy to test due to their structure and provides a baseline from which more
complex models can be created. Although acoustics was an interesting subject for
philosophers such as Pythagoras and Aristotle [24] and continued to develop over the
history of time, the major findings of the acoustics of single rooms in last century
has started with Sabine’s well known RT60 formula in 1922 [25]. The formula is still
used for reverberant rooms given as:

RT60 =
0.161V∑
i

Aiαi

, (2.1.4)

where V is the total volume of the room, Ai is the surface of the wall i, and αi is the
absorption coefficient of the wall i. Although the formula presents an easy way of
calculating the RT60, it is not reliable for rooms with a short reverberation time. In
order to cover such rooms, Eyring introduced a new formula in 1930 [26]. Eyring’s
formula for reverberation time is:

RT60 =
0.161V

(
∑
i

Ai) ln(1− (
∑
i

Aiαi/
∑
i

Ai))
. (2.1.5)

The preliminary studies in the field show that EDC of a single volume is linear ex-
cluding the discrete samples in the first few milliseconds. Fig. 2.2 shows the EDC
of a single volume. The rate of decay observed on the graph is directly related to
the absorption coefficient of the walls of the room, and directivity of the source and
microphone.
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Figure 2.2: EDC of a simple rectangular volume.

2.1.2 Acoustics of Coupled Volumes

Coupled Volumes consist of multiple volumes (i.e. rooms) which are connected
through apertures. Coupled volumes behave differently than single volumes. The
main difference can be observed by examining the EDC of the coupled volumes.

As mentioned in the previous section, a simple rectangular enclosure has a linear
decay (i.e. EDC has a single slope). When two volumes with different reverberation
characteristics are coupled via an aperture, the energy decay characteristics of the
combined acoustical system becomes different from either one of the volumes and
two distinct decay rates can be observed [27]. This phenomenon is called double-
sloped decay (DSD). There are two different types of DSD profiles. Convex DSD has
a slow early decay rate and a fast late decay rate. Concave DSD, on the other hand,
starts with a rapid decay rate in the initial stages where the slope is negative and slows
down in the tail [23].

Type of DSD depends on the placements of the source and receiver. Although some
observations show that a demarcation line which determines where Convex and Con-
cave DSD occur exists near the aperture [28], as long as source and receiver are
not close to aperture, positioning determines the DSD phenomena. Convex DSD is
observed when source and receiver (e.g. microphone) are placed in the different vol-
umes. Fig. 2.3 shows the convex DSD phenomena. In this case, the source is placed in
a volume with lower reverberation. Whereas the receiver is in a volume with a higher
reverberation. Concave DSD occurs when the source and the receiver are placed in
the volume that has the lower reverberation [28]. In Fig. 2.4, concave DSD phenom-
ena is given. In both cases, late decay corresponds to the decay characteristics of the
coupled volume, whereas early decay to the main volume.
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Figure 2.3: Convex EDC of a coupled volume structure where source and receiver are

placed in separate volumes.

Aperture size also affects the properties of the specific decay pattern [29]. The transi-
tion time from one slope to the other shifts with the relative size of the aperture. More
clearly, with a larger aperture size the energy transmitted from the coupled volume
increases. This results in the coupled volume (i.e. the volume that determines the tail
slope) dominating EDC at an earlier rate.

The relation of the aperture size to the coupled volume acoustics becomes evident
when acoustics of concert halls, theatres, and opera houses are considered. For such
venues, listeners typically prefer low and middle levels of DSD [20]. To study con-
cave DSD, parameters such as early decay time (EDT), late decay time (LDT), and
coupling coefficient ratio are used [29, 30]. EDT is the time of the first 10 dB drop.
LDT is the decay time between 25 dB and 35 dB below the initial level. Coupling
coefficient is defined as the ratio of T30/T15. T30 represents the decay time between
−5 dB and −35 dB, whereas T15 represents the decay time from −5 dB to −20 dB.
Bradley and Wang [31] introduced two additional parameters, the decay ratio, and
∆dB which are used in this thesis to compare the proposed system with theoretical
values. Decay ratio refers to the ratio of the slope of the early part of the EDC to the
slope of the late part of the EDC. ∆dB refers to the sound pressure level difference
between the initial levels of the two single-slope EDC profiles that make up the DSD
profile. Fig. 2.5 shows a visual description of Decay Ratio and ∆dB.
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Figure 2.4: Concave EDC of a coupled volume structure where source and receiver

are placed in the same volume.

2.2 Room Acoustics Modelling

The acoustics of a room can be modeled with its geometrical properties by numerical
methods. There are several methods of room acoustics modeling explained in this
section.

2.2.1 Scale Physical Models

Compared to the rest of the methods, scale physical model of a room is a physical
one. It is becoming outdated with improvements in digital methods. The aim is to
construct a smaller room which has the same geometry as the original enclosure. In
Fig. 2.61 scale physical model of a chamber hall is given. Reverberation is predicted
by employing ultrasound wave method as these waves have short wavelengths with
high frequencies. In other words, all components of the room acoustics, including the
wavelength are scaled down.

Instead of ultrasound wave method, lighting can be used [23]. Depending on whether
objects receive light or the intensity of light reflected upon the objects, the acoustics of
the hall can be predicted. Correlation between the absorption of the light capability of
material with the reflection coefficient of sound should be made carefully to generate
the acoustics of the hall. Nevertheless, this is an unusual method.

1 COPYRIGHT of Müller-BBM GmbH

10



E
D

C
 (

d
B
)

Time [s]

Single-sloped Decay

 (Single Volume)

 Double-sloped Decay

 (Coupled Volume)

dB

1

2

Decay Ratio (DR) = 

2

1

-10

EDT

0

Figure 2.5: Decay Ratio and ∆dB properties.

2.2.2 Image Source Method

Image Source Method (ISM) is a simple geometric acoustics method [32]. Relative
to the position of the sound source, reflections are placed as mirror image sources. In
the method, it is assumed that walls reflect incident sound just like a mirror reflects
incident light rays. More clearly, reflective surfaces are considered as a mirror. By
superposing contributions from image sources (i.e. virtual sources) to a measurement
point, calculation of the RIR can be performed.

The source images obtained from the first reflections are easy to calculate; however,
higher order reflections are calculated with first-order image sources. Therefore, it be-
comes much more complex as each image source generates additional image sources.
This makes simulating late reverberation challenging as the computational cost of the
method increases exponentially [33]. If the model is designed to be run in real-time,
adjusting source position adds additional cost as all the images will be recalculated as
well. Hence, calculating higher order reflections using ISM is not suitable for games
and extended reality applications. Computational cost problem can be overcome ei-
ther by pre-computing higher order image sources or omitting them. Nevertheless,
pre-computation may produce unnecessarily large data.

Borish extended the ISM for arbitrary room shapes in 1984 [34]. The computational
cost of ISM increases dramatically as visibility and validity check of image sources
are considered as well as their positions. Visibility checks are employed to assure that
an image source is visible by the measurement point. Validity check ensures that an
image source is created from the reflective surface of a wall.

A suitable model for ISM can be a rectangular room where only first reflections are
considered. Fig. 2.7 shows a simple model which has a low computational cost.
A source and a measurement point are considered with walls as reflective surfaces
creating image sources. The direct path between source and measurement point cor-
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Figure 2.6: Scale model of a chamber music hall.

responds to direct sound. Paths between image sources and measure point contribute
to early reverberation. Although higher order image sources are not shown, they can
be computed with the current image sources, the contribution of which corresponds
to late reverberation. In the figure, only four images are drawn as the figure represents
the 2D case. However, there is a total of six first-order-images.

2.2.3 Ray Tracing

Ray tracing is a geometric room acoustic method (i.e. utilizes the geometry of the
room to calculate the reflections of the sound) [35] used in optics, acoustics, and
computer graphics. The method can compute both specular and diffuse reflections. It
was shown by M. R. Schroeder that reverberation time of ray tracing is comparable
to Sabine’s and Eyring’s reverberation time formulas [36].

Fig. 2.8 shows the paths from the source to a measurement point. Only one of the
rays connected to the measurement point is displayed. The number of rays cast from
the source can be pre-defined. By weighing the amplitude of rays, one can account
for the directivity if the source is not omnidirectional. To have a more accurate model,
it is better to use an increased number of rays so. However, as each ray is computed
during the operation, the method’s computational cost might become prohibitively
high depending on the hardware used.

2.2.4 Beam Tracing

Beam tracing is an extension of ray tracing to solve the computational cost problem.
Beams of rays are used in this method [37]. The model has advantages over image
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Figure 2.7: Image Source Method.

source and ray tracing methods. For example, in the ray tracing method, not all cal-
culated rays intersect with the measurement point, hence some of the calculations are
often obsolete. Thus, instead of ray tracing, beam rays are used in volumes overcome
the computational cost problem. However, the beam tracing method is disadvanta-
geous for rooms with curved surfaces and indents as it will be too difficult to trace the
beam from the source to the measurement point.

2.2.5 Digital Waveguide Mesh

Digital Waveguide Mesh (DWM) is a room acoustics simulation model which uses
bidirectional delay lines (i.e. branches) between junctions (i.e. nodes) [11]. Hence,
DWM consists of junctions and lossless branches. In each junction, pressure from
incoming branches is scattered to outgoing branches. The scattering operation is
performed by the scattering matrix. A bidirectional branch connects the nodes and is
called waveguide. DWM can solve the acoustic wave equation in time domain.

Two DWM junctions can be observed in Fig. 2.9. DWM is performed in two steps,
the scattering and propagation steps. The scattering operation is performed between
two junctions and bidirectional delay lines are used. The incoming pressure coming
from DWM junction i is indicated as: p+

ij , where i = 1, 2, ..., N and N represents the
number of junctions connected to junction i. After a certain delay, which is indicated
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DWM Junction, jDWM Junction, i

Figure 2.9: DWM junctions with incoming and outgoing wave variables

by z−1 between the nodes, outgoing pressure, p−ij to DWM junction j is received. In
the propagation operation, waves are fed into bidirectional delay lines for scattering
operation. During this process, pressure in any node is scaled by 2/N , whereN is the
number of nodes in the network. Overall, as DWN junctions are lossless, a scattering
matrix A is defined such that:

p−ij = A p+
ij. (2.2.1)

Eq. 2.2.1 is the basis of Scattering Delay Networks, which will be explained in detail
within Chapter 3.

The computational cost of the model increases proportionally with the spatial and
temporal sampling rates as well as the room volume. Unless the computation is ac-
celerated, for example with parallel computing, DWM is not a feasible option for
complex real-time models. However, if the model is relatively simple, and there
are some approximations made during calculations, DWM can be a viable option.
Some of the artificial reverberators, including scattering delay networks (SDN), is
constructed upon the idea of DWM.
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2.3 Artificial Reverberators

Artificial reverberators have been used to simulate room effect on the raw sound.
There are two types of artificial reverberators: (i) analog and (ii) digital artificial
reverberators. Analog reverberation is achieved by mechanic contraptions and vibra-
tions. Analog reverberators were used at the early 60s with reverberation chambers
being the first amongst them.

Digital artificial reverberators allow the manipulation of parameters that can define
the RIR. Digital artificial reverberators do not aim to replicate reverberation physi-
cally. Instead, generated synthetic effect is created which perceptually resembles the
sound in a real room. Some approximations are necessary in the model to reduce the
computational cost. This is done as long as the perceptual quality of the sound is kept
at an acceptable level.

2.3.1 Analog Artificial Reverberators

Analog artificial reverberators mostly use physical methods such as electronic devices
or mechanic apparatus to achieve reverberation operation. There are three types of
analog artificial reverberators.

2.3.1.1 Reverberation Chambers

Reverberation chambers are rooms with reflective plates (i.e. reflectors) placed in
them as shown in Fig. 2.10. These chambers are used since the beginning of 1920s [38,
39]. A source is placed in an acoustic space and the response is recorded with a micro-
phone. Convex reflectors can be used the room more reverberant by allowing sound to
scatter. The result gained by the reverberation chamber produces little or no artifacts.
Since a direct replication of a reverberant room is not easy, reverberation chambers
are used only to add reverberation effect on raw audio. Moreover, constructing a
reverberation chamber is pricey and it is not preferred when portability is concerned.

2.3.1.2 Spring Reverberators

Spring reverberators achieve the reverberation effect with the vibration of springs.
They were invented by Hammond [40]. Inside a spring reverberator, input and output
transducers with several transmission springs exist. Fig. 2.112 shows the drawing
of a spring reverberator with three transmission strings. Due to the excitation of the
input transducer, magnetic field initiates the vibrations that, in turn, move the springs.
Then, springs excite the output transducer by vibrating. The output transducer then
picks up the transmission and converts them to current to be processed as output [41].

2 Image courtesy of Amplified Parts (www.amplifiedparts.com)
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Figure 2.10: A Reverberation Chamber.

2.3.1.3 Plate Reverberators

Plate reverberators were introduced in late 1950s [42]. Plate reverberators function
by the excitation of a metal plate by a transducer. Reverberation time is controlled
with the use of a damping pad. Reverberator is held onto a frame and audio signal
is used to feed the driver. The created vibrations are two-dimensional as opposed to
spring reverberators. The output of the system (mono) can be gathered by a pickup
and is comparable to the reverberation of a rectangular room. To have stereo output,
two pick-ups can be utilized such as in Fig. 2.12. Although plate reverberators are
useful in producing two-dimensional vibration, they are less practical compared to
spring reverberators. Different materials for the plate reverberators were used later
on. For example, instead of steel, gold is used to reduce the speed of sound. This
change resulted in a reverberated sound that resembles a bigger room.

2.3.2 Digital Artificial Reverberators

Digital artificial reverberators aim to process anechoic sound and generate reverber-
ated output. In doing so, they also need to allow the adjustments of the decay charac-
teristics of the model. Hence, RIR is represented as accurate as possible.

2.3.2.1 Schroeder’s Reverberator

The first digital reverberation algorithm has been developed by Schroeder in 1961
[4, 5]. Schroeder used comb filters and all-pass filters. Comb filters represent the
frequency modes of the room. Allpass filters represent the time-domain decay char-
acteristics. Although the output generated by the proposed algorithm is not natural
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Figure 2.11: Spring reverberator.

sounding, its low computational cost has been crucial in terms of digital artificial
reverberator development.

Comb filters are constructed with adding a delay of a signal to itself. The resulting
output includes both the original signal component and the delayed version with its
amplitude scaled. As seen in Fig. 2.13, the delay is used as a feedback loop with a
gain g, that must be lower than 1 to ensure stability. The resulting frequency response
is not flat however, which is not the expected response for a reverberator. Schroeder
suggested that by employing several feedback loops, it is possible to obtain a flat
frequency response. Thus, the all-pass filter can be used to produce artificial rever-
beration effect.

The resulting all-pass reverberator is not sufficient still. The reason is that it does not
generate a suitable echo density as it is not aperiodic and the time interval between
two reflections is not low enough. To overcome this problem, several all-pass filters
are connected in series. This operation allows the combined frequency response to
become flat while increasing echo density and making it aperiodic.
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Figure 2.13: Comb Filter.

2.3.2.2 Moorer’s Reverberator

Moorer’s reverberator advances the work of Schroeder [43]. Similar to Schroeder,
Moorer employed comb and all-pass filters. Additional delay lines whose lengths are
determined by the positions of the walls are included with these filters. Moreover,
Moorer added low-pass filters to delay-loops. Due to improvements, Moorer’s model
can simulate the early reflections compared to Schroeder’s. Overall, six comb-filters
are used in parallel with first-order low pass filters on delay loops.

Fig. 2.15 displays the Moorer’s reverberator. In the figure, z−Ci denotes the ith comb
filter. Low pass filters are employed on the delay loops.

Although the acoustics of a concert hall is not achieved perceptually, the output of
Moorer’s reverberator is substantially free of artifacts and thus an improvement on
Schroeder’s reverberator. Moorer suggested that enhancements on the model could
be made by modeling the geometry of concert halls, employing additional filters, and
lowering computational cost.
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Figure 2.14: All-pass filter (All-pass Reverberator).

2.3.2.3 FDN

FDN is an artificial multichannel reverberator proposed by Stautner and Puckette with
four channels [6]. A multi-channel input signal is fed into parallel delay lines that
connect to the corresponding output channel. Additionally, delay lines are recursively
connected over a feedback matrix. The feedback matrix is unitary (i.e. lossless) so
that the system preserves the energy and is stable. Essentially, FDN can be regarded
as a reverberation algorithm that is the linear combination of several comb-filters.
Connection of low-pass filters to the delay lines allows frequency dependent rever-
beration.

Fig. 2.16 shows a four channel FDN reverberator. Each input, xi(n) is fed into a
delay line with delay, z−Mi and a N ×N feedback matrix A completes the feedback
loop.

2.3.2.4 Jot’s Reverberator

Jot’s reverberator is a derivative of FDN which uses only a single channel for both
input and output [7]. The reverberator is shown in Fig. 2.17 and employs absorptive
filters to model air absorption. Hence, the model allows the adjustment of reverbera-
tion time with respect to frequency unlike the previous ones proposed by Schroeder
and Moorer. Jot’s reverberator is widely used in the industry and used as the compar-
ison for the later reverberators.

2.3.2.5 DWN

Digital Waveguide Network consists of numerous DWM nodes which are intercon-
nected with bidirectional delay lines [11]. As shown in Fig. 2.9, each node can act as
an input and output. A DWN can consist of many DWM to simulate different types of
room. As the network gets more complex with an increasing number of nodes, sim-
ple geometries are preferred to construct DWN. Therefore, a shoebox type of room is
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suitable for a DWN.

2.3.2.6 SDN

Scattering Delay Networks is an artificial reverberator which simulates the acoustics
of single, rectangular volumes [13]. The algorithm can provide RIR of a rectangular
room. SDN is also designed for frequency-domain operations [14]. Moreover, SDN
is proven to be stable (i.e. room impulse response has decay behavior in rectangular
rooms) in [15].

SDN is advantageous as it can provide room response with the direct path and first-
order reflections while gracefully degrading accuracy for higher order reflections.
SDN is proven to be perceptually comparable to other room-acoustics methods [18].

SDN is explained in detail in the next chapter as it is the basis of CV-SDN algorithm.
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Figure 2.17: Jot’s reverberator.
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CHAPTER 3

SCATTERING DELAY NETWORKS

Scattering delay network (SDN) is a fully connected sparse digital waveguide network
(DWN) with a minimal number of scattering junctions located at points of incidence
on simulated walls. This allows the exact simulation of first-order early reflections
in terms of their time delays, amplitudes, and a gracefully degrading simulation of
second and higher-order reflections. The approximations made in second and higher-
order reflections help SDN have relatively low computational cost.

Properties such as source and microphone positions, directivity being customizable
make it scalable to different audio configurations. Additionally, wall absorption and
room geometry can be adjusted to obtain the desired RIR. The customizability of SDN
with the addition of its low computational operation provides a valuable addition to
room acoustics field [3].

3.1 SDN design overview

Simulating room acoustics can be performed when images of the source are placed
similarly to the image method [32]. First-order reflections of the sound source are
imagined and the scattering nodes are placed at the point where the image to micro-
phone vector intersects with the walls. Overall, six scattering nodes are necessary for
a rectangular room. Although it is preferable to have more nodes to simulate higher
order reflections accurately, approximation should be made here so that the algorithm
has a low computational cost. Hence, the model uses the same node set for higher
order reflections.

The basic SDN model consists of a source and a microphone node as well as six scat-
tering nodes for a rectangular enclosure. Fig. 3.1 shows a simplified 2D diagram of
the SDN structure. Source (black circle) and microphone (white circle) nodes deter-
mine the positions of the scattering nodes (black squares) on the simulated reflecting
surfaces. Dashed lines represent the unidirectional connection originating from the
sound source. Solid black lines between nodes represent the bidirectional connections
where a lossless scattering operation carried out by scattering nodes is followed by a
filter (or a scalar gain) emulating wall absorption. Finally, solid black lines extend-
ing from the scattering nodes to the microphone node are unidirectional connections.
The consistency of scattering node positions with actual specular reflections allows
simulating the delays and directions of first-order reflections very accurately.
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Figure 3.1: 2D representation of SDN.

Unlike perceptually motivated reverberators such as Jot’s reverberator [44], one-to-
one correspondence with the room geometry allows a trivial selection of the delay line
lengths in the SDN model to model propagation delay between two points. As SDN
can be regarded as a fully connected DWN, each node with the addition of sound
source and microphone is connected with delay-lines. For the source to node and
node to microphone connections, unidirectional delay lines are used. On the other
hand, scattering nodes on the walls are connected via bidirectional delay lines as the
sound should reflect back and forth to create a reverberation effect. Delay line length
between two points, a and b is defined as:

Da,b = bFs ||xa − xb|| / cc , (3.1.1)

where Fs is the sampling rate of the audio sample given to the system, ||xa − xb|| is
the distance between node a and node b, and c is the speed of sound in dry air.

Attenuation is employed to model the reduction in the amplitude of the sound signal
due to distance. As discussed in Chapter 2, Eq. (2.1.2) expresses the distance between
two points in space.

SDN performs the scattering operation by using scattering matrix. For K + 1 nodes
in a volume, each node scatters to the other K nodes in a room. Therefore, a K ×K
scattering matrix S can be used for scattering operation such that:

S =
2

K
× 1K×K − IK×K . (3.1.2)

As there are six scattering nodes placed for a rectangular enclosure, scattering matrix
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can be adjusted as:

S =


−0.6 0.4 0.4 0.4 0.4
0.4 −0.6 0.4 0.4 0.4
0.4 0.4 −0.6 0.4 0.4
0.4 0.4 0.4 −0.6 0.4
0.4 0.4 0.4 0.4 −0.6

 (3.1.3)

Scattering operation completed by multiplying scattering matrix with the incoming
signals, and obtaining the outgoing ones. Thus, multiplication of inputs with scatter-
ing matrix S provides the outputs:

p−[n] = S p+[n], (3.1.4)

where p−[n] and p+[n] denote outgoing and incoming waves respectively.

Finally, to define the energy circulation of energy within a single room, absorption
must be discussed. As discussed in Chapter 2, reflection coefficient β is multiplied
when a scattering operation is performed to obtain the scaled wave variables.

Finally, SDN can simulate the directional properties of the source(s) and micro-
phone(s) as well as their rotations if required.

3.1.1 Source to Microphone Connection

MicrophoneSource

Figure 3.2: Source to Microphone Connection.

The connection between source and microphone accounts for directivity, attenuation
and propagation delay. The source is specified by position xS , directivity ΓS(θ), and
acoustical axis with the unit vector of nS . Similarly, the microphone is specified by
position xM , directivity ΓM(θ), and acoustical axis with the unit vector of nM .

In the connection, first, the directivity of the source is considered. Directivity of
source is defined as:

ΓS(θSM) =
P∑

p=0

ap cosp θSM , (3.1.5)
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where θSM is the incidence angle defined as:

θSM = cos−1
(

nSM · nS

|nSM |

)
, (3.1.6)

with nSM = xM − xS being the normal vector from source to microphone.

Then, the attenuation is calculated as:

gS,M =
1

||xS − xM ||
, (3.1.7)

to represent the reduction in the amplitude of signal between source and microphone.

Additionally, due to distance, the delay between source and microphone is repre-
sented by z−DSM . It is calculated as DSM = FS ||xS − xM || / c, where FS is the
sampling rate and c is the speed of sound in dry air.

Finally, the microphone directivity is employed. It is defined as:

ΓM(θMS) =

Q∑
q=0

aq cosq θMS, (3.1.8)

where θMS is the incidence angle defined as:

θMS = cos−1
(

nMS · nM

|nMS|

)
, (3.1.9)

with nMS = xS − xM being the normal vector from microphone to source.

The resulting output from source and microphone connection is represented as the
direct path in RIR.

3.1.2 Source to Node Connections

There is a total of six connections between source and nodes. In each connection, di-
rectivity, attenuation and propagation delay are considered. Additionally, a correction
gain factor of 1/2 is utilized so that the early and late reflections are represented ac-
curately. Directivity is only calculated from the source side as there are no directional
or rotational properties of nodes. Directivity of the source is defined as:

ΓS(θSk) =
P∑

p=0

ap cosp θSk, (3.1.10)
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Figure 3.3: Source to Node Connections.

where θSk is the incidence angle between source and node k as:

θSk = cos−1
(

nSk · nS

|nSk|

)
, (3.1.11)

with nSk = xS − xk being the normal vector from source to a node.

Propagation delay z−DSk and attenuation are both calculated concerning positions of
the source and scattering nodes and are defined as DSk = FS ||xS − xk|| / c, and
gS,k = 1

||xS−xk||
respectively.

For each scattering node, there are six incoming wave variables. One of those vari-
ables is coming from the source side, and the rest are from the other scattering nodes.
The output of the source side in Fig. 3.3, is added to all of the incoming lines p+ of
the respective SDN node. This operation is called pressure insertion.

3.1.3 Node to Node Connections

SDN 

Node, k S S
SDN 

Node, l

Input from

Source node

Input from

Source node

Figure 3.4: Node to Node Connections.
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Node interconnections utilize propagation delay, z−Dkl , absorption filters, Hk(z) and
Hl(z) each representing their respective wall absorption characteristic. Absorption
filter corresponds to losses when waves are incident on walls of the enclosure. The
calculation is performed as explained in Eq. (2.1.1). Directivity and attenuation be-
tween nodes are not considered. Propagation delays are calculated with node to node
distances such that Dkl = FS ||xk − xl|| / c. Fig. 3.4 also shows input from source
node due to pressure insertion.

3.1.4 Node to Microphone Connections

S
Microphone

SDN 

Node, k

Inputs from

other SDN nodes

Figure 3.5: Node to Microphone Connections.

Node to microphone connections consists of absorption filter, a normalization gain,
attenuation, propagation delay, and directivity. First, from output vector p−[n], every
index is taken and summed up. This is called pressure extraction.

Afterward, a normalization gain of 2
N−1 is used to scale the signal. For a rectangular

enclosure, N is set to 6. Attenuation based on the distance between the node and the
microphone is employed. It differs from the previous definitions and defined as:

gk,M =
1

1 + ||xk−xM ||
||xS−xk||

. (3.1.12)

Then, inputs from other SDN nodes are collected and transferred with a delay of
z−DkM calculated with DkM = FS ||xk − xM || / c.

Finally, microphone directivity is exercised. It is defined as:

ΓM(θkM) =

Q∑
q=0

aq cosq θkM , (3.1.13)

where θkM is the incidence angle between microphone and kth node defined as:

θkM = cos−1
(

nkM · nM

|nkM |

)
, (3.1.14)
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with nkM = xk − xM being the normal vector from kth node to microphone.

3.2 Transfer Function of SDN

The transfer function of SDN can be analyzed in z-domain. A source node and a mi-
crophone node can be defined with positions at xs and xm with the directivity patterns
Γs(θ) and Γm(θ). As discussed previously, six scattering nodes can be created with
the image method. Room geometry is imagined to be a rectangular one for SDN to
be defined.

Figure 3.6: Transfer function of SDN.

Transfer function of SDN is shown at Fig. 3.6. Transfer function is adapted from the
ones given in [14, 15]. Thus, SDN can be represented as:

HSDN(z) = gz−Dsm +
1

5
km(z)F(z)ks(z) (3.2.1)

where F(z) = [Σ−1H(z−1)−PDf (z)]−1.

It should be noted that in the definitions of the transfer function below, A⊗B repre-
sents the Kronecker product of two matrices, θsi (or θim) represent the angles between
the acoustic axes of the source node (or the microphone node) and the i-the scattering
node.

The terms of the transfer function in Eq. (3.2.1) are:

1. Σ = I5×5 ⊗ S is the block diagonal scattering matrix with S = 2
5
15×5 − I5×5.

Scattering matrix is used as given in Eq. (3.1.3).

2. P is a permutation matrix representing the connectivity of the scattering nodes.

3. Df (z) = diag(z−D1,2 , · · · , z−D6,5) is the internode delay matrix where Di,j =
‖xi − xj‖ · Fs/c is the delay between two scattering nodes, i and j, positioned
at xi and xj , respectively, with c as the speed of sound in dry air and Fs the
sampling rate.

4. H(z) = Hw(z)⊗I5×5 is the reflectance matrix with Hw(z) = diag(H1(z), · · · , H6(z))
where Hi(z) represents the reflectence transfer function the i-th wall. The re-
flectence terms are related with wall reflection coefficient given in Eq. (2.1.1).
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5. ks(z) = GsDsγs, and km(z) = γTmDmGm are the source-model and model-
microphone adaptor vectors, where:

• γs = Gs ⊗ 15×1 with Gs = [Γs(θs1), · · · ,Γs(θs6)]
T comprise source to

node directivity gain. Similarly, γm = Gm⊗15×1 with Gm = [Γm(θ1m), · · · ,Γm(θ6m)]T

is the node to microphone directivity gain,

• Ds = ds ⊗ I5×5 where ds = diag(z−Ds,1 , · · · , z−Ds,6) with Ds,i = ‖xs −
xi‖·Fs/c is the source-node delay matrix. Equivalently, Dm = dm⊗I5×5
where dm = diag(z−D1,m , · · · , z−D6,m) with Di,m = ‖xi − xm‖ · Fs/c is
the node-microphone delay matrix,

• Gs = gs ⊗ I5×5 and Gm = gm ⊗ I5×5 with gs = diag(gs1, · · · gs6) is
the source gain matrix. Correspondingly, gm = diag(g1m, · · · g6m) is the
microphone gain matrix. Each matrix depends on the relative physical
positions of the nodes.

6. Finally, g = gsmΓs(θsm)Γm(θms) is the gain emulating distance attenuation,
and Ds,m = ‖xs − xm‖ · Fs/c is the delay between the source and microphone
nodes. As before, c is the speed of sound in dry air and Fs is the sampling rate.

3.3 Evaluation of SDN
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Figure 3.7: Room impulse response of SDN.

A simulation setup with a rectangular volume with dimensions 9 × 7 × 4 is created
for SDN. Taking left bottom of the enclosure at the origin, an omnidirectional source
and microphone are placed at xs = (4.5, 3.5, 2) and xm = (2, 2, 1.5). The absorption
coefficient of the walls are set as 0.2, which results in wall reflection coefficient of
0.89 with Eq. (2.1.1).

With the above configuration, RIR and EDC of SDN can be obtained as shown in
Fig. 3.7 and Fig. 3.8 respectively. From EDC, RT60 of the system is found to be
0.94 seconds. The results are compared with two well-known formulas developed by
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Figure 3.8: EDC of SDN.

Sabine [45] and Eyring [26] and were shown to agree with these theoretically derived
formulae.

3.4 Extensions of SDN

SDN is extended to include second-order reflections with the addition of direction-
ally dependent filtering for each scattering node [19]. The extended method is called
Waveguide Web and it is an important artificial reverberator to be used in open acous-
tic scenes which SDN is not capable of.

In an augmented reality audio application, SDN is used as a reverberator [16]. It
was the first augmented reality action where SDN is used. Perceptual evaluation of
SDN is also undertaken with the augmented reality application [17]. Waveguide Web
method is used for comparison. It is seen that Waveguide Web method is preferred as
it offers more accurate second-order reflections relative to SDN.

Perceived naturalness and pleasantness of SDN were compared to other reverbera-
tion methods such as FDN and CATT-Acoustic models [18]. It is found that SDN
achieved higher mean ratings both in naturalness and pleasantness. Moreover, similar
results were obtained when SDN is compared with binaural room impulse responses
(BRIRs).
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CHAPTER 4

COUPLED VOLUME SCATTERING DELAY NETWORKS

Coupled Volume SDN (CV-SDN) is an extension of the classic SDN which uses mul-
tiple SDNs connected via an aperture node to emulate the effect of sound energy
exchange between connected volumes. On top of SDN, CV-SDN introduces a second
volume and an aperture. The second volume will be referred to as the coupled vol-
ume, whereas the original room (i.e. volume) will be referred to as the main volume.
Coupled volume can have a different volume and absorption characteristics from the
main volume. The real life use cases for CV-SDN are given in Chp. 6.

The aperture is imagined as a rectangular opening like a door or a window with a
position and an area that can be specified. We assume that the aperture acts as an
anechoic rectangular patch on the shared surface of the two volumes, which we call
the common wall (CW). While this assumption is not entirely physically accurate in
terms of the acoustic impedance at the aperture boundary, it facilitates the formulation
of the energy exchange between the SDN models. Aperture size control and energy
modeling are further described in transfer function derivations that will be explained
below.

4.1 CV-SDN Settings

It is important to define different settings that CV-SDN can have as we are not dealing
with a single volume. These settings are determined by the positions of the source
and the microphone. There is a total of two combinations of source and microphone
positioning where:

1. Source and microphone in the main volume.

2. Source and microphone are in different volumes with the source being in the
main volume.

It should be noted that as suggested by Pu et. al [28] and Eyring [27], there are two
different DSD patterns for coupled volumes. Each pattern can only be obtained when
the source is placed into a less reverberant volume. Depending on the positioning
of the microphone, concave or convex DSD patterns can be observed. The concave
decay profile occurs when both the source and microphone are placed in the same
volume (i.e. main volume) which has a lower reverberation than the coupled volume.
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The convex decay case occurs when source and microphone are placed in different
volumes with the main volume being the less reverberant one. Hence, two settings
are considered given that can be considered given that the main volume is the more
reverberant one.

Additionally, there can be only two different CV-SDN transfer functions based on
microphone and source placements regardless of the reverberation characteristics of
both volumes, which will be explained in the transfer function of CV-SDN settings.
The transfer function and system diagram of both settings will be clarified in Section
4.3.

4.1.1 Same Volume CV-SDN Setting

Same volume CV-SDN emulates the condition for which the source and the micro-
phone are both in the same volume (i.e. the main volume) as shown in Fig. 4.1.
Source (black circle) and microphone (white circle) nodes determine the positions of
the scattering nodes (black squares) on the simulated reflecting surfaces. Similarly,
other sets of nodes are present due to connections between source to aperture, and
aperture to the microphone. For simplicity, only one set of nodes (i.e. the node set
created with source and microphone) are shown in the figure. Like SDN, nodes are
generated using the image method. Plus sign on the CW represents the aperture node
and connects two volumes. In the coupled volume, there is not a source and receiver
pair whose positions are distinct. Hence, the node set in the coupled volume is not
created with ISM. Therefore, an approximation is made and nodes are placed at the
geometric center of bounding surfaces of the coupled volume.

Five SDN components are needed for the same volume CV-SDN to function. The
first component emulates the main volume which contains both the source and the
microphone. In the second connected SDN component that also emulates the main
volume, the aperture node is designated as a microphone node. The third connected
SDN component emulates the coupled volume where the aperture node acts as both
the source and the microphone nodes and is connected to the associated scattering
nodes emulating the coupled volume. The fourth SDN component is constructed with
the aperture being source and microphone in the main volume. This SDN establishes
the feedback channel between the two volumes. In the fifth SDN component, the
aperture node acts as a source in the main volume and transmits the signal it receives
from the coupled volume to the actual microphone node.

Five SDN structures result in five different node sets (i.e. 30 scattering nodes). How-
ever, these node sets are only considered within SDN structure they are connected to.
For example, in Fig. 4.1, node set created between source and microphone are shown
in the main volume. It should be emphasized that the other node sets are present as
well and are not shown in the figure to keep it simple and understandable.
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Figure 4.1: 2D representation of same volume CV-SDN.

4.1.2 Different Volume CV-SDN Setting

Different volume CV-SDN emulates the condition for which the source and the mi-
crophone are placed in different volumes as shown in Fig. 4.2. The source (black
circle) is alone in the main volume. Therefore, a node set within the main volume is
generated due to source and aperture acting as the microphone. Aperture (i.e. plus
sign) connects the two volumes. Another node-set (i.e. the node set between aperture
and microphone) is shown in the coupled volume although two additional set of nodes
exists due to the feedback path caused by the aperture. In both of the volumes, the
aperture to aperture connection is present. This creates the feedback loop of different
volume CV-SDN. The scattering nodes of the invisible node sets are placed at the
geometric center of the bounding surfaces of the main and coupled volumes.

Overall, Four SDN components are needed for different volume CV-SDN to func-
tion. The first component emulates the main volume which contains the source and
aperture acting as a microphone. The second component emulates the coupled vol-
ume, where aperture node is designated as the source node with the microphone as
the receiver. The third SDN component establishes a feedback channel in the coupled
volume and accepts the aperture as both the source and the microphone. The fourth
SDN component completes the feedback path in the main volume with aperture acting
as both source and microphone.

4.2 CV-SDN Design Overview

Before defining the transfer function of the two settings, the new possible connections
of CV-SDN should be discussed. The connections defined in Section 3.1 of Chapter
3 are still utilized in CV-SDN models. The connections between the source to the
microphone, source to nodes, nodes to nodes, and nodes to the microphone are the
same as classic SDN. However, new connections are included with the introduction of
aperture node. It should also be mentioned that the positions of the scattering nodes
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Figure 4.2: 2D representation of different volume CV-SDN.

are still determined with the image method, except in the volume where neither source
or microphone exists.

4.2.1 Source to Aperture Connection

ApertureSource

Figure 4.3: Source to Aperture Connection.

Fig. 4.3 shows the connection between the source and the aperture. In this connection,
aperture acts as a sink (i.e. microphone). Therefore, the connection employs a source
to aperture directivity, attenuation, and propagation delay. Similar to SDN connection
of source to the microphone, the source is specified by the position xS , directivity
ΓS(θ), and acoustical axis with the unit vector of nS . However, the aperture is only
defined by its position, xA and unit vector,nA which is perpendicular to the CW.
Directivity of the aperture is not defined. It should be noted that the position of the
aperture must be on the same plane with CW.

First, directivity of source is considered. Directivity of source is defined as:

ΓS(θSA) =
P∑

p=0

ap cosp θSA, (4.2.1)
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where θSA is the incidence angle between the source and the aperture defined as:

θSA = cos−1
(

nSA · nS

|nSA|

)
, (4.2.2)

where nSA = xS − xA is the normal vector from source to aperture.

Then, the attenuation is calculated as:

gS,A =
1

||xS − xA||
, (4.2.3)

indicating the reduction in the amplitude of the signal between source and aperture.

The delay between source and aperture is represented with z−DSA and it can be cal-
culated as DSA = FS ||xS −xA|| / c, where FS is the sampling rate and c is the speed
of sound in dry air.

The directivity of the aperture is disregarded since it is not defined.

4.2.2 Node to Aperture Connections

S
Aperture

SDN 

Node, k

Inputs from

other SDN nodes

except the one on CW

Figure 4.4: Node to Aperture Connections.

Node to Aperture connections is shown in Fig. 4.4, and consist of absorption filters,
a normalisation gain factor, attenuation, and propagation delay. From each scatter-
ing node, each index of output vector p−[n] is taken and summed up. As explained
previously, the operation is called pressure extraction.

Afterward, a normalisation gain of 2
N−1 is used to scale the signal. Since both volumes

are rectangular enclosures, N is set to 6 for both volumes. Attenuation based on
the distance between the node and the aperture is also emulated. The calculation is
different from the other cases and given as:

gk,A =
1

1 + ||xk−xA||
||xS−xk||

. (4.2.4)

Then, the inputs from other SDN nodes except the one on the CW is summed up. The
reason why one of the nodes is not considered is that it lies on the same surface (i.e.
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CW) with the aperture node and transmission from the node on CW to the aperture is
physically not possible.

Finally, the delay, z−DkA is employed. It is calculated with DkA = FS ||xk − xA|| / c.

4.2.3 Aperture to Node Connections

S

Internode 

Connections

Internode 

Connections

SDN 

Node, k

except the one

 on CW

Aperture

Figure 4.5: Aperture to Node Connections.

Aperture to Node connections, shown in Fig. 4.5, employ propagation delay, at-
tenuation, and a scale factor of 1/2. In the connections, aperture acts as a source.
As before, the directivity of the aperture is not employed. Attenuation is defined as
gA,k = 1

||xA−xk||
.

The propagation delay z−DAk concerning aperture and node positions calculated with
DAk = FS ||xA − xk|| / c.

Similar to SDN, for each scattering node except the one on CW, there are six incoming
wave variables. One of those variables is coming from the aperture side, and the rest
are from the other scattering nodes. For the scattering node on CW, there are five
incoming wave variables only. Hence, there is a total of five connections between
aperture and nodes. The connection between the node on the CW and aperture is
disregarded as they lie on the same surface and transmission from aperture to the
node on the CW is not physically possible. As previously, this is called pressure
insertion.

4.2.4 Aperture to Microphone Connection

MicrophoneAperture

Figure 4.6: Aperture to Microphone Connection.
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The Fig. 4.6 represents the connection between aperture and microphone. This con-
nection is similar to the source to aperture connection. Aperture acts as a source,
and directivity of it is not employed. It is defined only by its position xA and normal
vector nA. The microphone is defined similarly as the source. It has a position, xM ,
directivity ΓM(θ), and acoustical axis with the unit vector of nM .

First attenuation is emulated between aperture and the microphone as gA,M = 1
||xA−xM ||

.
Then propagation delay z−DAM is employed as DAM = FS ||xA − xM || / c.

Finally, directivity of the microphone is utilized. It is defined as:

ΓM(θMA) =

Q∑
q=0

aq cosq θMA, (4.2.5)

where θMA is the incidence angle between microphone and the aperture defined as:

θMA = cos−1
(

nMA · nM

|nMA|

)
, (4.2.6)

with nMA = xA − xM being the normal vector from microphone to aperture.

4.3 Transfer Function of CV-SDN

Similar to the classic SDN, the source and microphone nodes only act as input (i.e. source)
and output (i.e. sink) points, respectively. In contrast, aperture nodes act as both an
input and an output point. While the depiction of CV-SDN as shown in Fig. 4.1 and
Fig. 4.2 can be intuitively understood, it is more instructive and amenable to further
analysis to express the transfer functions of both settings of CV-SDN using a linear
combination of classic SDN models. Hence, the Transfer functions of CV-SDN con-
sist of the combination of several transfer functions of SDN. The terms introduced in
Section 3.2 of Chapter 3 are expanded upon.

It must be pointed out that in the discussions of the transfer function, subscripts denote
the source and sink, and the superscript denotes the volume that the SDN component
models. For example, H(1)

s,a (z) represents the transfer function from the source to the
aperture node, with model parameters determined according to the geometry of the
main volume.

4.3.1 Transfer Function of the Same Volume CV-SDN

The same volume CV-SDN system diagram is shown in Fig. 4.7. The components
comprising the system are:

• H(1)
s,m(z) representing the main volume transfer function,
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Figure 4.7: Same Volume CV-SDN System Diagram.

• H(1)
s,a (z) representing the transfer function between the source and the aperture,

• H(2)
a,a(z) representing the reverberation in the coupled volume after energy ex-

change,

• H(1)
a,a(z) representing the reverberation in the main volume due to energy trans-

mitted back from the coupled volume,

• H(1)
a,m(z) representing the transfer function between the aperture and the micro-

phone node in the main volume.

Further, the energy transferred to the coupled volume is controlled by the linkage
coefficient κ which will be discussed further below. In all transfer functions, the
recursive parts of SDN components consist of fully connected delay networks. How-
ever, the adaptor vectors used in connecting the source and sink nodes in each case
are different depending on whether or not the sink or the source is an aperture node.

Source-to-microphone: The componentH(1)
s,m(z) is identical to a classic SDN except

for an adjustment of one of the terms of the reflectance matrix due to the aperture
being modelled as an anechoic patch. In contrast with the classic SDN, the reflectance
matrix is defined as:

H(1)
w (z) = diag(H

(1)
1 (z), · · · , H(1)

cw (z), · · · , H(1)
6 (z)), (4.3.1)

where H(1)
cw (z) is the adjusted reflectance term for the scattering node that shares the

same boundary surface with the aperture node (i.e. scattering node on the CW). This
adjustment is discussed in the following discussions.

Overall, the transfer function of this component is:

H(1)
s,m(z) = gs,mz

−Ds,m +
1

5
km(z)F(1)

s,m(z)ks(z), (4.3.2)

where F
(1)
s,m(z) = [Σ−1H

(1)
w (z−1)−PD

(1)
sm,f (z)]−1.
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Source-to-aperture: The main differences of this component from a classic SDN ap-
pear in (i) the direct path from the source to aperture, (ii) the reflectance matrix, and
(iii) the aperture adaptor vector. The aperture is assumed to behave like an omnidirec-
tional microphone. Therefore the direct path gain includes only the source directivity
and distance attenuation terms such that gsa = gsaΓs(θsa) where gsa = (‖xs−xa‖)−1.
The reflectance matrix is modified as in the source-to-microphone component, and the
aperture adaptor matrix is defined as:

kas = IasGsaDsa16×1 (4.3.3)

with Ias = diag(1−δ1a, · · · , 1−δ6a) where δia is an indicator function which is unity
iff. aperture and the connected scattering node, i, are on the same boundary of the
volume and zero otherwise. The position of the scattering node on the same surface
is assumed to lie at the centroid of the bounded surface.

Overall, the transfer function of this component is:

H(1)
s,a (z) = gsaz

−Ds,a +
1

5
k(1)
a (z)F(1)

s,a(z)ks(z), (4.3.4)

where F
(1)
s,a(z) = [Σ−1H

(1)
w (z−1)−PD

(1)
sa,f (z)]−1.

Aperture-to-aperture: The component uses the aperture node both as a source and
as a microphone. However, there is no direct path component, but only the recursive
part. There are two aperture-to-aperture components in the CV-SDN model, H(1)

a,a(z)

and H(2)
a,a(z) such that:

H(q)
a,a(z) =

1

5
k(q)(z)
a F(q)

a,a(z)k(q)
a (z), q = 1, 2 (4.3.5)

where F
(q)
a,a(z) = Σ−1H

(q)
w (z−1)−PD

(q)
aa,f (z)]−1 with D

(q)
aa,f (z) calculated using scat-

tering nodes positioned on geometric centroids of bounding surfaces of the main
(i.e. q = 1) and coupled volumes (i.e. q = 2), respectively. Notice that the main
volume component is connected to the coupled volume component via a feedback
loop.

Aperture-to-microphone: The component models the transfer function from the
aperture back to the microphone. Here, the aperture node acts as a source node.
The positions of scattering nodes that are not on the same boundary with the aperture
node are calculated using microphone and aperture node positions. Similar to the
source-to-aperture component, the aperture acts as an omnidirectional source result-
ing in a direct path gain of gam = gamΓm(θam) where gam = (‖xa − xm‖)−1. The
aperture adaptor vector is given as ka = I

(1)
a GamDam16×1.

Thus, the transfer function of this component is:

H(1)
a,m(z) = ga,mz

−Ds,m +
1

5
km(z)Fa,m(z)ka(z), (4.3.6)

where F
(1)
a,m(z) = [Σ−1H

(1)
w (z−1)−PD

(1)
am,f (z)]−1.
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Aperture size control: Acoustic energy transmission from the main volume to the
coupled volume via an aperture is modeled via the linkage coefficient. The linkage
coefficient is defined as:

κ =
√
SA/ST (4.3.7)

where SA is the aperture surface area, and ST = Sa + Scw is the total area of the
respective volume boundary and Scw is the area of the CW. In other words, the energy
transferred to the coupled volume depends on the relative area of the aperture.

Considering that the aperture would act as an anechoic patch, the effective absorption
coefficient of the wall that contains the aperture also has to be changed accordingly.
This adjustment would result in the reflectance transfer function, given as:

H(q)
cw (z) =

SA +H
(q)
i (z)SCW

SCW + SA

, (4.3.8)

where H(q)
i (z) emulates the reflectance transfer function for the material of the com-

mon surface on the side of volume q. This adjustment has the effect of increasing the
energy decay rate and reducing the reverberation time.

Once these components are defined, the transfer function of the same volume CV-
SDN can be expressed as:

HSV-CV-SDN(z) = H(1)
s,m(z) + κ

H
(1)
s,a (z)H

(2)
a,a(z)H

(1)
a,m(z)

1−H(1)
a,a(z)

. (4.3.9)

4.3.2 Transfer Function of Different Volume CV-SDN

Different Volume CV-SDN

Figure 4.8: Different Volume CV-SDN System Diagram.

The system diagram of the different volume CV-SDN is given in Fig. 4.8. The differ-
ent volume CV-SDN has the following components:

• H(1)
s,a (z) representing the main volume,
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• H(2)
a,a(z) representing the reverberation in the coupled volume due to aperture,

• H(1)
a,a(z) representing the reverberation in the main volume due to aperture,

• H(2)
a,m(z) representing the transfer function between the aperture and the micro-

phone node in the coupled volume.

Similar to the same volume CV-SDN, the energy transferred to the coupled volume
is controlled by the linkage coefficient κ. As before, the recursive parts of SDN com-
ponents constructed with fully connected delay networks. Nevertheless, the adaptor
vectors used for connecting source and sink nodes are different depending on whether
or not the aperture node is the source or the sink.

Source-to-aperture: The component H(1)
s,a (z) is different from a classic SDN due to

(i) the direct path from the source to aperture, (ii) the reflectance matrix, and (iii)
the aperture adaptor vector. As always, aperture is accepted as an omnidirectional
microphone. Hence, only the source directivity and distance attenuation terms such
that gsa = gsaΓs(θsa) where gsa = (‖xs − xa‖)−1 are included in the direct path.

The reflectance matrix is modified so that the adjusted reflectance term in the re-
flectance matrix represents the CW scattering node. The aperture adaptor matrix is
defined as:

kas = IasGsaDsa16×1 (4.3.10)

with Ias = diag(1− δ1a, · · · , 1− δ6a) where δia is an indicator function. As discussed
before, the indicator function is unity only on the condition that aperture and the
connected scattering node, i, are on the same boundary of the volume (i.e. common
wall).

Overall, the transfer function of this component is:

H(1)
s,a (z) = gsaz

−Ds,a +
1

5
k(1)
a (z)F(1)

s,a(z)ks(z) (4.3.11)

where F
(1)
s,a(z) = [Σ−1H

(1)
w (z−1)−PD

(1)
sa,f (z)]−1.

Aperture-to-aperture: The component uses the aperture node both as a source and
as a microphone. Only the recursive path is exercised. Like same volume CV-SDN
aperture to aperture component exists both in the main and the coupled volume.
H

(1)
a,a(z) and H(2)

a,a(z) can be defined as:

H(q)
a,a(z) =

1

5
k(q)(z)
a F(q)

a,a(z)k(q)
a (z), q = 1, 2 (4.3.12)

where F
(q)
a,a(z) = Σ−1H

(q)
w (z−1)−PD

(q)
aa,f (z)]−1 with D

(q)
aa,f (z) calculated using scat-

tering nodes positioned on geometric centroids of bounding surfaces of the main
(i.e. q = 1) and coupled volumes (i.e. q = 2), respectively. Reverberation in the
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coupled volume is fed-back into the main volume and then back to the coupled vol-
ume.

Aperture-to-microphone: The component represents the transfer function from the
aperture to the microphone. The aperture node acts as a source. The positions of
scattering nodes that are not on the same boundary with the aperture node are calcu-
lated using microphone and aperture node positions. Similar to the source-to-aperture
component, the aperture acts as an omnidirectional source resulting in a direct path
gain of gam = gamΓm(θam) where gam = (‖xa−xm‖)−1. The aperture adaptor vector
is given as ka = I

(2)
a GamDam16×1.

The transfer function of the component is:

H(2)
a,m(z) = ga,mz

−Ds,m +
1

5
km(z)F(2)

a,m(z)ka(z). (4.3.13)

where F
(2)
a,m(z) = [Σ−1H

(2)
w (z−1)−PD

(2)
am,f (z)]−1.

Aperture size control: Acoustic energy transmission is defined as discussed in 4.3.
Transmission is modeled with the linkage coefficient, κ =

√
SA/ST where SA is the

aperture surface area, and ST = Sa + Scw is the total area of the respective volume
boundary and Scw is area of the CW shared between the volumes.

Reflectance transfer function is modified and given as:

H(q)
cw (z) =

SA +H
(q)
i (z)SCW

SCW + SA

(4.3.14)

where H(q)
i (z) emulates the reflectance transfer function for the material of the com-

mon surface on the side of volume q. This adjustment has the effect of increasing the
energy decay rate and reducing the reverberation time.

With the components defined above, the transfer function of different volume CV-
SDN can be expressed as:

HDV-CV-SDN(z) = κ
H

(1)
s,a (z)H

(2)
a,m(z)

1−H(1)
a,a(z)H

(2)
a,a(z)

. (4.3.15)
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CHAPTER 5

EVALUATION AND DISCUSSION

In this chapter, evaluation of CV-SDN is performed and results are discussed in detail.
Both settings of CV-SDN are evaluated in different settings, which are explained in
detail.

Among the two settings of CV-SDN, same volume configuration is more widely ex-
amined. The reason for that is the Concave DSD pattern can only be obtained when
both source and microphone are placed in the same volume. Concave DSD pat-
tern is especially important for designing and prototyping architectural structures like
concert halls as the performer and the audience are both in the same concert room,
whereas several empty balconies are used to create the coupled volume effect. From
a perceptual standpoint, the steeper early decay at the start of EDC provides clarity
and the smaller late decay (i.e. tail decay) contributes to the reverberance effect. The
perceptual evaluation in one of the studies indicates that the audience prefers a sharp
decay at the start in EDC and a slower one after that [20]. In addition to the percep-
tual viewpoint, the adjustable aperture size is important for these studies because in
concert halls there are doors whose opening can be changed.

For the evaluation of same volume CV-SDN, decay ratio (DR) and ∆dB parameters
are used to assess the validity of CV-SDN algorithm. These parameters were intro-
duced back in Section 2.1.2 of Chapter 2. Additionally, Fig. 2.5 is given to provide a
clear understanding of the calculation of these parameters.

Different volume CV-SDN, on the other hand, outputs a Convex DSD pattern. The
pattern is not widely investigated in terms of changing aperture size and its behavior.
Nonetheless, different volume CV-SDN model results are gathered to observe the
convex DSD pattern. For the evaluation, EDT is used.

For both of the settings, different volume configurations are used. The reason for this
is that same volume CV-SDN settings are constructed to study concert halls. There-
fore, the volumes are much bigger than a conventional coupled volume configuration.
In different volume CV-SDN case, much smaller volume sizes are employed.

5.1 Same Volume CV-SDN

For Same Volume CV-SDN, a coupled volume configuration presented by Bradley
and Wang [31] is used for evaluation. The parameters are compared with theoretical
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values and ODEON results.1

There are three different experiments made with the test setup. First, the effect of
aperture opening size change is observed. Secondly, the absorption coefficient of the
coupled volume is changed. Finally, the size of the coupled volume is changed to see
its effect on decay ratio (DR) and ∆dB parameters as they are given in [31].

Compared to ODEON, CV-SDN can not be classified as computational acoustics pro-
gram as in its current form it only functions as a digital artificial reverberator. More-
over, CV-SDN does not employ ray tracing and performs room acoustics modeling
with ISM as explained in Chapter 4. It should be inserted that CV-SDN approximates
the second and higher order reflections similar to SDN. The parameters calculated
with ODEON are taken from [31].

Both theoretical values and ODEON results are provided in the study of Bradley and
Wang [31]. In the paper, decay ratio (DR) is calculated as:

DR =
Decay 2

Decay 1
, (5.1.1)

where Decay 1 is the time decay of the main, Decay 2 is the time decay of the coupled
volume. Each time decay can be calculated with RT60 of both main and coupled
volumes. As time decay is inversely proportional to the slope, DR can be more easily
calculated with:

DR =
m1

m2

, (5.1.2)

where m1 represents the slope of early decay and m2 represents the slope of late
decay.

The calculation of ∆dB in the paper is given as:

∆dB = 10 log(
A1SA2S

S2
), (5.1.3)

where S is the surface area of the aperture and AiS = Aiαi + S with Ai and αi being
the surface area and average absorption coefficient of the volume i respectively.

5.1.1 Test Setup

In the configuration, the main volume which contains both the source and the micro-
phone has the dimensions 34×28×26 m and the coupled volume has the dimensions
21× 18× 13 m. Taking the left bottom corner of the main volume as the origin point,
the omnidirectional source and the microphone are positioned at xs = (25, 19, 8) and

1 ODEON is a computational acoustics simulation program that utilizes ray-tracing to model the acoustics of
a room [46]. The program is tested and confirmed to be suitable as an acoustics tool [47].
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xm = (5, 19, 8). The main volume is set to be less reverberant with α = 0.25, whereas
coupled volume is more reverberant with α = 0.02. The aperture was positioned at
the center of the CW. Different aperture areas of from 2%, 5%, 10%, 20%, and 40%
were simulated and EDCs are obtained from the calculated room impulse responses.
Two metrics, DR and ∆dB, were calculated and compared with the theoretical and
ODEON results.

Fig. 5.1 shows the 3D model of the test setup used. In the drawing, x, y, and z axes are
shown via vectors. Source and the microphone are placed in the main volume. With
such positioning, same volume CV-SDN algorithm is used. Additionally, having a
less reverberant main volume with α = 0.25 is fit to output a concave DSD profile.
Aperture depicted in the figure can be thought of as a window whose size can be
adjusted.

5.1.2 Results and Discussion

Fig. 5.2 shows the EDC curves obtained for the different aperture sizes. The figure
clearly shows the double-sloped decay behavior and the shift in the transition time
between the two decays. Each EDC is represented with a different color.

Table 5.1: Aperture Opening Size Results compared to Theoretical Values

Aperture Opening ∆dB (CV-SDN) ∆dB (Theoretical) DR (CV-SDN) DR (Theoretical)

2% 43.03 34.23 7.12 6.11

5% 36.14 26.56 6.06 5.27

10% 30.51 21.73 5.2 4.33

20% 25.32 17.32 4.38 3.23

40% 21.15 13.23 3.04 2.32

Table 5.2: Aperture Opening Size Results compared to ODEON Values

Aperture Opening ∆dB (CV-SDN) ∆dB (ODEON) DR (CV-SDN) DR (ODEON)

2% 43.03 12.10 7.12 1.91

5% 36.14 0 6.06 1

10% 30.51 0 5.2 1

20% 25.32 0 4.38 0.98

40% 21.15 15.42 3.04 3.44

There is a total of five decay curves each representing a different aperture opening
size. For each curve, starting decays are pretty similar since only the reverberation
in the main volume is present. The slight change can be seen due to the modified
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Figure 5.1: Test Setup of the same volume CV-SDN with (a) showing 3D and (b)

shown 2D representation.
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Figure 5.2: Same Volume CV-SDN EDC results with test setup.

absorption coefficient of CW via the adjustable aperture. However, the absorption
coefficient of the CW on the main volume side does not make a dramatic change as
the main volume is not reverberant and has an absorption coefficient of 0.25. In other
words, an increase in aperture opening size results in a higher reverberant surface on
CW. This results in a slight increase in the absorption coefficient of the main volume
and a slightly steeper slope at the beginning of EDC.

As the aperture area expands, the absorption coefficient of the CW on the coupled vol-
ume side changes as well. Although this increases the decay slope in both volumes, it
has a more pronounced effect on the coupled volume which has an absorption coeffi-
cient of 0.2, which is much smaller compared to the main volume. The rate of decay
in the tail gets higher as the aperture size is increased. This results in the decreasing
trend in the DR as also predicted by the theoretical results given in [31].

Further, the transmitted energy from main to coupled volume modeled with linkage
coefficient κ increases with increasing aperture size causing the coupled volume to
dominate EDC at an earlier time. As the surface area of CW stays constant, the
aperture opening size is directly proportional to κ. In the case of aperture opening size
being zero, same volume CV-SDN model only simulates a single volume enclosure,
which is equivalent to the classic SDN.

Table 5.1 shows the exact values of ∆dB and DR values obtained by CV-SDN com-
pared with theoretical values. While the DR obtained with the CV-SDN is slightly
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overestimated, it closely follows the general trend in the theoretical results. Similarly,
although ∆dB values shown in Table 5.1 are overestimated by approximately 8dB for
all cases, the results also follow the decreasing trend in the theoretical results.

Table 5.2 displays the comparison between CV-SDN and ODEON values. From the
data, it can be seen that ODEON fails to generate a concave DSD pattern for aperture
openings of 5%, 10%, and 20% since DR is equal to 1. On other opening sizes, only
40% shows a comparable DR to theoretical values. Whereas CV-SDN can output a
concave DSD pattern for all aperture openings. Similarly, ∆dB values indicate the
same phenomenon. The reason why ODEON produces 0 is due to both early and
late decays coinciding at the same y-intercept, which is only explained with a single
sloped decay. The lack of DSD profile output of ODEON can be explained by the
room acoustic modeling method, which is ray tracing. As the volume used in the test
setup gets larger, the cost of calculating every reflection increases. Approximations
made in the model of ODEON may result in the loss of DSD profile.
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B
)

Time [s]
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Figure 5.3: Same Volume CV-SDN Absorption EDC results with test setup.

Fig. 5.3 shows the impact of change in absorption coefficient of coupled volume.
Four different values as 0.02, 0.05, 0.08, 0.11 are used. The fifth one, shown as
the black line in the figure represents the case when the absorption coefficient of
both volumes are the same. As we increase the absorption coefficient, first and late
decays converge to each other. Moreover, the transition point shifts to the right with
increased absorption as the samples coming from the coupled volume are weaker
compared to cases where the absorption coefficient of the coupled volume is low.
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Table 5.3: Absorption Coefficient Results Compared to Theoretical Values

Absorption Coefficient ∆dB (CV-SDN) ∆dB (Theoretical) DR (CV-SDN) DR (Theoretical)

0.02 43.03 34.28 7.12 6.12

0.05 44.08 37.98 3.45 2.82

0.08 46.77 39.83 2.16 1.79

0.11 38.37 41.07 1.47 1.28

Table 5.4: Absorption Coefficient Results Compared to ODEON Values

Absorption Coefficient ∆dB (CV-SDN) ∆dB (ODEON) DR (CV-SDN) DR (ODEON)

0.02 43.03 12.10 7.12 1.91

0.05 44.08 11.02 6.06 1.76

0.08 46.77 11.76 5.2 1.79

0.11 38.37 10.19 4.38 1.708

Overall, increasing absorption coefficient results in decreased DR values. For ∆dB
values, a slight increase is observed due to late decay dominating EDC at a later time.

Table 5.3 shows the exact values of ∆dB and DR values obtained by CV-SDN com-
pared with theoretical values. While the DR obtained with the CV-SDN is slightly
overestimated, it closely follows the general trend in the theoretical results.

Table 5.4 displays the comparison between CV-SDN and ODEON values. As previ-
ously, ODEON fails to generate meaningful results with changing absorption coeffi-
cients.

Table 5.5: Coupled Volume Ratio Results Compared to Theoretical Values

Volume Ratio ∆dB (CV-SDN) ∆dB (Theoretical) DR (CV-SDN) DR (Theoretical)

20% 43.03 34.28 7.12 6.12

35% 45.16 37.75 8.62 7.20

50% 50.85 39.9 9.14 8.57

Fig. 5.4 shows the results due to increased size of the coupled volume. Three different
ratios as 20%, 35%, and 50% are used. As the coupled volume ratio (i.e. ratio of
coupled volume size to the main volume size) increases, we see tail decay dominates
at a later time. In short, the effect is minimal compared to other test setups.

Table 5.5 shows the exact values of ∆dB and DR values obtained by CV-SDN com-
pared with theoretical values. While the DR obtained with the CV-SDN is slightly
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Figure 5.4: Same Volume CV-SDN Coupled Volume Ratio EDC results with test

setup.

overestimated, it closely follows the general trend in the theoretical results.

Table 5.6 displays the comparison between CV-SDN and ODEON values. As pre-
viously, ODEON fails to generate meaningful results with changing coupled volume
ratio.

5.2 Different Volume CV-SDN

For different volume CV-SDN, coupled volume configuration presented by Pu. et
al [28] is used. Although the study does not focus on the parametrical evaluation of
convex DSD patterns, it presents a model which can output an EDC where the early
decay is slow and late decay is steep. In the study, a scale model is used and the results
are compared with experimental findings and with geometrical acoustical modeling
used in ODEON. Similarly, ODEON results are taken from the paper.

In addition to the observation of convex DSD pattern, the effect of aperture size ad-
justment of CV-SDN is discussed. It should be noted that the aperture opening size
adjustment is not investigated for the configurations where source and microphone
are placed in the separate volumes.
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Table 5.6: Coupled Volume Ratio Results Compared to ODEON Values

Volume Ratio ∆dB (CV-SDN) ∆dB (ODEON) DR (CV-SDN) DR (ODEON)

20% 43.03 11.55 7.12 1.92

35% 45.16 15.75 8.62 2.17

50% 50.85 8.4 9.14 2.03

5.2.1 Test Setup

The test configuration utilizes the source placed in the main volume and the micro-
phone in the coupled volume. The main volume has the dimensions 2.75× 5× 4.75
and the coupled volume has the dimensions 5.5× 5× 4.75 m. The left bottom corner
is taken as the origin point. The omnidirectional source and microphone are placed
at xs = (1, 1, 2.38) and xm = (4, 3.75, 2.38). To obtain a convex DSD profile, the
main volume is set to be the less reverberant volume with α = 0.6. The coupled
volume is the more reverberant one with α = 0.05. The aperture is a rectangular
structure and positioned at the center of CW. The study presented by Pu. et al [28]
uses a single aperture opening. In the configuration, the aperture has the dimensions
of 1.25 × 1.25, which results in the opening size of 7% of the CW. Apart from the
study, five additional opening sizes selected in same volume CV-SDN evaluation are
included to examine the behavior of different volume CV-SDN with changing aper-
ture size. EDCs of the configuration are obtained with the calculation of room impulse
responses.

Fig. 5.5 displays the 3D and 2D representation of the same configuration of the
different volume CV-SDN. The source is placed at the bottom left corner of the main
volume. The microphone is closer to the aperture and placed at the upper left corner
of the coupled volume. Aperture is at the center of the CW, and quite small compared
to the one used in same volume CV-SDN.

5.2.2 Results and Discussion

The model used by Pu. et al [28] has an EDT of (i.e. first 10 dB drop below initial
level) within 0.4 seconds. Although the initial constant decay is very brief, different
volume CV-SDN has an EDT of approximately 4.1 seconds. The results obtained are
in agreement with the experimental convex DSD curve given in [28].

Fig. 5.6 shows the convex EDC of different volume CV-SDN. It may be observed
that the discrete samples in the initial decay are not displayed as exercised by Eyring
in [27]. These samples disrupt the initial part of EDC and make it harder to see the
constant slope observed in the initial stages. Concavity of the graph can be seen as the
slope gets steeper at higher lags. Concavity obtained in different volume CV-SDN can
be explained by the feedback path that generates between the coupled and the main
volume. After a certain time, the dominant samples are the ones looping through the
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Figure 5.5: Test Setup of the different volume CV-SDN with (a) showing 3D and (b)

shown 2D representation.
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Figure 5.6: Different volume CV-SDN EDC result with test setup.

feedback path. In the path, the rate of decay is higher as samples are reverberated
both in the coupled volume and the main volume.

In addition to the opening size of 7% used in [28], two additional openings with
5% and 10% are tested to examine the impact of adjustable aperture. The results are
shown in Fig. 5.7. The solid line at the bottom, long dashed line, short dashed line,
dotted line, dashed-dotted line, and solid line at the top represent 2%, 5%, 7%, 10%,
20%, and 40% respectively. The discrete samples in the initial decay are included to
show the dB drop in the initial stages. As the aperture opening size decreases, the dB
drop is increased. This is due to decreased linkage coefficient κ. In other words, the
energy exchange from the main volume to the coupled volume is reduced. Moreover,
the decay rate also increases with decreasing aperture. As the varying aperture size
changes the absorption coefficient of the CW, the coupled volume gets more rever-
berant with decreasing aperture opening size. More reverberant environment results
in a less steep decay, which is indicated by the solid line. Hence, EDT decreases with
increasing aperture opening size. If the aperture opening size is higher, the overall ab-
sorption coefficient of the coupled volume increases dramatically. This effect disturbs
the convex DSD effect and we see almost a flat line for the solid line representing 40%
opening size in the figure. EDT parameter values are given in 5.7.

Similar to same volume CV-SDN, change in aperture opening size does not make a
drastic change in the overall absorption coefficient of the main volume. Thus its effect
cannot be observed from EDC.
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Figure 5.7: Different volume CV-SDN EDC result with different aperture openings.

Table 5.7: Different volume CV-SDN EDT Parameter comparison

Aperture Opening EDT (CV-SDN) EDT (ODEON) EDT (Theoretical)

2% 0.44 − 0.41

5% 0.42 − 0.41

7% 0.41 0.39 0.40

10% 0.40 − 0.40

20% 0.39 − 0.39

40% 0.37 − 0.38
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CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

The rise in computer processing power has lead to more realistic and reliable graphics
and audio in the video-games and extended reality applications. Hence, yesterdays
costly procedural generation of content is becoming more popular than ever. Due to
the need for realistic audio in such applications, acoustic simulation of enclosures and
thus reverberation is important as well. Before, the audio was used from pre-recorded
samples or recorded in the real environment. This method of reverberation is not
only costly but cumbersome as well. Digital reverberation, on the other hand, offers a
more convenient platform in which reverberated output of the sound can be adjusted
with parameters such as source and microphone positions, directivities, and room
properties. By using a digital artificial reverberator, not only customizable audio is
possible but also the reduced cost of the generation of audio.

Development of digital reverberators has gained momentum with the model proposed
by Schroeder and they are still being improved to-date. SDN is one of those digital
reverberators that can simulate first-order reflections very accurately and has a grace-
fully degrading accuracy for the higher order reflections. It can successfully simulate
the acoustics of a rectangular enclosure and the results, such as RT60 match the theo-
retical values. However, the drawback of SDN lies in its strength. It can only function
on rectangular and single enclosures. The need for coupled volume settings is appar-
ent as there are studies on concert halls where several volumes are connected with
an aperture to each other [20]. Additionally, applications in mixed reality and video
games often simulate more than one room and depend on the generation of realistic
reverberation for multiple volumes.

A new model called CV-SDN was proposed in this thesis by expanding upon the
classic SDN architecture. CV-SDN introduces a coupled volume and an aperture.
The aperture is modeled as a rectangular opening like a window or a door, which
has height and width values. The model allows the adjustment of aperture size and
successfully generates the expected EDC curves where convex and concave DSD
profiles can be observed.

There are two possible settings of CV-SDN depending on the positions of the source
and the microphone. First setting simulates coupled volumes where source and mi-
crophone are placed in the main volume and is called same volume CV-SDN. The first
setting is constructed with the connection of five different SDNs. The second setting,
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different volume CV-SDN, is realized when the source and the microphone are placed
in the separate volumes. Four SDNs are required to model the second setting. In both
of the settings, the main volume is set to be more reverberant one so that both DSD
patterns can be observed from EDCs.

The transfer function of each setting is derived in detail. Test setups are created for
each setting and emphasis is put on the same volume CV-SDN as it is more widely
investigated in the room acoustics field. Test setup of the same volume CV-SDN ob-
serves an aperture with different opening sizes. Two parameters, DR, and ∆dB are
calculated from EDCs and compared with theoretical results. Additionally, param-
eter values generated with ODEON, a computational acoustics simulation program,
are compared with those of CV-SDN. It is seen that CV-SDN matches the pattern ob-
served with the theoretical values. Same Volume CV-SDN can maintain the concave
DSD pattern through all of the aperture openings, whereas ODEON fails to generate
a DSD profile for some of the openings. This proves that CV-SDN can be used as a
basis for the architectural modeling of concert halls.

The different volume CV-SDN is tested to show that it can generate convex DSD
profile. A test setup is created and EDT parameters are calculated. The results are
compared both with theoretical and ODEON values and proved that different volume
CV-SDN can simulate the convex DSD phenomenon. Additionally, the effect of the
aperture opening size is discussed. However, the accuracy of aperture area adjustment
in different volume CV-SDN is not compared to other studies as the focus in the field
mainly lies in the configurations where source and microphone rest together in the
same volume.

6.2 Possible use cases of CV-SDN

CV-SDN in its current form can be used in different ways.

The most prominent one coming from simulation viewpoint is the XR (Extended
Reality) applications which consist of virtual, augmented and mixed reality. In a
computer simulation, it is quite important to create environments where audio and
hence reverberation is realistic. Using a single room artificial reverberator such as
SDN is possible but simulations rarely end up with a single volume setting. Hence,
employing CV-SDN in rooms with openings such as doors or windows can lead to a
more accurate representation of reverberated audio. Increased realism in such settings
could provide more entertainment and value for the customers.

The second use field is architectural acoustics. As it stands, with CV-SDN it can
employ a concert hall effect on raw audio due to DSD phenomena. By placing the
source (i.e. performer) and microphone (i.e. audience) in the main volume, we can
create an effect which transforms the audio as if it is recorded in a coupled volume
setting such as a concert hall. More importantly, with CV-SDN we can create coupled
volumes with different absorption coefficients and sizes, and then study the energy
decay curve of the given room. The model proposed with this thesis can be also used
in Building Information Modelling (BIM) Framework [48]. By changing aperture
size and area, the absorption coefficient of coupled volume, and coupled volume size
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we can manipulate EDC to suit it our needs. CV-SDN can be used by architectures in
the field to gather an approximation on what the response of a concert hall would be.

The third area of use of CV-SDN is in crisis scenarios and forensic studies. XR ap-
plications are already being utilized to train firefighter staff [49]. Additionally, audio
recordings of gunshots are being studied in simulation settings [50]. Similarly to first
use area given, XR applications can be constructed where individuals can be trained
on how hazardous things sound. The simulations could be constructed with different
volume CV-SDN settings. For example, a simulation environment for firefighters can
be utilized so that they can be trained to differentiate the sound whether there is a
fire in the next room or not. Moreover, gunshot recordings could be created with raw
gunshot audio to identify in what type of room a gun is fired.

6.3 Possible Future Work

CV-SDN uses an aperture but does not make a distinction between the different shapes
of it. As the only impact of the aperture is due to its opening size, improvements on
CV-SDN model can be made to differentiate between aperture openings that have the
same opening area but distinct shapes. The addition of edge diffraction modeling can
create a more accurate system which may give results much closer to the theoretical
values. The edge diffraction modeling at the same time could make the acoustics of
each volume more accurate individually.

In its current form, CV-SDN is not tested to be run in interactive rates. With the
introduction of real-time simulation to CV-SDN, use cases mentioned in the previous
section can be more easily employed. The original SDN was able to run at interactive
rates with iPhone 5. It is quite possible to manage CV-SDN which employs four to
five SDN structures so that it runs in real-time.

Similar to SDN, CV-SDN only functions with rectangular enclosures. Although the
model is a rough approximation, extensions could be made so that arbitrarily shaped
coupled volumes can be simulated as well. For this, edge diffraction and generation
of image sources will be important, and the placement of aperture size will be crucial
for the results. Afterward, The improved model can be used to simulate concert
halls that have complex interiors. This could lead to more accurate modeling of such
architectural structures.

Moreover, as CV-SDN is based on two volumes, implementation of additional en-
closures may be discussed. By doing this, the acoustical design of more complex
structures can be more accurately created as there are several balconies connected to
the main hall. The introduction of additional volumes will require the use of further
SDN models. It would be a challenge to keep a computationally efficient model while
adding SDN models to the whole architecture. When converting SDN to CV-SDN,
the same volume CV-SDN required four, and different volume CV-SDN structure re-
quired three additional SDN structures. These inclusions in the model were due to
feedback path emerging between the rooms. If we are to introduce even more cou-
pled volumes to the model, the number of SDNs could increase exponentially due to
feedback paths forming between the volumes. Furthermore, each included aperture
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will also change the absorption coefficient of the surface they are attached to. For
example, if we connect four volumes as coupled volumes to the main volume to sim-
ulate a concert hall setting. Each surface of the main volume will have walls with
different absorption coefficients. Perhaps a frequency-domain implementation can
be undertaken to overcome the computational complexity problem. Nevertheless, if
the expanded model results in a high and unmanageable computational complexity, it
could be possible to make approximations so that feedback paths are minimized and
the resulting number of additional SDNs could increase linearly instead of exponen-
tially.

Perceptual evaluation of CV-SDN can be performed and is especially important for
same volume CV-SDN setting. The design of architectural structures such as concert
halls takes auditory pleasure of the audience into account. As the concave DSD re-
sponse is preferred according to studies, audio outputs of CV-SDN can be tested on
individuals to see which aperture opening size they prefer. Moreover, the comparison
of the sound generated in both settings of CV-SDN can also be made. Recordings of
performers taken in concert halls could be compared to the raw audio of performers
simulated to create reverberance effect in CV-SDN.
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