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ABSTRACT

THROUGH THE WALL TARGET DETECTION USING TEXTURAL
FEATURES

Gedik, Emre
Master of Science, Electrical and Electronics Engineering

Supervisor: Prof. Dr. Gözde Bozdağı Akar

Co-Supervisor: Prof. Dr. Gönül Turhan Sayan

September 2019, 162 pages

Through the wall imaging(TWI) is a important technology for detection and identifi-

cation of human or other objects behind the wall especially for military and civilian

applications. However, the clutter, multipath ghost, and wall distortions decrease the

accuracy of current TWI-based human detection and identification methods. Various

algorithms use various techniques such as shape-based, image-based, and physics-

based techniques.

In this thesis, we summarize all the techniques used for TWI and analyze the GPR-

based detection techniques and evaluate their performances with simulated data. Im-

ages are obtained by simulation using gprMax software. After, the flash effect re-

moval, image segmentation and feature extraction methods are applied. Finally, ob-

tained features are classified with SVM as targets or other objects. 108 different

scenarios are generated and used in the evaluation of the algorithms.

Keywords: Through the Wall imaging, Human Identification, Physic-based Tech-
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nique, Shape-based Technique, gprMax, Feature Extraction
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ÖZ

YAPISAL ÖZELLİKLERİ KULLANARAK DUVAR ARKASI HEDEF
TESPİTİ

Gedik, Emre
Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Danışmanı: Prof. Dr. Gözde Bozdağı Akar

Ortak Tez Danışmanı: Prof. Dr. Gönül Turhan Sayan

Eylül 2019 , 162 sayfa

Duvardan görüntüleme (TWI), özellikle askeri ve sivil uygulamalar için duvarın arka-

sındaki insan veya diğer nesnelerin algılanması ve tanımlanması için önemli bir tek-

nolojidir. Bununla birlikte, karışıklık, çok yollu hayalet ve duvar bozulmaları, mevcut

TWI tabanlı insan algılama ve tanımlama yöntemlerinin doğruluğunu azaltır. Çeşitli

algoritmalar, şekil tabanlı, görüntü tabanlı ve fizik tabanlı teknikler gibi çeşitli tek-

nikleri kullanır.

Bu tezde TWI için kullanılan tüm teknikleri özetliyor ve GPR tabanlı algılama teknik-

lerini analiz ediyor ve performanslarını simulasyon verileriyle değerlendiriyoruz. Gö-

rüntüler, gprMax yazılımı kullanılarak simülasyonla elde edilir. Ardından, flaş efekti

kaldırma, görüntü segmentasyonu ve özellik çıkarma yöntemleri uygulanır. Son ola-

rak, elde edilen özellikler SVM ile hedefler veya diğer nesneler olarak sınıflandırılır.

Algoritmaların değerlendirilmesinde 108 farklı senaryo oluşturulmakta ve kullanıl-

maktadır.
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Anahtar Kelimeler: Duvardan Görüntüleme, İnsan Teşhisi, Fizik Tabanlı Teknik, Şe-

kil Tabanlı Teknik
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CHAPTER 1

INTRODUCTION

Mankind has been trying to know the unknown for many years. Our human eyes assist

us with seeing objects during these investigations by the reflection of light. However,

wavelengths of visible light do not allow some materials to be transparent such as

opaque materials. In recent years, researchers and engineers have been working to

see what is behind opaque materials such as walls by using electromagnetic waves.

In literature such as [4][10], these researches are called through-the-wall imaging.

Through-the-wall imaging (TWI) and detecting are rising as a suitable innovation for

giving a vision into optically obscured territories in a variety of important civilian,

law enforcement and military applications [4] [5]. For instance, TWI can be utilized

by police to detect and locate prisoners, prisoner-takers, and weapons in indoor envi-

ronments such as in figure 1.1[1]. Also, it enables firefighters to rescue people from

fires by avoiding risks. TWI can be utilized to identify buried individuals after nat-

ural disasters such as earthquakes. Furthermore, it permits distinguishing and char-

acterizing disguised weapons and explosives and prevent a terrorist attack in military

applications.

The main idea of TWI and method and sensors used for TWI will be explained in this

chapter, respectively.

1.1 Through the Wall Imaging

Through the wall imaging (TWI) and detecting is rising as an important area of re-

search and development in military and civil areas[5] [11] [8] [12] [13] [14] [15].
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Figure 1.1: Policeman is scanning the room with terrorists and hostage[1]

TWI systems are used to scan objects through behind a wall in military and civil ar-

eas. The general principle of TWI is that electromagnetic wave is transmitted via a

transmitter, penetrates through the wall, is reflected by the target, again penetrates

through the wall and is received via a receiver as seen in figure 1.2[2].

Figure 1.2: The general principle of through the wall imaging[2]

Unfortunately, electromagnetic waves can encounter with amplitude and phase dis-

tortion when they move between the transmitter and the receiver, particularly through

the wall. The main reasons for these distortions are dispersion and attenuation prop-

erties of the medium and wall during propagation[4]. There are several effects that

cause dispersion and attenuation such as the material of the wall, thickness of the

wall, multiple reflections within the wall, bandwidth and the center frequency of the

system, etc.

First of all, the material of the wall is the most important factor affecting the ampli-

tude and phase distortions. The large relative permittivity of the wall, conductivity

loss, and reflection loss, which are called electromagnetic properties of the wall and

depend on the material of the wall, can cause attenuation on a wall. Also, if dis-

persive material is used as the wall, this may cause dispersion. Naturally, different
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Table 1.1: Sample building materials, dimensions, and permittivity at 5GHz

Material Sample Thickness (cm) Permittivity

Drywall 1.16992 2.44

Cloth partition 5.9309 1.23

Structure wood 2.06781 2.11

Wooden door 4.44754 2.08

Plywood 1.52146 2.49

Glass 0.235661 6.40

Styrofoam 9.90702 1.11

Brick 8.71474 4.22

Concrete block 19.45 2.22

Reinforced concrete wall 60.96 -

types of wall materials cause different degrees of dispersion and attenuation based on

their atomic structures. Moreover, moisture content, aggregate density, homogeneity,

porosity, the density of additives, etc. play important roles in dispersion and atten-

uation. In literature [16] [17] [18] [19] [20] [21], there are several researches about

electromagnetic properties of different types of materials such as glass, wooden door,

concrete, brick, plywood, reinforced concrete, styrofoam, cloth partition, and chop

wood etc. Moreover, the electrical properties of glass vary considerably with glass

composition but vary very little with frequency. Temperature affects highly the elec-

trical properties of glass because of mobility characterization for ions. In table 1.1, the

values of permittivity and thickness at 5GHz are shown. Using a metal wall causes the

flash effect based on the exterior wall because the signal can not propagate through

the metal wall.

Secondly, multiple reflections within the wall is another factor causing the amplitude

and phase distortions. Multiple reflections within the wall can cause attenuation on a

wall. Multiple reflections within the wall occur stronger if the wall is heterogeneous

and the wall thickness is much larger than the signal wavelength.

Then, the thickness of the wall is another factor affecting the amplitude and phase

distortions. If the thick walls or lossy exterior walls are used, most of the transmitted
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signal is absorbed and reflected by the wall. In this case, weak signal levels cannot be

measured accurately due to noise at any level.

Finally, bandwidth and the center frequency of the system are another factors affect-

ing the amplitude and phase distortions. At a higher frequency, conductivity loss

becomes a significant attenuation factor. That is, higher frequencies result in higher

attenuation. Furthermore, frequency-dependent properties of wall materials affect

the propagation of electromagnetic waves through the wall. Over such a wide range

of frequencies, wall acts as if diverse materials. This causes the electromagnetic

wave to propagate at different speeds. If bandwidth of waves increases, the molecular

dipoles of the materials can not respond and dispersion occurs, which causes loss of

amplitude, signal distortions, loss of bandwidth, loss of accuracy and identification

capability. The situation mentioned above can be only observed at dispersive wall

materials.

There are, also, several vital issues to consider before creating TWI systems. The

first thing to consider is whether moving or stationary objects will be detected. With

different TWI systems, stationary or moving objects can be detected and classified.

Since both stationary and moving objects cannot be detected by using the same sys-

tem, one of them should be chosen by designers. In the literature, generally, ultra-

wideband(UWB) radar systems[22] are used for detecting and classifying stationary

objects. On the other hand, Doppler radar[23] and Wi-Fi RF capturing systems[2]

are, generally, used for detecting moving objects.

Other important issues for TWI systems are whether these systems have high range

resolution, low-cost, compatibility, portability, hand-held property, accessibility to

non-military entities, low power, high power efficiency, and high detectability of tar-

gets. Because of these situations, a wide range of TWI systems is modeled by engi-

neers and researchers. These systems will be mentioned in detail in the next section.

Before this, what UWB radar systems, Wi-Fi RF capturing systems and Doppler radar

systems are will be described briefly.

In the literature, radar and sensor systems used for TWI are UWB radar systems,

Doppler radar systems, and Wi-Fi RF capturing systems. The term Ultra-Wideband

(UWB) has been presented by the Defense Advanced Research Projects Agency

4



Figure 1.3: UWB and narrow band spectrum[3]

(DARPA) in a radar think about attempted in 1990. UWB innovation was also al-

luded by: impulse, carrier-free, and baseband technology[3]. The basic meaning of

narrowband is

(fH − fL)/fc < 1% (1.1)

and common definition of UWB is

(fH − fL)/fc > 25% (1.2)

or

TotalBandwidth > 500MHz (1.3)

as seen in figure 1.3[3]. fH is the maximum frequency used and fL is the minimum

frequency used.

In literature, generally, short pulse duration signals at a frequency between 1-10 GHz

are used as transmitter signals in UWB TWI systems. Higher frequency radar op-

eration is not feasible in UWB TWI systems because of high attenuation and high

dispersion. Another essential issue for UWB systems is the sorts of radar. In the lit-

erature, SAR[12] and GPR radar systems are utilized for UWB TWI systems. In this

part, SAR and GPR will be referred to briefly.

SAR is a radar type that forms 2 and 3-dimensional images. SAR uses the movement

5



of the radar antenna to form images for giving a better spatial resolution. On SAR

platforms, the antenna locations change with time to create synthetic aperture by the

combining of the recordings from these multiple antenna positions. Because of this,

the large aperture size is not necessary to obtain better spatial resolution[24] [25].

Unlike SAR, Although GPR is a geophysical method used for forming an image

of subsurfaces, including rock, soil, ice, freshwater, pavements, and structures, it is

also used in TWRI applications[26]. To form a GPR image, progressive pulses of

radio waves are transmitted to illuminate a target scene. The receiver can then record

the variations in the return signal. The GPR uses the energy change between the

receiver and the transmitter for the distance measurement, whereas SAR uses time

delay between transmitter and receiver for the distance measurement.

Moreover, Doppler radars are also used in TWI systems. Whereas UWB radar sys-

tems are utilized for detecting and classifying stationary objects, Doppler radar is

used for detecting moving objects. A Doppler radar is a radar that uses the Doppler

effect which is the difference between the observed frequency and the emitted fre-

quency of a wave. In TWI applications, Doppler effects and micro-Doppler signature

are used for motion identification.

Finally, Wi-Fi signals are typically information carriers between a transmitter and a

receiver[2]. By using Wi-Fi signals, a moving object through the wall can be detected.

In the literature, there is a device whose name is Wi-Vi. Wi-Vi is used for non-military

applications because it has low-cost, compactibility, portability, hand-held property

and low power. MIMO and ISAR techniques are used in Wi-Vi. The advantages and

disadvantages of these systems will be examined in detailed in the next section.

As a result, it is necessary to summarize the subjects described above for designers.

The designer must first decide whether to detect stationary objects or moving objects

before designing the system. After doing this, the designer should look at the require-

ments. these requirements may be whether these systems have high range resolution,

low-cost, compatibility, portability, hand-held property, accessibility to non-military

entities, low power, high power efficiency, and high detectability of targets. Consid-

ering these, UWB radar systems, Doppler radar systems, and Wi-Fi RF capturing are

utilized as TWI systems. These systems have many advantages and disadvantages in
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terms of civil and military applications.

1.2 Methods and Sensors

Different applications in the civil and defense industry have gained a reputation for

detecting objects behind walls and doors, or generally behind opaque obstacles, using

electromagnetic waves[27][28]. In recent years, many studies have been conducted to

detect moving or stationary objects in indoor environments. In these studies, there is

no system design for detecting both moving objects and stationary objects. According

to the selection, the radar and sensor type to be used change. For example, SAR and

GPR systems can be used to detect stationary objects, while Doppler radar and Wi-

Fi RF capturing systems can be used to detect moving objects. Another point to be

considered during system design is whether these systems have high range resolution,

low-cost, compatibility, portability, hand-held property, accessibility to non-military

entities, low power, high power efficiency, and high detectability of targets. Accord-

ing to the above-mentioned requirements, many methods and sensors are used in TWI

applications. In this section, methods and sensors which are utilized in these works

will be referred to detailed. These systems are SAR, GPR, Doppler Radars and Wi-Fi

RF capturing. Advantage and disadvantage of these systems will be mentioned.

1.2.1 Synthetic Aperture Radar Systems

In the 1950s, an advancement innovation, which is called Synthetic Aperture Radar,

was first presented. Synthetic aperture radar(SAR) is a sort of radar, which can be

utilized to form two dimensional and three-dimensional image of objects[29]. The

first thing to know about SAR is that SAR uses the motion of the radar antenna. To

obtain a SAR image, progressive short duration pulses are transmitted to the target

scene, and the target scene is illuminated and the echo of each pulse is recorded

and received by the receiver. On SAR platforms, the antenna locations change with

time. Radar echoes are recorded successively. These echoes are combined by using

signal processing algorithms. This process forms the synthetic antenna aperture and

provides higher resolution images than real aperture antenna [24] [25].
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SAR systems are referred to as UWB radar systems because they use UWB signals.

As known, SAR and other UWB radars differ from each other due to their aper-

ture structure. SAR systems produce the image by creating the synthetic antenna

aperture, while other UWB systems create the image with the real aperture antenna

structure. This gives SAR systems a larger antenna aperture than other UWB radar

systems. As known, the larger apertures provide a higher image resolution. Com-

pared to other UWB radar systems, synthetic aperture radar produces finer azimuth

resolution without requiring large-size physical antenna since SAR uses the motion

of the radar antenna[4]. This gives SAR systems to compactibility, compressibility

and low-profile. As a result, SAR systems are used more in TWRI applications be-

cause they provide higher spatial resolutions in a more compact, lower profile and

more compressible manner than other UWB TWI systems.

SAR systems are suitable for TWI for some reasons. One of them is the development

of radar and signal processing technology which can be applied to SAR systems. An-

other point is that SAR radar works at low frequency, generally lower than 4GHz, to

penetrate lossy wall because high frequencies cause high wall losses. However, SAR

running at these frequencies provide lower spatial resolution. Therefore, at these

frequencies, relatively large bandwidth(short-duration transient pulses) and large an-

tenna apertures are needed to obtain higher spatial resolution. SAR systems which

are current implementations employ wideband waveforms and large apertures.

In this section, SAR systems, which are used for TWRI, will be examined in de-

tail. Before examining SAR systems in detail, some TWRI system design consid-

erations, which are the briefly higher spatial resolution, understanding of physics of

wave propagation, electromagnetic modeling and measurement of composite walls,

and comparisons of antenna and antenna arrays, will be examined in section1.2.1.1.

1.2.1.1 SAR System Design Considerations

TWRI System Design Considerations are an important issue that must be done before

starting the system design by designers and researchers. To avoid mistakes, some

considerations must be taken into account and causes must be well known. First of

all, the model of propagation of the electromagnetic wave sent from the SAR system
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should be known, the effects that cause the deterioration of this electromagnetic wave

must be calculated. Moreover, environmental factors such as wall parameters should

also be known, and taken into account. Furthermore, dielectric losses and conduction

losses are other important issues for SAR system design consideration. These subjects

will be explained in detail in this section.

As known, in SAR systems, cross-range resolution is limited by the antenna beamwidth

and frequency, and downrange resolution is limited by bandwidth. Antenna beamwidth,

frequency, and bandwidth depend on types of antenna. As a result, the type of an-

tenna used influences the spatial resolution of the formed image. The effect of types

of the antenna will be mentioned in detail in this section.

Wall parameters, Propagation Models, and Losses

Researchers and engineers consider the frequency range of about 1-4 GHz as the opti-

mal frequency for SAR imaging, so that wideband and ultra-wideband system design

becomes mandatory for having a better quality image. Because of this, knowing of

the propagation characteristics of wideband and UWB signals is required for the op-

timal design. Losses, signal dispersion models and signal attenuation models, which

depend on wall parameters and system frequency, must be known accurately to model

propagation of electromagnetic waves. However, many aspects of UWB-based com-

munication, which are propagation models, losses, and wall parameters, has not been

yet investigated so much in literature. In this part, some researches, which are [4] and

[30], will be referred to these issues.

In [30], important parameters and propagation of electromagnetic waves through a

lossy dielectric material are defined. Assume that a TEM plane wave propagating +z

direction can be represented as phasor expression. This expression is in equation 1.4

E(z, ω) = E0e
−γz (1.4)
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In equation 1.4, γ represents complex propagation constant given as equation 1.5.

γ(ω) = α(ω) + jβ(ω) = jw
√
µε (1.5)

where α represents attenuation constant, β denotes the phase constant, ε is permittiv-

ity and µ is permeability. Generally, walls are non-magnetic for TWRI applications

so

µ = µrµ0 ≈ µ0 (1.6)

where µr is relative permeability.

In equation 1.7, complex permittivity is defined as

ε(ω) = ε′(ω)− jε“(ω) (1.7)

where ε′ and ε“ are, respectively, real permittivity and dielectric loss, which can be

also called as loss tangent.

In equations 1.8 and 1.9, real permittivity and loss tangent are, respectively, defined

as

ε′ = εrε0 (1.8)

p(ω) = tanδ = ε“/ε′ (1.9)

where εr is relative permittivity and always greater than 1. The conductivity loss can

be added to complex permittivity as imaginary term seen in equation 1.10.

ε(ω) = ε′(ω)− j(ε“(ω) + σ/ω) (1.10)
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where σ(ω) is the macroscopic conductivity of the material of interest. Separation of

conductivity loss and dielectric loss is not as easy as assumed. However, two losses

may be combined an effective loss tangent as seen in equation 1.11.

pe =
ε“ + σ/ω

ε′
(1.11)

Complex permittivity can be obtained in terms of loss tangent by combining equations

1.10 and 1.11 as seen equation 1.12.

ε(ω) = ε′(ω)(1− jpe(ω)) (1.12)

A complex effective relative permittivity can now be defined as

εre(ω) = εr(ω)(1− jpe(ω)) (1.13)

Angular frequency can now be defined as

ω = 2πf (1.14)

The speed of light(c) in a vacuum can be defined as

c = 1/
√
µ0ε0 (1.15)

The complex propagation constant can be defined again by combining equations 1.5,

1.6, 1.8, 1.12 and 1.15 as

γ =
jω

c

√
εre =

jω

c

√
εr(1− jpe) (1.16)

The attenuation constant and the phase constant can be defined, respectively, by com-
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bining equations 1.5 and 1.16 as

α(ω) =
ω

c

√
εr
2

[
√

1 + p2
e − 1] (1.17)

β(ω) =
ω

c

√
εr
2

[
√

1 + p2
e + 1] (1.18)

Hence, as seen from the equation mentioned above, the dielectric constant and the ef-

fective loss tangent must be calculated properly to characterize any wall material[30].

In [30], there are two different methods for calculating dielectric constant and the

effective loss tangent, which are single-pass technique and multiple-pass technique.

This techniques will not be mentioned here.

As a result, propagation models, wall parameters and losses were explained in this

part until now. While explaining the propagation model, the TEM plane wave moving

in the z-direction is discussed. By using the TEM plane wave, the complex propa-

gation constant, the phase constant, the complex permittivity, the dielectric constant,

the effective loss tangent, and the attenuation constant were described. Here, the main

concern for designers is the attenuation constant. Designers should know well what

attenuation constant is connected to. As shown in equation 1.17, attenuation constant

is proportional to the dielectric constant, the loss tangent and the central frequency of

the system. Also, the dielectric constant and loss tangent are also proportional to the

frequency. As it is understood from this point of view, the choice of system frequency

is very important for the UWB propagation model. The dielectric constant and effec-

tive loss tangent is calculated with two different techniques, which are single-pass

technique and multiple-pass technique. In [30], there is a comparison of two meth-

ods. Moreover, the techniques used to calculate dielectric constant and effective loss

tangent are shown in table 1.2.

Types of Antennas for SAR

In general, a SAR system for TWRI is expected to meet satisfactory requirements

when designing. These requirements are to obtain high-quality images, to detect a sta-
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Table 1.2: Dielectric constant and effective loss tangent calculation techniques

Techniques

Single-pass technique

Multiple-pass technique with exact solution

Multiple-pass technique with approximate solution

tionary object with a minimum error, to have a small dimension and to be cheap[31].

High spatial resolution is required for the SAR system to obtain high image quality

and detect stationary objects with minimum error. In general, for a high-resolution

SAR system, transmitter and receiver antennas should be operated over a wide fre-

quency band with large aperture size as is known. Furthermore, in order for the

designed SAR system to be small and low-cost, the transmitter and receiver antennas

used should be physically small and low-profile. As a result, it is clear from the men-

tioned above that the selection of the antenna to be used in the SAR system is very

important. In this part, some of wideband and UWB antennas used in SAR systems

will be briefly mentioned. The advantages and disadvantages of these antennas will

also be described.

Whereas Microstrip and other printed-type antennas provide physically small, low-

profile, low-cost and lightweight requirements, they do not satisfy wide bandwidth.

These antenna types suffer from narrow bandwidth in SAR systems [31]. However,

this problem can be eliminated with the help of various bandwidth enhancement

techniques. Bandwidth enhancement techniques are given detailed for microstrip

antenna in [32], [33] and [34]. In general, these techniques result in a bandwidth

of 10% to about 50%[4]. These techniques will not be described here. Despite

bandwidth limitations, microstrip-based antennas are used for many TWRI applica-

tions because they provide nearly unidirectional coverage[4]. In this part, two types

of antennas designed using the above-mentioned bandwidth enhancement technique

will be described briefly, which are slotted microstrip patch antennas and multi-feed

microstrip antennas. Firstly, the examples of the slotted microstrip patch antenna

are U-shaped[35] [36], E-shaped slotted patch antennas[37], dual-stacked E-shaped

patch(DSEP)[38][39] and E-shaped patch with self-complementary element(ESCE)
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Table 1.3: Wideband Microstrip antenna elements for TWRI

Antenna Thickness(λ0) Footprint(λ0xλ0) Bandwidth(%) Gain within the Band

Stacked patch 0.093 0.35x0.37 27 >7.3dBi

U-patch 0.096 0.39x0.44 30 >6.1dBi

E-shaped patch 0.083 0.36x0.43 31 >6.58dBi

Dual-stacked E-patch 0.12 0.38x0.41 40 >7dBi

MFMS patch 0.096 0.41x0.50 51 >4.9dBi

DFDA patch 0.099 0.24x0.31 70 >2dBi

[37][38]. In terms of construction, the E-shaped patch antenna is simpler than a U-slot

microstrip patch antenna. Satisfactory performances can be obtained by adjusting the

length, the width and the position of the slots. Then, the examples of the multi-feed

multi-slot antennas are MFMS and DFDA. Thickness, footprint, bandwidth, and gain

within the band of microstrip antennas are shown in table 1.3[31][38][4]. The values

in table 1.3 should be evaluated in terms of the above-mentioned requirements. In

terms of these requirements, the DFDA patch antenna draws attention. Considering

the size, it has the smallest footprint between the specified antenna types. However,

although it appears to be disadvantageous for thickness, its thickness is not very dif-

ferent from the thickness of other antenna types. Here, the DFDA patch antenna has

a very wide frequency bandwidth for microstrip-type antennas. Therefore, in high-

resolution applications, the DFDA patch antennas are more advantageous than other

microstrip-type antennas. Although there are such advantages, the DFDA patch an-

tennas have a major disadvantage in terms of gain within the band.

Different from microstrip antennas, another antenna group commonly used in SAR

applications is UWB antennas. In general, UWB antennas elements provide a min-

imum of 2:1 bandwidth. Many examples of UWB antenna types may be given but

suitable antenna types for SAR applications are antennas such as corrugated horn an-

tenna, biconical antenna, ridge horn antenna, impulse radiating antenna, log-periodic

antenna, bowtie antenna, printed spiral antenna, volcano smoke antenna, diamond

dipole antenna, circular E and circular E complementary monopoles and Vivaldi an-

tennas.

In the following, the geometry and characteristics of some of these antennas will be
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Figure 1.4: Ridge Horn Antenna[4]

Figure 1.5: Impulse Radiating Antenna[4]

discussed. The discussion will be started with ridge horn antenna.

A standard horn antenna does not provide the bandwidth which is required for SAR

applications. However, the ridge horn antenna provides the bandwidth required by

reducing the required size. Moreover, standard rectangular horn antennas are heavy,

bulky and not suitable for SAR applications whereas the ridge horn antenna is most

suitable when it is used as a single receive element for SAR applications. Ridge

horn antennas have 9:1 impedance bandwidth, which operates between 700 MHz and

6GHz. Example of ridge horn antenna can be seen in figure 1.4 [4].

Secondly, impulse radiating antenna radiates a short pulse with a narrow beam. An

example of this antenna, which radiates short pulse with a UWB beam, can be seen

in figure 1.5 for SAR developed by Eureka Aerospace [4].
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Figure 1.6: Bowtie Antenna[4]

Thirdly, the log-periodic antennas consist of the log-periodic dipole array (LPDA),

which is dipole elements whose length, diameter and spacing are logarithmic. Since

it has a large length, it is not suitable for UWB operations when using as receiving

elements.

Then, bowtie antennas are examined detailed in [40] and [41]. In the bowtie antenna,

tapering off the diameter of a dipole antenna increases its bandwidth. Bowtie antenna

can be seen in figure 1.6 [4].

Moreover, the printed spiral antenna is a frequency-independent antenna, which can

be completely specified by an angle. This antenna is capable of achieving a fractional

bandwidth of 2/3. This antenna operates frequency between 300 MHz and 6GHz [4].

Then, the volcano smoke antenna(VSA), firstly, is proposed by John Kraus in [42].

The UWB performance of VSA is quite good. Generally, a standard VSA has pro-

duced an operating bandwidth of 10:1, from 1.5 to 15 GHz [4].

Finally, between these antennas, Vivaldi antennas are excellent candidates for various

SAR and TWRI applications [43][44][45][46]. The Vivaldi antenna is suitable due

to its simplicity, wide bandwidth, high gain at microwave frequencies. Moreover,

Vivaldi antennas minimize the antenna distortion of the shape of the transmitted UWB

pulses.

As a result, many of the antennas used in SAR and TWRI applications were men-

tioned. DFDA patch antennas are the most suitable in terms of bandwidth and foot-

print between microstrip antennas for SAR and TWRI applications. Moreover, be-

tween UWB antennas, Vivaldi antennas are excellent candidates for SAR and TWRI
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applications in terms of wide bandwidth, high gain, and simplicity[4].

1.2.1.2 Synthetic Aperture Radar Imaging Algorithms

Synthetic Aperture Beamforming for Through-the-Wall Imaging

In this part, synthetic aperture beamforming will be specified and formulated by using

ray perturbation methods. In [5], synthetic aperture beamforming that accounts for

the effects of transmission through a single uniform wall is presented by using ray

perturbation theory. In this system, a single transceiver is used for realizing the M-

element array by moving this transceiver, which forms a synthetic array aperture.

Assume that the wall is uniform with a thickness d and a dielectric constant is ε.

The transceiver is moving parallel to the x-axis in the (x,z) plane whereas the wall

is located through (x,y) plane. Assume that, mth location of transceiver is at xtm =

(xtm,−zoff ), illuminate the scene with a wideband signal s(t). Assume that a single

point target is located at xp = (xp, zp) and rm(t) is measured at mth location of

transceiver. Moreover, rm(t) is given by

rm(t) = a(xp)s(t− τmp) (1.19)

where a(xp) is the complex reflectivity of the point target and τmp is the propagation

delay encountered by the signal traveling between the same transceiver. As shown in

figure 1.7, the propagation delay is given by

τmp =
2Imp,air,1

c
+

2Imp,wall
v

+
2Imp,air,2

c
(1.20)

v =
c√
ε

(1.21)

where c is the speed of light, v is the speed of propagation through the wall, Imp,air,1

is the traveling distance of the signal before the wall, Imp,wall is the traveling distance

of the signal through the wall, Imp,air,2 is the traveling distance of the signal after the

wall. This process is repeated for all locations of the transceivers.
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Figure 1.7: Travelling of the signal between target and transceiver[5]

Then, (x,z) plane is divided into a finite number of pixels. Assume that the image

pixel is located at xq = (xq, zq). The complex composite signal of received from the

pixel is obtained by time delaying and weighting M measurements and summing the

results. The equations are given by

yq(t) =
M∑
m=1

[wmr(t+ τmq)] (1.22)

yq(t) =
M∑
m=1

[a(xp)wms(t+ τmq − τmp)] (1.23)

where wm is the weight and τmq is the focusing delay applied to the output of the

mth location of transceiver. The complex amplitude image value I(xq) for the pixel

located at xq is obtained by passing the signal yq(t) through a filter matched to the

transmitted pulse s(t) and sampling the output of the filter as follows[5]:

I(xq) = (yq(t) ∗ h(t))|t=0 = (
M∑
m=1

[a(xp)wms(t+ τmq − τmp)] ∗ h(t))|t=0 (1.24)

where h(t) = s∗(−t) is the impulse response of the matched filter. This process is
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applied to all pixels in the region to obtain the image.

For P point target scene, I(xq) is given by

I(xq) = ((
P∑
p=1

M∑
m=1

[a(xp)wms(t+ τmq − τmp)]) ∗ h(t))|t=0 (1.25)

Moreover, focusing delay can be calculated by using Snell’s law. The equation ob-

tained to calculate focusing delay is the transcendental equation and can be solved

numerically. In [5], there is a practical example.

2D synthetic aperture beamforming can be extended 3D beamforming by moving

transceiver to form a planar array. 3-D beamforming provides information about the

length, height, and width of the target. For 3-D imaging, (x,y,z) plane is divided into

a finite number of voxels, which is volume pixels. 3D beamforming can be reviewed

in [47]. 2-D imaging algorithms can be applied directly with some modification for

3-D imaging.

As a result, in this part, we have examined and formulated a 2-D beamforming tech-

nique for a single uniform wall whose thickness and dielectric constant is known.

Since it is accepted that the properties of the wall are known in the techniques exam-

ined here, the reduction of the propagation speed of the wave and the wave refraction

can be easily modeled. However, unless the properties of the wall are known, the

method of beamforming described above will not work. Instead, a beamforming al-

gorithm can be developed using the work that appears in references [48] and [49].

Differential Synthetic Aperture Radar

In the previous part, through-the-wall imaging was obtained by using a synthetic aper-

ture beamforming algorithm. However, in the image obtained by this algorithm, the

reflection of the wall is visible, which is called the flash effect. Flash effect occurs due

to sidelobes of signals directly reflected from the wall. This situation makes the de-

tection of relatively small objects such as human behind the wall difficult. To remove

wall reflection and increase the signal-to-clutter ratio, different approaches have been

proposed in [50][51][52]. Moreover, Differential Synthetic Aperture Radar(DSAR)
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is proposed as seen in the [6] to reduce the flash effect. In this part, the differential

SAR method will be examined and formulated by using reference [6]. The DSAR

method utilizes a frequency-modulated continuous-wave radar system to form an im-

age. In this approach, unlike synthetic aperture beamforming, the image is formed by

subtracting two consecutive signals instead of individual backscattered signals. This

way, since the wall reflection at every consecutive two points are the same, the flash

effect is eliminated without the need to know the wall parameters.

In backscattering SAR imaging systems, the flash effect is eliminated by modeling

the wall parameters and wall. However, image quality does not increase as expected

due to differences in wall modeling and the actual wall. On the other hand, the DSAR

technique eliminates the flash effect without the need to model the wall by subtract-

ing two consecutive signals. Since the reflection of the wall is generally similar at

different consecutive points, difference signals work to eliminate the flash effect. In

general, the idea of using the difference of signals is utilized in the identification of

moving objects for narrow-band and narrow-beam systems. However, there are two

major differences between the narrow-band and narrow-beam systems and DSAR.

These are the ultrawideband waveform used in the DSAR system and the wide-angle

and nearfield-field focusing[6]. Here, the main issue is to remove wall glint and main-

tain and reconstruct the image of stationary point targets. DSAR system can be seen

in figure 1.8.

[6].

As shown in figure 1.8, the reflections of the wall are very similar in the consecutive

antenna positions whereas the reflections from the point target are not alike due to the

phase difference.

Moreover, in figure 1.9 and figure 1.10 taken by reference [6],respectively, SAR imag-

ing for triangular target and D-SAR imaging for triangular target can be seen. As seen

from figures, the D-SAR technique improves image quality by eliminating the flash

effect.

As a result, in this part, the D-SAR method which reduces the flash effect without

modeling the wall and wall parameters were examined. Wall reflection was elimi-
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Figure 1.8: DSAR system[6]

Figure 1.9: SAR imaging for triangular target[6]
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Figure 1.10: D-SAR imaging for triangular target[6]

nated by taking the difference of signals from two consecutive antennas. In systems

where the wall cannot be modeled correctly, the D-SAR method increases the image

quality more than the SAR method.

Two-pass Interferometric Circular Synthetic Aperture Radar

In this part, two-pass interferometric circular synthetic aperture radar (IFSAR) for

TWI described in reference [7] will be examined. Unlike other algorithms mentioned

above, an airborne Synthetic Aperture Radar(SAR) system is utilized here. The mea-

surement in this system is carried out by the radar in the aircraft following a circular

path above the building. As seen in figure 1.11, θ and φ, respectively, refer to el-

evation and azimuth angle of aircraft. Measurements at θ1 and θ2, so closely each

other, enables interferometric SAR (IFSAR) processing techniques. Moreover, in [7],

estimation and feature extraction algorithms are mentioned detailed. However, in this

part, these algorithms will not be referred to.

SAR system utilized in [7] collects coherent backscatter measurements on circular

aperture over azimuth angles Φ covering [0, 2π] at two closely spaced elevation an-

gles (θ1, θ2) = (θc−∆θ/2, θc+∆θ/2). Circular SAR data collection geometry can be

seen in figure 1.11. For sufficiently high frequencies, the returns from a complex scat-
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Figure 1.11: Circular SAR data collection geometry[7]

tering object can be expressed as the sum of the responses from individual scattering

mechanisms[7][53].

As a result, in this part, interferometric circular synthetic aperture radar was briefly

examined. The system used in this part is integrated into the aircraft and the image

is obtained by the circular movement of the aircraft. The two consecutive elevation

angles must be nearly identical to apply the IFSAR method.

1.2.1.3 Synthetic Aperture Radar for TWRI in Literature

SAR is a UWB radar type and is the most preferred radar in TWI applications among

UWB radar types. Popular SAR algorithms used in TWI applications are described

in 1.2.1.2. In this section, TWI studies with UWB radar types other than SAR and

other studies with SAR will be mentioned in the literature. However, in this section,

the applications mentioned in the literature will only be given as a reference and no

detailed examination will be made.

[54], [55], [56], [57], [58], [59], and [60] can be browsed to gain a deeper view

of the SAR. In most of the applications mentioned in the literature, simulation re-

sults are available instead of actual systems, because the actual construction of the

systems is expensive for SAR imaging for TWI. Several computational electromag-

netic (CEM) codes have been used specifically for modeling scenarios of interest in

TWRI[4]. AFDTD[61], developed by ARL, and XFDTD[62], developed by Rem-
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com, are both based on the finite-difference time-domain (FDTD) method. Large

models of a building were reported by the Lawrence Livermore National Labora-

tory via a finite-element time-domain(FETD) algorithm[63]. Other codes, based on

ray-tracing and other high-frequency methods, include Xpatch[64], developed by Sci-

ence Applications International Corporation (SAIC) under a grant from the U.S. Air

Force. AFDTD and Xpatch methods for TWRI medium were directly applied in

[65][66][67][68]. Moreover, computer simulation of the human body radar signature

for TWI by using AFDTD method is presented in [69].

Also, various simulation studies have been made to model indoor environments and

compile images. For example, in [70], a generalized Green’s function-based approach

for the imaging of targets behind the wall with compressive sensing(CS) is proposed

for SAR and MIMO radar. Simulation results can be examined in [70]. Moreover,

in [71], TWRI simulation for the complex room is conducted by Arm Research Lab-

oratory. The linear inverse scattering algorithm, another through-the-wall imaging

algorithm, is described, formulated and simulated in [72]. In [73], a two-dimensional

(2D) diffraction tomographic (DT) algorithm based on the first-order Born approx-

imation is proposed for through-the-wall radar imaging (TWRI). Moreover, various

simulation studies of through-the-wall imaging can be seen in references [74], [75],

[76], and [77].

In the literature, there are a lot of simulation studies about through-the-wall imaging.

Some of these are referenced above. In general, studies on TWRI remain in the sim-

ulation stage since the actual system to be created is expensive. Studies that do not

remain in the simulation stage are generally tried to be implemented in the laboratory.

However, these studies in the laboratory are not intended to make a device. These

studies are mostly aimed at obtaining real data. Moreover, it is available on devices

made with UWB and SAR systems. In this section, experimental studies in the lab-

oratory and implementation of devices will be given as a reference. For example, in

[78], the experimental setup was established and the image was obtained by wideband

synthetic aperture beamforming method. In [79], the construction of SAR images is

developed by using analytical, numerical and experimental techniques. Moreover,

a 3-D diffraction tomographic algorithm is proposed for real-time through-the-wall

radar imaging (TWRI). The algorithm, simulation results and experimental results
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are mentioned in [80]. Moreover, various experimental studies of through-the-wall

imaging can be seen in references [81], [82], [83], [84], [85], [86], [87], [88], [89],

[90].

As mentioned above, besides the experimental studies, there are also systems and de-

vices for UWB TWRI. For example, in [91], the SIRE radar system designed by ARL

is mentioned. SIRE radar is a vehicle-borne UWB impulse-based system, designed

to create SAR images in various configurations. Moreover, in [92], TWI is created

using the MIMO radar system designed by DRDC.

1.2.2 Doppler Radar Systems

A Doppler radar is a type of radar that uses the Doppler effect to generate velocity and

motion information about objects. A microwave signal is sent to the desired destina-

tion and the motion of the object is analyzed, depending on how the frequency of the

returning signal changes. This change gives direct and very accurate measurements

of the speed of a target.

As known, the detection of a stationary object was examined by using synthetic aper-

ture radar systems. In this part, detection of moving object will be examined by using

doppler radar systems. The detection of the motion of the object behind an opaque

material is an important part of through-the-wall radar applications. Examples of

such applications are the location of humans in post-earthquake or explosion scenar-

ios, surveillance, and monitoring of hostages, evaluation of security threats, etc. The

movement of the chest during a person’s inspiration process is detected by the doppler

radar. This is done by the measurement of micro-Doppler signatures of human move-

ments for indoor environments. In the presence of the wall, the micro-Doppler effect

has a similar form as in free-space. However, the only thing that changes is the abso-

lute value of the micro-Doppler signature. As a result, radar micro-Doppler signature

can be used to detect human motions[4].

In this section, before examining the samples of Doppler radar systems, the Doppler

effect and the micro-Doppler signature, which form the basis of the doppler radar,

will be discussed.
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1.2.2.1 Doppler Effect

Doppler effect, which forms the basis of doppler radars, should be mentioned be-

fore going on to explain doppler radar systems. The Doppler effect changes in fre-

quency or wavelength of a wave relative to an observer moving relative to the wave

source[93]. Since the source of the waves moves towards the observer, each succes-

sive wave peak is emitted from the position close to the observer by the previous wave.

Therefore, each wave takes less time than the previous wave to reach the observer.

Therefore, the time between the successive wave peaks in the observer decreases and

causes an increase in frequency. As they travel, the distance between consecutive

wavefronts decreases, so the waves are collected together[94][95]. A similar situa-

tion applies when the source of the wave moves away from the observer. However, in

this case, the waves are spread out instead of gathering together.

Doppler frequency is the difference between the observed frequency and the emitted

frequency of a moving observer. Doppler frequency is given by

fd = fr − ft (1.26)

where fr and ft represent, respectively, the observed frequency and the emitted fre-

quency of a moving observer. fr is given by

fr = ft(
c+ v

c− v
) (1.27)

By combining equations 1.26 and 1.27, Doppler frequency is given by

fd = 2v(
ft

c− v
) (1.28)

Motion and velocity are detected using the above-mentioned doppler effect. Using

Doppler radars, the velocity of aircrafts and cars is measured. In addition, the doppler

effect is exploited for the moving target indication.
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1.2.2.2 Micro-Doppler Effect in Radar

In most cases, a target may have oscillating motion such as a man waving his arms,

a rotating propeller of a helicopter, etc. This causes frequency modulation over

the returned echo signal. This frequency modulation is combined with the doppler

frequency shift and called micro-Doppler signature[96][97][98]. As a result of the

micro-Doppler shift, a time-varying frequency modulation occurs. The micro-Doppler

shift is less because of the relatively lower frequency in the through-the-wall radars

because the micro-Doppler frequency shift depends on the radar’s operating fre-

quency. Since the Fourier transform cannot provide time-dependent frequency in-

formation, its use is not suitable for analyzing time-varying frequency features. The

commonly used analysis techniques for this purpose are the instantaneous frequency

analysis technique[99] [100][101], which is only suitable for mono-component sig-

nals and the joint time-frequency analysis technique[102][103][104], which is suit-

able for both mono-component and multi-component signals. In this part, detailed

equations will not be mentioned.

Micro-Doppler signatures depend on the target aspect angle. As a result, the blind

spots in certain areas prevent certain parts of the target from being viewed by the

radar. The resulting blind spots could prevent the whole micro-Doppler signature. If

so, overcoming these target aspect angle dependencies is critical for the proper oper-

ation of radar automatic target recognition systems. Since spatially diverse geometry

allows data collection over multiple viewing angles in multiple static radars, a radar

system with a multi-static configuration can be utilized to prevent clogging. Multi-

static configurations are obtained using several separate transmitters and receivers.

The multi-static configuration provides the convenience to achieve complementary

target information, avoid blind velocities, and to block null or low mono-static radar

cross-section (RCS) positions in all channels. Moreover, multi-static radar comprises

channels, which are either mono-static or bi-static channels[4]. If the transmitter and

receiver nodes are placed together, the channel is mono-static; if the nodes are sep-

arated by a considerable distance, the channel is bi-static. Multi-static configuration

can be seen in figure 1.12[4].

Human makes periodic movements during walking, breathing, and heartbeat. Thanks
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Figure 1.12: Multi-static radar system[4]

to these periodic movements, the micro-Doppler signature of the human occurs and

can easily be achieved even if it is behind the wall. The different human motion has a

different micro-Doppler signature. The micro-Doppler signature of a walking person

is examined in [96][105]. Information about a person’s identity, action and intent can

be recognized using the micro-Doppler signature. In this way, the actions and activ-

ities of the malicious people are prevented by identifying these persons. Moreover,

human body movement, heartbeat, breathing, which are biometric features, can be

detected for behind-wall systems by the micro-Doppler signature method. However,

it will occur in the background clutter during the perception of human motion. Even

in the return radar signal, the clutter effect can be seen more. To eliminate the re-

flected radar signal from the clutter, the different Doppler frequency characteristics

of the radar signals reflected from the clutter and reflected from the human are used.

Human motions can be achieved by applying a suitable range gating and a notched

frequency filtering[4].

1.2.2.3 Doppler Radar for Through-the-Wall in Literature

In 1.2.2.2 and 1.2.2.1, the micro-Doppler signature and Doppler effect which form

the basis of Doppler radar were examined. In this part, examples of moving target

detection by using Doppler Radar systems for indoor environments will be examined.
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TWS systems are used by today’s military and civilian organizations for Home-

land Security, Law Enforcement and Justice communities. The Air Force Research

Laboratory Information Directorate(AFRL/IF), under the sponsorship of the Depart-

ment of Justice’s (DOJ), National Institute of Justice(NIJ) Office of Science and

Technology is currently developing advanced Through the Wall Surveillance(TWS)

technologies[8]. These technologies are inexpensive, handheld and portable sys-

tems. The five prototype devices, which are Enhanced Motion and Ranging Sen-

sor(EMARS) from Raytheon Corporation; Mono-Static Through Wall Sensor from

British Aerospace (BAE); Radar Flashlight from Georgia Tech Research Institute

(GTRI); Through the Wall Imaging Radar from Akela, Incorporated; and RadarVi-

sion from Time Domain Corporation, were developed for detecting moving objects.

In this part, just only RADAR Flashlight will be examined because only RADAR

Flashlight between five prototype devices uses the Doppler shift principle. Reference

[8] can be examined for detailed explanations of other systems. The RADAR Flash-

light, developed by Georgia Tech Research Institute (GTRI), will be examined in this

part by referenced [8]. RADAR Flashlight is designed to detect objects behind non-

metallic walls. Since any body movement creates a sensation, a microwave signal is

utilized to detect human body movement. For example, an individual who remains

stationary can be detected with a RADAR Flashlight, because the slight motion of the

individual’s chest during the respiration process produces a large signal return. This

signal return can be easily recognized by the unit’s display. The RADAR Flashlight’s

X Band signal will successfully penetrate any non-metallic obstruction that does not

pass visible or infrared energy. The RADAR Flashlight works with the principle of

Doppler shift. Therefore, a very slight movement will produce a very low-frequency

Doppler shifted signal as it is about the breathing of a human body. The return of

these and all other motion signals is shown by the operator as a time-varying signal

on a bar-graph light-emitting diode display located on the upper surface of the hous-

ing of the unit[8]. The number of light-emitting diodes illuminated in the bar graph

display is directly proportional to the amount of motion that occurs during the ob-

servation period. In contrast, stationary objects in the antenna beam of the unit are

ignored because they do not produce a change between the transmitted and received

frequency. Bar-graph on RADAR Flashlight can be seen in figure 1.13[8].
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Figure 1.13: Bar-graph on RADAR Flashlight[8]

In [106], micro-doppler signals for indoor environments are analyzed by using lin-

ear FM basic decomposition. In this part, the analysis will be briefly mentioned.

As mentioned above, periodic movements such as rotation and vibration form a fre-

quency band in addition to the doppler frequency. This phenomenon is called the

micro-Doppler signature. Micro-Doppler signals, which are characterized by sinu-

soidal instantaneous frequency, are similar to baseband sinusoidal frequency mod-

ulated signals. Fourier transform, single or Hough transform time-frequency (TF)

distributions, Wigner-Hough transform of a signal, other estimation methods based

on polynomial phase transformation are insufficient for analysis for various reasons.

The linear basis decomposition applied to the Micro-Doppler signals uses the FM

basic functions to remove the vibration/rotation frequencies and the phases of the

micro-Doppler components in the radar turns. Decomposition may suffer from due to

the presence of harmonics with non-orthogonal basic properties. The first harmonic

is the most dominant. No prior knowledge of the number of components for decom-

position is required, but the maximum instantaneous frequency deviation information

of the micro-Doppler signal is required. Detailed analysis and simulation results are

provided in reference [106].
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In [23], the micro-Doppler signatures of rotational/vibrational targets enduring simple

harmonic motions are examined to detect motion in a populated scene and the pres-

ence of heavy clutter and classify the type of motion, as described above. As known,

the simple harmonic motions such as rotation and vibration induces frequency mod-

ulation on received signals by the Doppler radar. For a human, simple harmonic

motions can be defined as the movement of the arms when walking. Such differ-

ent movements of the target constitute different features in the target signature. The

instantaneous frequency of the micro-Doppler signature is required for motion de-

tection and identification. In this paper, high-resolution time-frequency techniques,

along with a new basis decomposition method and the Hough transform are applied

to estimate the instantaneous frequency of the target[23]. Paper can be examined for

experimental setup and detailed information about methods.

In addition to the references mentioned above, there are also studies on motion detec-

tion behind the wall using doppler radar and micro-doppler signatures in the literature

such as [13], [107], [108], [109]. Apart from the use of Doppler radar, there are also

studies to detect moving objects behind the wall such as [110], [111], [112], [113],

[114], [115], [116], [117].

1.2.3 Wi-Fi RF Capturing Systems

Wi-Fi is the popular name of wireless networking technology and is the information

carrier between a transmitter and a receiver. Wi-Fi uses radio waves to provide wire-

less high-speed network connections and the Internet. Wi-Fi technology has great

importance in the development of humanity because people today have Wi-Fi con-

nectivity from their laptops, desktop computers, mobile phones, tablets, and various

gadgets. In this way, they can access information from anywhere they want. In addi-

tion to accessing information wherever desired, in recent years, Wi-Fi signals are also

used to detect objects behind non-metallic obstacles. In this section, a few of these

studies using Wi-Fi signals will be mentioned.

In [2], Wi-Vi is introduced as the see-through-wall device that employs Wi-Fi sig-

nals in the 2.4 GHz ISM band[2]. Wi-Vi device is utilized to see moving objects

behind non-metallic obstacles. Unlike UWB radar systems, Wi-Vi limits itself to
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Figure 1.14: ISAR[2]

low-bandwidth such as 20 MHz[2]. In UWB systems, the flash effect can be elimi-

nated by using various systems such as DSAR or using image processing in GHz of

bandwidth. So, how does Wi-Vi eliminate the flash effect by using low-bandwidth?

MIMO communications are adapted to Wi-Vi. Since, in MIMO, the signal is nulled

at a particular receive antenna by using multiple antenna elements, unwanted receiver

signal is eliminated by MIMO systems[2]. In a Wi-Vi device, two transmit antennas

and a receive antenna is used. Reflections off static objects, including the wall, are

nulled in receive antenna. In this way, the flash effect is eliminated. Second, how

does Wi-Vi track moving objects without an antenna array? A technique called in-

verse synthetic aperture radar(ISAR) is utilized to track moving objects. As is known,

the Wi-Vi has one receive antenna. Therefore, a single measurement is captured at

any point in time. The ISAR technique utilizes the motion of the target to gener-

ate an antenna array behavior. By processing such consecutive measurements using

standard antenna array beam steering, Wi-Vi can identify the spatial direction of the

human. ISAR can be seen in figure 1.14[2]. Here, the discussion about the Wi-Vi

device ends. Detailed analysis is provided in reference [2].
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Table 1.4: Comparison of Wi-Vi and UWB radar systems

Wi-Vi UWB Radar Systems

Resolution Low resolution High resolution

Cost Low-cost High-cost

Portability More portable Less portable

Hand-held property Have hand-held property Not have hand-held property

Accessibility to non-military entities Accessable Not accessable

Power Low power High power

Detectability of targets Less detectable More detectable

Apart from Wi-Vi devices, there are several studies in the literature using Wi-Fi sig-

nals such as [118][119].

In this section, through-the-wall imaging systems are examined such as UWB radar

systems, doppler radar systems, and Wi-Vi. Although some UWB radar systems

can detect moving objects, UWB radar systems, such as SAR systems, are generally

used to detect stationary objects. In contrast, doppler radar systems and Wi-Vi are

generally used to detect moving objects. Here the Wi-Vi and UWB radar systems

will be compared in various ways. This comparison can be examined in table 1.4.

As mentioned above, Wi-Vi uses the ISAR technique to describe motion. However,

various deficiencies may arise in the use of this technique. If the amount of motion

of the object whose movement is defined is low, TWI resolution is less. This problem

does not occur in UWB radar systems so detectability of target is more. Also, UWB

systems are more expensive, less portable than Wi-Vi and do not have hand-held

property because they use large transmitters and receivers in size. Also, UWB radar

systems are generally used by military entities, while Wi-Vi can be used by non-

military entities. Moreover, Wi-Vi uses less power than UWB radar systems.

1.3 Outline of Thesis

Thesis outline can be expressed as follows:

In Chapter 2, background information will be given. Background information in-

33



cludes ground penetrating radar, reflection and propagation theory of electromagnetic

signals, current through the wall target detection and identification methods.

In Chapter 3, methods used in this thesis will be described in detail. Methods used in

this thesis include mean based flash effect removal for flash effect removal, entropy-

based segmentation for image segmentation, k-means clustering for image segmen-

tation, the textural feature-based method for feature extraction, histogram of oriented

gradients for feature extraction, support vector machine for classification for classifi-

cation.

In Chapter 4, results and discussions will be given.

Conclusion will be given in Chapter 5.
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CHAPTER 2

BACKGROUND

2.1 Ground Penetrating Radar

GPR is a geophysical method used for forming an image of subsurfaces, including

rock, soil, ice fresh water, pavements, structures, and landmine etc.[26]. In intro-

ductıon1 part, TWI systems in the literature are discussed. In this thesis, the ground

penetrating radar(GPR) system will be used to obtain the image of the stationary ob-

ject behind the wall. This is generally beyond the intended use of GPR. However, in

this thesis, GPR will be theoretically used as same as it is used in landmine detec-

tion, etc. In GPR systems, depending on the application, it uses radio waves in the

frequency range of 300 MHz to 4GHz. These applications can be seen in references

[120], [121], [122]. During GPR studies, there is a trade-off between penetration

depth and resolution in the selection of the center frequency of GPR signals. As is

known, low center frequency signals can penetrate deeper into the wall while low cen-

ter frequency signals form a low resolution image. In contrast, high center frequency

signals can generate high-resolution images while high center frequency signals pene-

trate less deeply into the wall[9]. In this study, the operating frequency used to create

the image of humans and other objects behind the wall is chosen as 1.5 GHz. At

1.5 GHz operating frequency, it has been seen that the resulting image provides the

required high resolution and penetration depth.

There are two types commonly used in GPR systems, which are time-domain radar

and frequency-domain radar. In time-domain type GPR, the transmitter sends a short-

duration pulse, while in frequency-domain type GPR the transmitter sends a continu-

ous wave. For time-domain GPR, the reflected signal is received as a function of time
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Figure 2.1: Basic working principle of GPR[9]

and the image is obtained by looking at the change in the energy of the reflected sig-

nal. Time-of-flight principle can be used for calculating the target positon[122][123].

In this thesis, time-domain GPR signals will be used for through-the-wall imaging.

For continuous wave GPR, the reflected signal is received simultaneously. It is impos-

sible to detect the position of the target using these signals because no change in the

signal is observed. The modulation technique is applied in the frequency domain to

make detection possible[9]. Also, frequency-domain GPR signals suffer from inter-

ference and flash effect. Various techniques are used to solve these problems. These

techniques will not be discussed here. To examine these techniques in detail, refer-

ences [122][123][124] can be reviewed.

As mentioned above, GPR will be used for through-the-wall imaging in this study.

However, it is necessary to explain the basic working principle of GPR, which is

widely used in subsurface surveys, and what GPR is generally. The basic working

principle of GPR for subsurface surveys can be seen in figure 2.1[9]. As shown in

2.1, Basic GPR consists of a transmitter and a receiver, which are moved above the

surface to form a subsurface image. This movement of the transmitter and receiver

creates a line array of transmitting antennas and receiving antennas. The distance

between two adjacent antennas is a few cms.
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Figure 2.2: a) Location of the receiver and transmitter above the room b) Location of

objects in the room

Using the same basic principle, GPR will create images of objects behind the wall in

this study. As shown in figure 2.2, a receiver, and a transmitter antenna will be used

in this study. These antennas move in the y-direction such that the distance between

the transmitter and the receiver is constant, forming the line array transmitter and

receiver system. At each position of the antennas, taking into account the change in

the energy of the signals obtained by the receiver, images of objects behind the wall

are obtained. Here, the distance between the two adjacent antennas is a few cms.

That is, the antennas are moved a few cms in the y-direction. Moreover, the distance

between a transmitter and a receiver and the amount of movement of the antennas is

an important factor for resolution.

The representations of GPR data will be explained in the next subsections. These

representations are called A-scan, B-scan, and C-scan, and are one, two, and two-

dimensional dataset, respectively.

2.1.1 A-Scan

The single radar trace of the transmitter and receiver at a fixed position is called

A-scan, which is a function of t. A-Scan can be shown as A(xi, yi, t). xi and yi

represents, respectively, the location of the transmitter and receiver at a fixed point.

In A-scan, the distance of the target to the transmitter and receiver is related to t. In

GPR’s subsurface surveys, the highest reflection occurs in the air-ground interface,

which is called ground bounce. When using GPR for TWI, the highest reflection

occurs between the air and front wall and this is called flash effect[2]. Also, the
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Figure 2.3: A-Scan representation[9]

reflections from the side walls are also very high in this study. As shown in figure 2.3,

the flash effect is so high in this study that the reflections of the target are not visible

in the A-scan. The image processing algorithms required to remove the flash effect

will be discussed in the following sections.

2.1.2 B-Scan

In this study, GPR antennas move along the y-axis and take measurements at each

position of antennas as shown in 2.4. As a result of these measurements, the A-

scans measured at each position of the GPR antennas are combined to form a B-scan,

which is a two-dimensional dataset. B-Scan can be shown as B(xj, y, t). Here, GPR

antennas are fixed on the x-axis and moves along the y-axis. As known, the distance

of the target to the GPR antennas is related to t. As shown in figure 2.5, the flash

effect is so high in this study that the reflections of the target are not visible in the

B-scan. The image processing algorithms required to remove the flash effect will be

discussed in the following sections.

2.1.3 C-Scan

In this study, if the GPR antennas move in the x-y plane as shown in 2.6, a three-

dimensional C(x, y, t) dataset is obtained[9]. In other words, the B-scans measured
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Figure 2.4: Location of GPR antennas to obtain B-Scan

Figure 2.5: B-Scan representation[9]
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Figure 2.6: Location of GPR antennas to form C-Scan

Figure 2.7: a) Three-Dimensional GPR data b) A horizontal slice for obtaining C-

Scan[9]

at each position of line array are combined to form a C(x, y, t). The horizontal slice

at a certain depth obtained from the three-dimensional data is called C-scan as shown

in 2.7.

As shown in figure 2.7, the flash effect is so high that the reflections of the target are

not visible in the C-scan. The image processing algorithms required to remove the

flash effect will be discussed in the following sections.

After obtaining the GPR data, image processing algorithms are applied to the A-Scan,

B-Scan and C-Scan data to detect the human target behind the wall.
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2.2 Reflection and Propagation Theory of Electromagnetic Signals

As is known, in this study, TWI will be created by using GPR. With the classifi-

cation of features extracted by applying various image processing steps, it will be

determined whether the object behind the wall is human or not. Of course, before

applying these classification and image processing steps, images will be obtained

by using physics-based approaches. The physics-based approaches used in this study

will theoretically be explained in this section. Respectively, in subsection 2.2.1, 2.2.2,

and 2.2.3, reflection, and transmission of electromagnetic signal at the interface be-

tween two different dielectrics, attenuation of the electromagnetic signal propagating

through a medium, and velocity of the electromagnetic signal propagating through a

medium will be mentioned.

2.2.1 Reflection and Transmission of Electromagnetic Signal at the Interface

between Two Different Dielectrics

As is known, there is intrinsic impedance in any medium where electromagnetic wave

propagates. Intrinsic impedance is represented as η. The intrinsic impedance varies

depending on general medium permittivity, permeability, and conductivity. The in-

trinsic impedance can be calculated as shown in equation 2.1[125][126][127].

η =

√
jωµ

σ + jωε
=

√
µ

ε
(1− j σ

ωε
)
−1
2 (2.1)

In equatin 2.1, ε, µ, σ, and ω represents, respectively, permittivity, permeability, con-

ductivity, and angular frequency. At given frequency, permittivity and permeability

are given by ε = εrε0, and µ = µrµ0. εr, µr, ε0 and µ0 represents, respectively, rela-

tive permittivity, relative permeability, permittivity of free space and permeability of

free space.

Assume that, in this study, low-loss condition is provided such as σ
ωε

<< 1. For
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Figure 2.8: Reflection and transmission at the air-wall boundary

low-loss condition, equation 2.1 becomes

η ≈
√
µ

ε
(1 + j

σ

2ωε
) (2.2)

where Re(η) =
√

µ
ε

and Im(η) = σ
2ωε

√
µ
ε
.

As the electromagnetic wave passes between two different media with different in-

trinsic impedances, it reflects some of its energy and continues the remaining energy

path. Reflection and transmission coefficients can be calculated based on intrinsic

impedance as shown in equation 2.3[125].

Γ =
Er
Ei

=
η2 − η1

η2 + η1

and τ =
Et
Ei

=
2η2

η2 + η1

(2.3)

The reflection coefficient and transmission coefficient are represented, respectively,

as Γ and τ . Moreover, η1 and η2 are relative intrinsic impedance values of the

mediums[9]. Ei, Er, and Et represent, respectively, the amplitude of the incident

wave, the reflected wave, and the transmitted wave. In the structure is seen figure 2.8,

the amplitude of the electromagnetic wave transmitted and reflected from each region

can be calculated by using equations given above.

42



2.2.2 Attenuation of Electromagnetic Signal Propagating Through a Medium

In this section, the propagation loss and attenuation of the electromagnetic wave prop-

agated in the lossy medium will be mentioned. Assume that electromagnetic wave

propagates through z-direction. The electromagnetic wave is represented as shown in

equation 2.4.

E(z) = Ez = E0e
−γz (2.4)

As seen in equation 2.4, the amplitude and phase of the signal vary with the medium’s

propagation constant. E0 is the complex amplitude, γ is propagation constant. As

known, propagation constant is a complex quantity. Propagation constant can be

calculated as shown in equation 2.5.

γ = α + jβ (2.5)

where α is called the attenuation constant and β is called the phase constant[125].

As is known, attenuation constant and phase constant were calculated in detail in the

introduction chapter 1. Here, in low-lost condition, attenuation and phase constant

are calculated as shown in equation 2.6.

α = Re(γ) ≈ σ

2

√
µ

ε
(Np/m) and β = Im(γ) ≈ ω

√
µε (rad/m) (2.6)

Depending on the attenuation constant, the amplitude of the propagating electromag-

netic wave changes. The absolute value of the electromagnetic wave can be seen in

equation 2.7.

|Ez| = |E0|e−αz (2.7)
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Figure 2.9: Block diagram of received raw data processing

2.2.3 Velocity of Electromagnetic Signal Through a Medium

The propagation velocity of the electromagnetic signal in the medium can be seen in

equation 2.8[125][9].

v =
1
√
µε

=
c

√
µrεr

(2.8)

where v is the velocity of an electromagnetic signal in medium, c is the speed of light

in free space, ε is the permittivity of the medium, and µ is the permeability of the

medium.

2.3 Current Through the Wall Target Detection and Identification Methods

As described above, the image of the target behind the wall is obtained using the

GPR. However, this image is the raw image. For target detection to be performed, the

received raw image must be processed. The block diagram of the processing of the

received raw data for target detection can be seen in figure 2.9.

The main steps of through the wall target detection process are written below:

• Flash Effect Removal

• Segmentation

• Feature Extraction

• Classification
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2.3.1 Flash Effect Removal

As known, when using GPR for TWI, the highest reflection occurs between the air

and front wall and this is called flash effect[2]. This can be seen very clearly in figure

2.3. As shown in figure 2.3, the flash effect is so high that the reflections of the target

are not visible in the A-scan. In through-the-wall target detection studies, false alarms

generally occur when the flash effect is not removed. Therefore, flash effect removal

methods must be used in studies through the wall target detection and identification.

In general, as described in the introduction part, measures are taken in image-forming

radar or sensor systems to eliminate the flash effect. However, in this thesis, the flash

effect will be eliminated in the image processing step.

Flash effect and ground bounce have very similar features. Hence, ground bounce

removal techniques can be used to remove the flash effect in this study. In the litera-

ture, there are many methods for ground-bounce removal[9]. These methods can be

applied to A-scan or B-scan data. One of them is "Simple average operation", which

detects the location of flash effect as the mid-point of the maximum and minimum

of an A-Scan[128][129]. Also, "PCA and ICA based approach" is utilized for flash

effect and clutter reduction[130]. Moreover, another method is "Mean based flash

effect removal". In "Mean based flash effect removal method", the flash effect is es-

timated to be the mean of all the traces of the signal matrix[131][132].Furthermore,

another method is "Median based flash effect removal". In "Median based flash ef-

fect removal method", the flash effect is estimated as the median of all surround-

ing traces[131][132].Also, specific filtering operations such as moving median and

Wiener filtering can be used for removing the flash effect. Before and after the flash

effect is removed, examples of B-Scan and A-Scan can be seen, respectively, in fig-

ures 2.10 and 2.11.

It also generates false alarms during target detections due to reflections of sidewalls,

except for the front wall flash effect. These reflections resulting from the side walls

are eliminated by trimming edges of B-Scan images in the y-direction during image

processing. To remove the front wall flash effect, this clipping must be performed

before the ground bounce removal method is applied. Raw b-scan data, clipped b-

scan data, and flash effect removal applied b-scan data can be seen in figure 2.12.
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Figure 2.10: a) Received B-Scan raw data b) B-Scan data which flash effect is elimi-

nated

Figure 2.11: a) Received A-Scan raw data b) A-Scan data which flash effect is elimi-

nated

Figure 2.12: a) Raw B-Scan data b) Trimming B-Scan data c) B-Scan data which

flash effect is eliminated

46



2.3.2 Segmentation

In computer vision, classification and pattern recognition, image segmentation is the

process of separating an image into meaningful multiple segments. In general, the

purpose of segmentation is facilitating the analysis of an image, representing mean-

ingful areas of the image, decomposing the image into parts for further analysis, im-

proving the image quality for subsequent analysis and scene description, being the

pre-processing step of target detection, and classification, etc. As in many studies,

image segmentation algorithms are used through the wall target detection and identi-

fication. There are two main reasons why image segmentation is used in this study.

The original image generally contains clutters and noise due to wall, multiple reflec-

tions and antenna cross talk[133]. The image segmentation method helps to remove

these clutter and noise. The image segmentation technique enhances the images by

suppressing clutter regions, which were distinct from target regions[92]. Secondly,

the image segmentation step is utilized as the pre-processing of feature extraction and

classification steps. Before starting feature extraction, candidate target regions only

are obtained. It is ensured that no more processing is performed and the feature vec-

tors of the two different targets do not affect each other. The binary image produced

by the image segmentation method masks the original input image to produce an en-

hanced image with candidate target regions only[92]. One of the important points in

image segmentation is that the applied method must not cause data loss.

There are many studies on image segmentation in the literature[134][135][136]. The

general headings of segmentation methods are as follows: Thresholding, cluster-

ing, edge detection, interest point detection, and region growing. It is not pos-

sible to mention all of these segmentation methods in here. Some of the meth-

ods used in through the wall imaging segmentation will be discussed here. One

of them is "Between-Class variance thresholding". The BCV thresholding method

segments an image into two near-uniform regions by maximizing the sum of class

variances[133][137][138][92]. The BCV method does this by setting the threshold

value. Another method is "Entropy-Based segmentation". "Entropy-Based segmenta-

tion" maximizes sum of class entropies by setting the threshold value[133][137][138]

[92]. Moreover, blob detection can be used for image segmentation step. Blob detec-
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Figure 2.13: a) The received raw data b) The binary mask created with the segmenta-

tion step of the received raw data

tion is an interest point detection method. Blob detection methods are used to detect

the regions of the digital image that differ in brightness. The laplacian of gaussian and

the difference of gaussian approaches are the leading methods of blob detection. Also,

although the Gaussian mixture model is generally a classification algorithm[139], it

can be used as an image segmentation method in this study. Moreover, although the

K-means clustering method is an unsupervised algorithm, it can be used in the image

segmentation step in this study[133][137]. The binary mask created with the segmen-

tation step of the image data is shown in figure 2.13. The image is seen in figure 2.13

is the energy sum of the top view of the 3-D data created by combining the B-Scan

data.

2.3.3 Feature Extraction

In the previous step, clutter and noise are tried to eliminate using image segmentation

algorithms. Image segmentation techniques enhance the images. Also, the targets are

segmented alone. In this way, the calculation amount is reduced and the processing

of a specific target is allowed. As mentioned above, the image segmentation step is

the pre-processing step of the feature extraction step. Feature extraction involves re-

ducing the number of resources required to describe a large set of data. In machine

learning, pattern recognition and classification, the data available to the designer is

too large to be processed in most cases and many cases may not make sense to the
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machine. Because of this, it can be transformed into feature vectors. Feature se-

lection is an important issue when creating a feature vector. The selected features

must contain relevant information from the input data. These features are used for

classification.

There are several methods in the literature for feature extraction. The textural feature-

based extraction method is one of them. Textural features contain information about

the spatial arrangement of pixel intensities in an image or a selected region of the

image[92]. Commonly used textural features are energy, entropy, contrast, homo-

geneity, correlation, shade, and prominence. Contrast measures are related to the

amount of local intensity change in the image[92]. The correlation feature is a mea-

sure of gray level linear dependencies in the image[92]. The energy feature mea-

sures the textural uniformity[92]. There are several methods proposed in the liter-

ature to capture textural features from an image, such as gray-level co-occurrence

matrix(GLCM), gray-level run-length matrix(GLRLM), fractals, Gabor filters, and

the wavelet transform [140] [141] [142] [143] [144] [145].The co-occurrence ma-

trix is a two-dimensional histogram of gray-levels created by looking at the specific

spatial direction and distance[92]. The gray-level run-length matrix gives the size of

homogeneous runs for each grey level. Another method used for texture analysis is

the Gabor filter. The Gabor filter is a linear filter that analyzes the presence of cer-

tain frequency content in the image in certain directions around the point of analysis.

Moreover, the wavelet transform is similar to the Fourier transform with a completely

different merit function. The main difference is this: Fourier transform decomposes

the signal into sines and cosines, i.e. the functions localized in Fourier space; on

contrary, the wavelet transform uses functions that are localized in both the real and

Fourier space.

Apart from textural features based extraction, various feature extraction methods are

available in the literature. Some of these methods are statistical feature extraction

and geometrical feature extraction[146]. Weibull model can be used for statistical

feature extraction. Although statistical feature extraction provides important infor-

mation about a target, it shows limited performance because it neglects features like

shape, extent in range, crossrange and height. However, such features are not ne-

glected in geometrical feature extraction[146]. Another feature extraction method is
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the hough transform. The purpose of the Hough transform technique is to detect im-

perfect instances of lines, curves, and objects in an image by a voting procedure. This

voting procedure is performed in a parameter space in which the object candidates are

obtained as local maxima[147][148][1]. However, a lot of work is being done to im-

prove the hough transform because it requires a lot of storage and computation. Also,

another feature extraction method is the Histogram of Oriented Gradients(HoG). In

the literature, HoG feature extraction has been used in many studies such as human

detection[149][150], underground surveys with GPR[9], pedestrian detection[151],

facial expression recognition[152] etc. As a result of the studies[149] conducted by

Navneet Dalal and Bill Triggs in 2005, HoG usage became widespread. As a result of

literature research, through the wall imaging and detection studies, using HoG feature

extraction has not been encountered. However, since the histogram of oriented gradi-

ents(HoG) is a feature descriptor used in the purpose of object detection for computer

vision, machine learning, pattern recognition, and image processing, etc., in this the-

sis, the histogram of oriented gradients can be used for feature extraction. Histogram

of oriented gradients technique counts the occurrence of gradient orientation in lo-

cal portions of the image. The basic idea behind the histogram of oriented gradients

descriptor is that the appearance and shape of the local object in an image can be de-

fined by the distribution of density gradients or edge directions. The HoG descriptor

has several important advantages over other descriptors. Since it works in local cells,

it does not change against geometric and photometric transformations except object

orientation. Such changes will only appear in larger spatial regions. The HoG iden-

tifier is therefore particularly suitable for human detection in images. The histogram

of oriented gradients feature extraction is discussed in more detail in chapter 3.

Also, feature extraction techniques used in underground surveys with GPR can be

tried in through the wall imaging and detection. Reference [9] should be checked for

this. In [9], symmetry feature, the hyperbolic shape, Markov Models, time-frequency

domain signature analysis, edge histogram descriptors(EHD), the spectral character-

istics, etc. are recommended.
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Figure 2.14: Training phase of supervised learning algorithms

2.3.4 Classification

After the feature extraction step, classification is the next-step in through-the-wall

target detection and identification. To describe classification, it is necessary to de-

fine what the learning algorithm(machine learning) is. Machine learning (ML) is the

scientific study of algorithms and statistical models. These algorithms and statistical

models allow computer systems to perform a specific task using pattern and infer-

ences rather than explicit instructions. Machine learning mainly has two types of

learning algorithms, which are unsupervised learning and supervised learning. Unsu-

pervised learning algorithms take a data set that contains only inputs without their

labels. Unsupervised learning algorithms learn prediction rules from these input

data[9]. On the other hand, in supervised learning, prediction rule is obtained by

using classification or regression algorithms with the help of the training dataset and

their labels. This study will focus on classification algorithms, a type of supervised

learning. In this study, there are two stages, the training phase, and the test phase, to

detect targets. The training phase is the stage of obtaining the prediction rule men-

tioned above. The block diagram of the training phase can be seen in figure 2.14.

Once the prediction rule is obtained, it is determined by using prediction rule during

the test phase whether the test data is the target or not[9].

There are several classification algorithms in the literature for this subject. In [153],

[154], support vector machine(SVM) is utilized for through-the-wall imaging clas-

sification. The purpose of SVM is to construct optimal hyperplane as a decision

boundary such that the margin of separation between the two classes in the data is

maximized[155]. Support vectors are defined as samples that are used as support

for the optimal location of the decision boundary[155]. If any two-classes are lin-
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early separable, for a given (x1, y1), ....., (xn, yn) where yi indicate the labeled class

to which feature vectors xi belong, any linear hyperplane can be written as equation

2.9.

y = wTx+ b (2.9)

where w is the normal vector to the hyperplane and b is bias. If two classes cannot be

separated linearly, various kernel functions are used to provide nonlinear separation

[156][157][158].

Another classification method used for through-the-wall imaging classification in

[159] is Naive Bayes Classifiers, which are a family of simple "probabilistic clas-

sifiers" based on applying Bayes’ theorem. First of all, according to training data, the

probability of each class and the conditional probability of each class given each input

data are calculated. Then, the operation of the algorithm calculates the probability of

each case for an element and classifies it according to the highest probability value

by using Bayes’ theorem[160][161].

Another method used for through-the-wall imaging classification in [162] is k-Nearest

Neighbors, which are simple classifiers that select the training samples with the clos-

est distance to the query sample[163]. The steps of the K-nearest neighbor algorithm

are listed below.

• Determine parameter K=number of nearest

• Calculate the distance between the query-instance and all the training samples

• Sort the distance and determine nearest neighbors based on the K-th minimum

distance

• Gather the category of the nearest neighbors

• Use simple majority of the category of nearest neighbors as the prediction value

of the query instance

Euclidean distance between ith sample vector and jth sample vector can be calculated
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as shown in equation 2.10.

d(xi, xj) =
√

(xi,1 − xj,1)2 + ......+ (xi,m − xj,m)2 (2.10)

where d is euclidean distance, xi and xj are sample feature vectors, which have m

features[164][165].

Apart from the algorithms described above, random forests[166], the mahalanobis

distance metric[92], learning vector quantization[167] and hidden markov model[168]

can be used as classification algorithm.
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CHAPTER 3

METHODS USED IN THIS THESIS

In this chapter, the methods to be used in this thesis will be described in detail. These

methods are also available in the literature and are briefly mentioned in previous chap-

ter. In section 3.1, mean based flash effect removal is used for flash effect removal. In

section 3.2, 3.3, 3.4, respectively, between-class variance thresholdng, entropy-based

segmentation and k-means clustering can be used for image segmentation. In section

3.5, and 3.6, respectively, textural feature based method, and HoG can be used for

feature extraction. In section 3.7, support vector machine can be used for classifica-

tion.

3.1 Mean Based Flash Effect Removal for Flash Effect Removal

As shown in figure 3.1, which is a B-Scan data, the flash effect from the sidewall and

front wall does not allow the display of targets by dominating the image. These flash

effects must be eliminated to avoid false alarms and to detect the target. Two different

algorithms are required to remove the flash effects on the sidewall and front wall.

In the literature search to eliminate the flash effect caused by the sidewall, no solution

could be found. As a result of my work, the flash effect resulting from the sidewall

was eliminated by trimming the b-scan image along the y-axis as shown in figure

3.2. However, in this part of my thesis, there is a point that I feel incomplete because

this is not a valid algorithm for real-time studies. Therefore, a better literature search

should be made and this algorithm should be developed.

After eliminating the side wall flash, the next step is to eliminate the front wall flash.
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Figure 3.1: Representation of flash effects

Figure 3.2: Representaion of eliminating of side wall flash
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The methods available in the literature, which are simple average operation, PCA and

ICA based approach, mean based flash effect removal and median based flash effect

removal, are mentioned in previous chapter. Because of the sufficient results and

simple application, mean based flash effect removal method are preferred for flash

effect removal.

In mean based flash effect removal method, the front wall flash effect is estimated to

be the mean of all the traces of the B-Scan signal matrix[131]. In this case, the front

wall flash effect is assumed to be constant for each trace. The front wall flash effect

for the mean based algorithm can be calculated as shown in equation 3.1 for B-Scan

image[131].

g =
1

K

K∑
i=1

(si,j) (3.1)

where K represents the number of A-Scan trace, s represents B-Scan data, which is

two dimensional, g represents constant front wall flash effect, which is a vector. If

g, which is a constant front wall flash effect, is subtracted from each A-Scan trace

contained in the B-Scan data, the front wall flash effect is eliminated. This situation

can be formulated as seen in equation 3.2.

ri,j = si,j − g|i=1,2,...,K (3.2)

where r represents B-Scan data which front wall flash is eliminated. A-Scan and B-

Scan data which front wall flash is eliminated, respectively, can be seen in figures

2.11 and 2.10.

3.2 Between-Class Variance Thresholding for Image Segmentation

After applying the flash effect removal algorithm to Raw B-Scan data, the image

segmentation stage is started as mentioned in the previous chapter. Between-Class

Variance Thresholding method is one of the image segmentation algorithms used

in this thesis. Another name for BCV is ’Otsu Method’ because it was found by
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Nobuyuki Otsu. Between-Class Variance Thresholding method separates the image

into two regions by determining the optimal threshold value[169]. The purpose of

this method is to choose an optimal threshold value which maximizes the sum of class

variances[169]. Since this method is applied to the grayscale image, it is necessary to

make the data available to grayscale.

Assume that X is a grayscale image that has a L intensity level. Optimal threshold

value for BCV method can be calculated as seen from equation 3.3[92][133].

fBCV = argmaxT (p1(T )[v1(T )− vl(T )]2 + p2(T )[v2(T )− vl(T )]2) (3.3)

where p1 and p2 represent respective region probabilities, v1 and v2 respresent the

means of the respective regions, T is optimal threshold value and vl is the mean

image intensity. The means of the respective regions are given by

v1(T ) =
T∑
i=0

(
i.pi
p1(T )

) (3.4)

v2(T ) =
L−1∑
i=T+1

(
i.pi
p2(T )

) (3.5)

where pi is a discrete probability mass function. Discrete probability mass function

is given by

pi =
fi
N

(3.6)

where fi is the value of any intensity level in histogram and N is the total number of

pixel values. The respective probabilities can be expressed as

p1(T ) =
T∑
i=0

pi (3.7)

p2(T ) =
L−1∑
i=T+1

pi (3.8)
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Figure 3.3: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b) Binary image

After calculating the optimal threshold value according to the above equations, the

binary image of the energy sum of the top view of the 3-D data created by combining

the B-Scan data is obtained by using the threshold value as seen in figure 3.3. In

this image, pixels above the threshold value are assigned to 1, and pixels below the

threshold value are assigned to 0. Then, the obtained binary image masks the image

of the energy sum of the top view of the 3-D data created by combining the B-Scan

data, the image of C-Scan data at a depth of 300, the image of C-Scan data at a depth

of 325, and the image of C-Scan data at a depth of 350. Feature vectors are extracted

from these 4 masked images. The output of these mask processings can be seen in

figure 3.4.

3.3 Entropy-Based Segmentation for Image Segmentation

Another image segmentation method used in this thesis is entropy-based segmenta-

tion. The entropy-based segmentation method separates the image into two regions

by determining the optimal threshold value[169]. The purpose of this method is to

choose an optimal threshold value that maximizes the sum of class entropies instead

of maximizing the sum of class variances[169]. Since this method is applied to the

grayscale image, the input image must be converted to a grayscale image.

Assume that X is a grayscale image that has a L intensity level. The optimal thresh-
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Figure 3.4: a) The image of the energy sum of the top view of the 3-D data created by

combining the B-Scan data b) The masked image of the energy sum of the top view

of the 3-D data created by combining the B-Scan data c)The image of C-Scan data

at depth of 300 d) The masked image of C-Scan data at depth of 300 e)The image

of C-Scan data at depth of 325 f) The masked image of C-Scan data at depth of 325

g)The image of C-Scan data at depth of 350 h) The masked image of C-Scan data at

depth of 350
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old value for the entropy-based segmentation method can be calculated as seen from

equation 3.9[92][133].

H = argmaxT (H1(T ) +H2(T )) (3.9)

where H1(T ) and H2(T ) are the respective region entropies. The entropy of each

region can be expressed as

H1(T ) = −
T∑
i=0

(
pi
PT

ln
pi
PT

) (3.10)

H2(T ) = −
L−1∑
i=T+1

(
pi

1− PT
ln

pi
1− PT

) (3.11)

where PT is the total probability, T is the optimal threshold, pi is the probability of

intensity level i. PT can be expressed as

PT =
T∑
i=0

pi (3.12)

The entropy for a region and the total entropy of the image can be expressed as

HT = −
T∑
i=0

(pilnpi) (3.13)

Htotal = −
L−1∑
i=0

(pilnpi) (3.14)

Equations 3.10 and 3.11 can be simplified as follows

H1(T ) = ln(PT ) +
HT

PT
(3.15)

H2(T ) = ln(1− PT ) +
Htotal −HT

1− PT
(3.16)

61



Figure 3.5: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b) Binary image

After calculating the optimal threshold value according to the above equations, the

binary image of the energy sum of the top view of the 3-D data created by combining

the B-Scan data is obtained by using the threshold value as seen in figure 3.5. In

this image, pixels above the threshold value are assigned to 1, and pixels below the

threshold value are assigned to 0. Then, the obtained binary image masks the image

of the energy sum of the top view of the 3-D data created by combining the B-Scan

data, the image of C-Scan data at a depth of 300, the image of C-Scan data at a depth

of 325, and the image of C-Scan data at a depth of 350. Feature vectors are extracted

from these 4 masked images. The output of these mask processings can be seen in

figure 3.6.

3.4 K-Means Clustering for Image Segmentation

Normally the K-means clustering method is a simple and very popular unsupervised

learning method, which is used when you have unlabeled data. In this study, the K-

means clustering algorithm is used for segmentation purposes. The purpose of this

algorithm is to separate the data in accordance with the number of classes represented

by the variable K. Classes are grouped according to similarity measure[169].

Assume that X is an image, which has N pixels. The K-means clustering method is

minimizing the sum of the within-cluster variances(WCSS) to separate the image into
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Figure 3.6: a) The image of the energy sum of the top view of the 3-D data created by

combining the B-Scan data b) The masked image of the energy sum of the top view

of the 3-D data created by combining the B-Scan data c)The image of C-Scan data

at depth of 300 d) The masked image of C-Scan data at depth of 300 e)The image

of C-Scan data at depth of 325 f) The masked image of C-Scan data at depth of 325

g)The image of C-Scan data at depth of 350 h) The masked image of C-Scan data at

depth of 350
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K-classes. WCSS can be expressed as shown in equation 3.17[137].

WCSS =
K∑
k=1

Nk∑
i=1

||xki − ck||2 (3.17)

where xki is the i-th sample of the k-th class and ck is the centroid of the class, Nk

represents the number of pixels in class k[137]. The algorithm of K-means clustering

can be seen as follows[170][133]:

• Determine number of cluster K and K initial cluster centers

• Compute point-to-cluster-centroid distances of all observations to each cen-

troid.

• Assign each observation to the cluster with the closest centroid.

• Calculate the average of observations in each cluster to calculate K new cen-

troid

• Return to step 2 and Repeat until the position of the centroid in step 4 no longer

changes

The K-means clustering method is computationally more efficient than other algo-

rithms for segmentation. However, the desire to give the number of classes and the

number of iteration at the beginning of the algorithm is a disadvantage for k-means

clustering. In this study, K-value is 2 to be compatible with other methods, which

are BCV and entropy-based segmentation, in the K-means clustering algorithm. If K

is 2, the K-means clustering method shows similar results to BCV because, in both

methods, the objective corresponds to the same situation. As a result of the K-means

clustering method where K is 2, the binary image of the energy sum of the top view

of the 3-D data created by combining the B-Scan data can be seen in figure 3.7. Then,

the obtained binary image masks the image of the energy sum of the top view of the

3-D data created by combining the B-Scan data, the image of C-Scan data at a depth

of 300, the image of C-Scan data at a depth of 325, and the image of C-Scan data at a

depth of 350. Feature vectors are extracted from these 4 masked images. The output

of these mask processings can be seen in figure 3.8.
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Figure 3.7: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b) Binary image

3.5 Textural Feature Based Method for Feature Extraction

After applying the image segmentation algorithm to the image of the energy sum

of the top view of the 3-D data created by combining the B-Scan data and images

of C-Scan, the feature extraction stage is started as mention in the previous chap-

ter. One of the feature extraction algorithms to be used in this thesis is the textural

feature-based method. The textural feature contains information about the spatial

arrangement of pixel intensities in an image or a selected region of the image[92].

As mentioned above, there are several methods proposed in the literature to capture

textural features from an image, such as gray-level co-occurrence matrix(GLCM),

gray-level run-length matrix(GLRLM), fractals, Gabor filters, and the wavelet trans-

form. In this thesis, the gray-level co-occurrence matrix(GLCM) is used to capture

textural features from an image.

GLCM is one of the well-known and old methods for texture features extraction[140]

[166][163]. The co-occurrence matrix is a two-dimensional histogram of gray-levels

created by looking at the specific spatial direction and distance[92]. GLCM’s are cal-

culated between neighboring image pixel pairs for various distance and angle values.

Here, δ and θ, respectively, represent distance and angle between neighboring image

pixel pairs. The choice of distance δ is important for the detailed capturing of texture

features. If the distance δ is selected too large, detailed capturing of textural features

will not be possible. In textural feature based studies, distance δ value is generally
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Figure 3.8: a) The image of the energy sum of the top view of the 3-D data created by

combining the B-Scan data b) The masked image of the energy sum of the top view

of the 3-D data created by combining the B-Scan data c)The image of C-Scan data

at depth of 300 d) The masked image of C-Scan data at depth of 300 e)The image

of C-Scan data at depth of 350 f) The masked image of C-Scan data at depth of 350

g)The image of C-Scan data at depth of 400 h) The masked image of C-Scan data at

depth of 400
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selected as 1 or 2. Also, except for edge pixels, each pixel has 8 different neighbors

in angular 45 degree increments for calculating GLCM. As a result, θ can take 8 dif-

ferent values, which are θ = 00, 450, 900, 1350, 1800, 2250, 2700, and 3150. However,

when creating the GLCM matrix from an image, the number of values that θ takes

is reduced to 4, which are 00, 450, 900, and 1350, because θ = 00 and 1800, θ = 450

and 2250, θ = 900 and 2700, θ = 1350 and 3150 give the same results for GLCM’s

calculation[92]. The GLCM’s for angles 00, 450, 900, and 1350 can be define as[92]

Gδ,0(p, q) =
N∑
n=1

M∑
m=1

1 if I(n,m) = p and I(n,m+ δ) = q, 0 o.w. (3.18)

Gδ,45(p, q) =
N∑
n=1

M∑
m=1

1 if I(n,m) = p and I(n−δ,m+δ) = q, 0 o.w. (3.19)

Gδ,90(p, q) =
N∑
n=1

M∑
m=1

1 if I(n,m) = p and I(n− δ,m) = q, 0 o.w. (3.20)

Gδ,135(p, q) =
N∑
n=1

M∑
m=1

1 if I(n,m) = p and I(n− δ,m− δ) = q, 0 o.w. (3.21)

where p, q = 0, 1, ..., L− 1, I is NXM image which have L intensity level.

After calculating the GLCM for a given δ and θ, the GLCM is normalized so that the

sum of the elements is 1[92]. The normalized GLCM can be defined as

GN
δ,θ(p, q) =

Gδ,θ(p, q)∑L−1
p=0

∑L−1
q=0 Gδ,θ(p, q)

(3.22)

In here, figure 3.9 can be used as an example to construct glcm. In this example, the

GLCM at δ = 1 and θ = 00 of 5X4 image which has 4 intensity level is constructed.

After GLCM was constructed, eight different features, which are contrast, correlation,

energy, homogeneity, inverse difference moment, entropy, shade feature, and promi-

nence feature are extracted from each normalized GLCM. In fact, there are many
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Figure 3.9: a) 5X4 image which has 4 intensity level b) GLCM

textural features except for these eight features mentioned above such as angular sec-

ond moment, variance, sum average, sum entropy, difference variance, difference en-

tropy, information measures of correlation, and maximal correlation coefficient[140].

However, many of these are not calculated in this thesis because many of them are

correlated to these eight properties[140]. Contrast is a measure of the local variations

presented in an image and defined as

Contrast =
∑
p,q

(|p− q|2GN
δ,θ(p, q)) (3.23)

Correlation measures the linear dependency of gray levels on those of neighboring

pixels or specified points. Correlation is defined as

Correlation =
∑
p,q

(
(p− µx)(q − µy)GN

δ,θ(p, q)

σxσy
) (3.24)

where µx, σx and µy, σy are the means and standard deviations of the respective

marginal distributions[92]. The energy is a measure of the textural uniformity and

defined as

Energy =
∑
p,q

(GN
δ,θ(p, q))

2 (3.25)
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The homogeneity is a measure of the closeness of the distribution[92] and defined as

Homogeneity =
∑
p,q

1

1 + |p− q|
GN
δ,θ(p, q) (3.26)

The inverse difference moment measures the local homogeneity of an image and is

defined as

InverseDifferenceMoment =
∑
p,q

1

1 + |p− q|2
GN
δ,θ(p, q) (3.27)

Entropy measures the randomness of the image texture and is defined as

Entropy =
∑
p,q

(−ln(GN
δ,θ(p, q))G

N
δ,θ(p, q)) (3.28)

Shade measures skewness of the GLCM matrix and is defined as

Shade = sgn(A)|A|
1
3 (3.29)

where A is given by

A =
∑
p,q

(p+ q − 2µ)3GN
δ,θ(p, q)

σ3(
√

2(1 + correlation))3
(3.30)

Prominence measures asymmetry of the GLCM and is defined as

Prominence = sgn(B)|B|
1
4 (3.31)

where B is given by

B =
∑
p,q

(p+ q − 2µ)4GN
δ,θ(p, q)

4σ4(1 + correlation)2
(3.32)
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3.6 Histogram of Oriented Gradients for Feature Extraction

Another feature extraction method used in this thesis is the Histogram of Oriented

Gradients(HoG). The histogram of oriented gradients(HoG) is a feature descriptor

used in the purpose of object detection for computer vision, machine learning, pattern

recognition, and image processing, etc. Histogram of oriented gradients technique

counts the occurrence of gradient orientation in local portions of the image. The

algorithm steps of feature extraction using HoG can be seen as follows[171]:

• Preprocessing

• Calculate the gradient images

• Cell orientation histograms

• Block normalization

• Calculate the HoG feature vector

The first step of calculation in many feature detectors is the image pre-processing

step. However, as Dalal and Triggs[151] have noted, the pre-processing step can be

omitted in the HoG feature extraction process because the normalization process to

be performed in the next step achieves essentially the same result. The pre-processing

step provides little benefit in terms of performance[151].

To calculate an HoG descriptor, the second step is the calculation of the gradient

images[171]. Firstly, the horizontal and vertical gradients are calculated. These are

easily computed, respectively, by filtering the image with the kernels gx and gy as

seen from equations 3.33 and 3.34[9].

Ix = I ∗ gx (3.33)

Iy = I ∗ gy (3.34)
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where I is grayscale image, Ix, Iy are, respectively, the horizontal and vertical gradi-

ents, gx = [−1 0 1] and gy = [−1 0 1]T . Then, magnitude and angle of each pixel are

computed as shown in equations 3.35 and 3.36[9].

µ(i, j) =
√
Ix(i, j)2 + Iy(i, j)2 (3.35)

θ(i, j) = arctan
Iy(i, j)

Ix(i, j)
(3.36)

where µ(i, j) is the magnitude of the image gradient of each pixel and θ(i, j) is the

angle of the image gradient of each pixel. Here for now, "unsigned" gradients are

used because, in the study of Dalal and Triggs, unsigned gradients gave better results.

The angles are between 0 and 180 instead of 0 and 360. That is, it’s negative are

represented by the same numbers. For "signed" gradients, the angles are between 0

and 360. Moreover, although Dalal and Triggs[151] conducted tests using other filters

such as 3x3 Sobel mask or diagonal masks, these masks generally performed poorly

in detecting humans in images. Also, they experimented with a Gaussian smoothing

filter before applying the derivative mask. However, this filter removed useful details

in images[151].

Representation of image gradients can be seen in figure 3.10. Horizontal gradient of

input image can be seen in figure 3.10 b. Vertical gradient of input image can be seen

in figure 3.10 c. Total gradient of input image can be seen in figure 3.10 d.

The third step is cell orientation histograms. In this step, the image is divided into

CXC cells, which are adjacent and non-overlapping. A histogram of gradient orien-

tations binned into B bins is calculated for each CxC cells. Here, as C and B values,

the values that give the best results in the study of Dalal and Triggs[151] are used to

describe the HoG feature extraction method. That is, C is equal to 8 and B is equal

to 9. As a result, the image is divided into cells and each cell contains 8x8 pixels as

shown in figure 3.11. As shown in figure 3.11, this image contains 18 cells.

Specifically, the bins are numbered 0 through B − 1 and have width w = 180
B

. Bin i

has boundaries [wi, w(i + 1)] and center ci = w(i + 1
2
) [171]. For B=9, diagram of
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Figure 3.10: a) Input image b) Horizontal image gradient c) Vertical image gradient

d) Image gradient

Figure 3.11: Representation of HoG cells
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Figure 3.12: Representation of bin number, bin center and boundaries for B=9

bin numbers and bin centers can be seen in figure 3.12. A pixel with magnitude µ and

orientation θ contributes a vote[171]

vj = µ
cj+1 − θ

w
to bin number j (3.37)

and a vote

vj+1 = µ
θ − cj
w

to bin number j + 1 (3.38)

According to equations 3.37 and 3.38, for B = 9, for instance, a gradient with ori-

entation θ = 85 degrees and magnitude 9 contributes 2.25 to bin 3 and 6.75 to bin

4. The sum of the two contributions always gives magnitude. According to equations

3.37 and 3.38, for B = 9, for instance, a gradient with orientation θ = 50 degrees and

magnitude 9 contributes 9 to bin 2 and 0 to bin 3. The sum of the two contributions

always gives magnitude. The contributions of all the pixels in the 8x8 cells are added

up to create the 9-bin histogram. As a result, for each cell, gradient and angle values

of 64 pixels are calculated and one histogram is created with length 9.

The fourth step is block normalization. For the input image, blocks can be seen in

figure 3.13. Here there are 10 blocks and each neighboring block contains 2 common

cells between them as shown in figure 3.13 and each block is shown in different

colors. As shown in figure 3.13, first block consists of cells 1, 2, 4 and 5, second

block consists of cells 2, 3, 5 and 6, third block consists of cells 4, 5, 7 and 8, fourth

block consists of cells 5, 6, 8 and 9, fifth block consists of cells 7, 8, 10 and 11, sixth

block consists of cells 8, 9, 11 and 12, seventh block consists of cells 10, 11, 13 and
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Figure 3.13: Representation of blocks of HoG feature extraction methods

14, eight block consists of cells 11, 12, 14 and 15, ninth block consists of cells 13,

14, 16 and 17, tenth block consists of cells 14, 15, 17 and 18. Let, H(ci) denotes

the histogram of cell-i. For each block, histograms of four cells are concatenated

together and normalized to obtain a 36-dimensional feature descriptor. Normalization

for block 1 can be seen in equation 3.39. For the other 9 blocks, normalization is

performed in the same way.

H1 =
[H(c1), H(c2), H(c4), H(c5)]√

||H(c1)||22 + ||H(c2)||22 + ||H(c4)||22 + ||H(c5)||22
(3.39)

Finally, these ten vectors (H1, H2, H3, H4, H5, H6, H7, H8, H9 and H10) are con-

catenated to obtain the final 360-dimensional feature vector for one image.

3.7 Support Vector Machine for Classification

After applying the feature extraction algorithms to obtain feature vectors, the classifi-

cation stage is started as mention in the previous chapter. Classification algorithm to

be used in this thesis is the support vector machine(SVM), which is one of the most

popular supervised learning algorithm that can be used for binary classification or re-

gression. In this thesis, the two-class support vector machine algorithm is applied to
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determine whether the target is a human or irrelevant object. The purpose of SVM is

to construct optimal hyperplane as a decision boundary such that the margin of sep-

aration between the two classes in the data is maximized[155]. Support vectors are

defined as samples that are used as support for the optimal location of the decision

boundary[155]. Moreover, support vectors are the nearest data points to the decision

boundary. SVM offers different types of solutions for use in the linearly separable

case and linearly non-separable case.

Linear SVM algorithm is divided into two as hard margin method and soft margin

method. If any two-classes are linearly separable, for a given (x1, y1), ....., (xn, yn)

where yi indicate the labeled class to which feature vectors xi belong, any linear

hyperplane can be written as equation 3.40[158]

y = wTx+ b (3.40)

where w is the normal vector to the hyperplane and b is bias. As shown in figure

3.14, in hard margin method, two parallel hyperplanes are selected to separate the

two classes of data, so that the distance between them is as large as possible. With a

normalized or standardized dataset, as shown in figure 3.14, for class 1 and class 2,

respectively, the equations of these hyperplanes can be defined as

wTx+ b = 1 (3.41)

wTx+ b = −1 (3.42)

These hyperplanes are determined using the support vectors as shown in figure 3.14.

These hyperplanes are parallel because they have the same w and b values as can be

seen from the equations 3.41 and 3.42. The region between these two hyperplanes

is called the "margin". As mentioned above, the purpose of the SVM algorithm is to

maximize this margin. Since margin is directly proportional to 2
||w||2 , if ||w||2 is min-

imized, margin is maximized[9]. The decision boundary is the hyperplane that lies

halfway between two parallel hyperplanes[9][154][158]. The equation of decision
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Figure 3.14: Example of representation of two classes applied linearly seperable

SVM

boundary can be defined as

wTx+ b = 0 (3.43)

For the linear SVM hard margin method, after finding the decision boundary with the

help of training data, it is necessary to find out which class the test data belongs to.

Assume that xi is a test point.

IF

wTxi + b > 0 (3.44)

xi belongs to class 1 shown in figure 3.14. That is, yi, which is the label of xi, is equal

to 1.
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Figure 3.15: Example of linearly non-seperable two classes

OR

wTxi + b < 0 (3.45)

xi belongs to class 2 shown in figure 3.14. That is, yi, which is the label of xi, is equal

to -1.

The extended version of the hard margin SVM is the soft margin method. In the soft

margin method, data belonging to a class is allowed to be on the other side of the

decision boundary. In case of the margin is smaller or all data points are not labeled

correctly, the soft margin extension of the SVM algorithm can be used[9]. For more

information about the soft margin method, please examine references [158][9][156]

[157].

Figure 3.15 is an example of a linearly non-separable case in two-class SVM algo-

rithms. These two classes cannot be separated using the linear SVM algorithm. By

using various kernel functions, data vectors are mapped to higher-dimensional space
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Table 3.1: Types of kernel functions

Types of Kernel Functions Parameters

Gaussian or Radial Basis Function(RBF) Standard deviation(sigma)

Polynomial Standard deviation(sigma) and degree

so that data vectors in this dimensional space are linearly seperable[172]. The kernel

function types used can be seen in the table 3.1.
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CHAPTER 4

RESULTS AND DISCUSSIONS

In this chapter, the results of the simulations, the results and the performances of the

algorithms described in the previous chapter will be presented. Also, the algorithms

used for image segmentation, (which are between-class variances, entropy-based seg-

mentation, and K-means clustering) feature extraction, (which are the textural based

method, and HoG) and classification (which are SVM) will be compared in terms

of performance. Various discussions will also be presented about through the wall

imaging and detecting.

4.1 Dataset and Simulation Results

In this thesis, humans and various objects in a room, behind the wall, are simulated by

using gprMax software[173][174][175]. Although gprMax software is generally used

in Ground Penetrating Radar studies, it is used in the TWRI application as it is known

in this thesis. gprMax is an open-source software that simulates electromagnetic wave

propagation by solving Maxwell’s equations in 3D using the Finite-Difference Time-

Domain(FDTD) method[173]. To examine the FDTD method in detail, the references

[176], [177], and [178] can be glanced. A sample of gprMax input file and some

points to consider when creating models in gprMax are given in Appendix A.

In this thesis, 108 different scenarios are simulated by using gprMax software to

detect human and other objects by utilizing image processing and classification algo-

rithms. There are common and different points in these scenarios. Size of models,

the values of the discretization spatial and temporal steps of models, number of cells

in models, the time window of models, iteration numbers, number of threads used,
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the position of room in models, size of room in models, electromagnetic properties

of the human material, type, center frequency and amplitude of waveform, type of

transmitter and receiver antennas, step size of transmitter and receiver for forming

B-Scan image, step size of transmitter and receiver for forming C-Scan image, dis-

tance of transmitter and receiver to wall, distance between transmitter and receiver

antennas etc. are common points in these scenarios. Size of simulation models is

80x60x15cm3. Compared to real life, all dimensions in simulation models have been

reduced to the same extent due to the memory, processing capacity of the computer

and time. The dimensions in real life are approximately 18 times the simulation

model dimensions. The values of the discretization spatial steps in these scenarios

are 2x2x2mm3. The value of the discretization temporal step in these scenarios is

nearly equal to 3.85e−12. The number of cells in these scenarios is 9e6. The time

window of models is 4ns. Iteration number in these scenarios is nearly equal to 1040.

Refer to Appendix A for the calculation method of the value of the discretization

temporal step, number of cells, and iteration number. The number of threads used in

these scenarios is 8. Size of simulation model, the values of the discretization spatial

and temporal steps, number of cells in model, which depends on size of simulation

model and the values of the discretization spatial steps as shown in Appendix A, time

window of model, iteration number, which depends on time window of model and

the value of the discretization temporal step as shown in Appendix A, and number

of threads used are important factors in influencing simulation speed. The time it

takes to obtain an A-Scan data in various parameters for 2 threads used is shown in

figure 4.1. For figure 4.1 a, size of model is 80x60x15cm3, the values of discretiza-

tion spatial steps is 2x2x2mm3, the value of discretization temporal step is 3.85ps,

and time window of model is 4ns. For figure 4.1 b, size of model is 40x30x15cm3,

the values of discretization spatial steps is 2x2x2mm3, the value of discretization

temporal step is 3.85ps, and time window of model is 4ns. For figure 4.1 c, size of

model is 80x60x15cm3, the values of discretization spatial steps is 4x4x4mm3, the

value of discretization temporal step is 7.7ps, and time window of model is 4ns. For

figure 4.1 d, size of model is 80x60x15cm3, the values of discretization spatial steps

is 2x2x2mm3, the value of discretization temporal step is 3.85ps, and time window

of model is 2ns. As shown in figure 4.1, if the size of the model is decreased, or the

values of discretization spatial and temporal steps are increased, or time window of
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the model is decreased, the time it takes to obtain an A-Scan data decreases. How-

ever, when determining the above-mentioned parameters, besides the memory, the

processing capacity of the computer used and the simulation speed, another consid-

eration is the spatial resolution of the B-Scan and the C-Scan images. The increase

in the discretization spatial steps shortens the simulation time whereas it reduces the

spatial resolution of the B-Scan and C-Scan images as shown in figure 4.2. For ob-

taining figure 4.2, Scenario 1 which can be seen in Appendix B, C, and D is used. For

figure 4.2 a and b, discretization spatial steps are 2x2x2mm3. For figure 4.2 c and

d, discretization spatial steps are 4x4x4mm3. For figure 4.2 e and f, discretization

spatial steps are 5x5x5mm3. Also, the value of the time window is another factor

affecting spatial resolution in the B-Scan and C-Scan images. As shown in figure 4.3,

the spatial resolution increases if the value of the time window is increased. For ob-

taining figure 4.3, Scenario 1 which can be seen in Appendix B, C, and D is used. For

figure 4.3 a, time window is 1ns. For figure 4.3 b, time window is 2ns. For figure 4.3

c, time window is 4ns. Taking into account all of the above-mentioned cases, which

are memory, processing capacity of a computer used, simulation speed and the spatial

resolution of the B-Scan and C-Scan images, the above-mentioned parameters were

selected at their optimal values.

gprMax software includes modeling of antenna types such as bowtie antenna model,

wire dipole antenna model, and Hertzian dipole etc[173]. For these scenarios, the

Hertzian dipole and Gaussiandot waveform which has 1.5 GHz center frequency and

10 Amps amplitude are used as a transmitter, receiver antennas, and waveform, re-

spectively. Gaussiandot is the first derivative of a Gaussian waveform. Representation

of time domain and power spectrum of the Gaussian waveform which has 1.5 GHz

center frequency and 10 Amps amplitude can be seen in figure 4.4. Because the spa-

tial resolution of B-Scan and C-Scan images obtained with Hertzian dipole is lower

than other antenna types, it becomes more meaningful to test image processing and

classification algorithms. Therefore, in this thesis, Hertzian dipoles are used as trans-

mitter and receiver antennas. Also, as mentioned in the previous chapters, center

frequency selection is important for dispersion, attenuation, and spatial resolution.

1.5 GHz center frequency is used in these scenarios because it gives positive results

in terms of dispersion, attenuation, and spatial resolution. Apart from gaussiandot,
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Figure 4.1: a) Size of model at 80x60x15 cm3, the values of discretization spatial

steps at 2x2x2mm3, the value of discretization temporal step at 3.85 ps, time window

of model:4ns b) Size of model at 40x30x15 cm3, the values of discretization spatial

steps at 2x2x2mm3, the value of discretization temporal step at 3.85 ps, time window

of model:4ns c) Size of model at 80x60x15 cm3, the values of discretization spatial

steps at 4x4x4 mm3, the value of discretization temporal step at 7.7 ps, time window

of model:4ns d) Size of model at 80x60x15 cm3, the values of discretization spatial

steps at 2x2x2mm3, the value of discretization temporal step at 3.85 ps, time window

of model:2ns

various waveform models can be used in the gprmax software such as gaussian, gaus-

siandotnorm, gaussiandotdot, gaussiandotdotnorm, ricker, sine, contsine. gaussian is

Gaussian waveform, gaussiandotnorm is the normalized first derivative of a Gaussian

waveform, gausiandotdot is the second derivative of a Gaussian waveform, gaussian-

dotdotnorm is the normalized second derivative of a Gaussian waveform, ricker is a

Ricker (or Mexican Hat) waveform, sine is a single cycle of a sine waveform, contsine

is a continuous sine waveform[173].

The size of the room is 80x60x10cm3 for all scenarios. The position and size of the

room in these scenarios can be seen in figure 4.5. The distance of the transmitter and

receiver to the wall is 2cm and the distance between transmitter and receiver antennas

is 2cm as shown in figure 4.6.

The electromagnetic properties of the human material in these scenarios can be seen in

table 4.1. Humans have different electromagnetic properties at different frequencies.

The gprMax software contains a human’s electromagnetic model called AustinMan

[173]. However, AustinMan could not be utilized due to the memory and ram capacity

of the computer used in this thesis. Also, electromagnetic modeling of the human
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Figure 4.2: a) C-Scan image which have 2x2x2 discretization spatial steps b) B-Scan

image which have 2x2x2 discretization spatial steps c) C-Scan image which have

4x4x4 discretization spatial steps d) B-Scan image which have 4x4x4 discretization

spatial steps e) C-Scan image which have 5x5x5 discretization spatial steps f) B-Scan

image which have 5x5x5 discretization spatial steps
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Figure 4.3: a) Time window = 1ns b) Time window = 2ns c)Time window = 4ns

Figure 4.4: a) Representation of time domain of the gaussian waveform b) Represen-

tation of power spectrum of the gaussian waveform
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Figure 4.5: Representation of size and position of the room

Figure 4.6: The distance between antennas and wall, and the distance between trans-

mitter and receiver antennas

85



Table 4.1: Electromagnetic properties of the human material in 108 scenarios

Relative Permittivity Conductivity Relative Permeability Magnetic Loss

8 0.065 1 0

Figure 4.7: Representation of forming of B-Scan and C-Scan datas

head between 0.1 GHz and 5 GHz was performed in the reference[179]. Referring

to these two sources, since the characteristics specified in table 4.1 are closest to

electromagnetic properties of the skull, blood, white matter and fat parts of the human

being, they are chosen as electromagnetic properties of human in these scenarios.

In these scenarios, the transmitter and receiver antennas are moved 59 times along

the y-direction by 1 cm apart to form a B-scan image. That is, a B-Scan data consists

of 59 A-Scan data. Also, in these scenarios, the C-Scan image and 3D data are the

results of combining 26 B-Scan data. To obtain 26 different B-Scan data, the receiver

and transmitter antennas are shifted 3 cm apart from the starting position along the

x-direction. These situation can be seen in figure 4.7.

Electromagnetic properties of the room material, electromagnetic properties of the

object(not human) material, the thickness of the wall, size of human, position of

human, the model of the object (not human), position of the object (not human) are

different points in these scenarios.

As is known, in real life, through the wall imaging and detecting applications are not
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Table 4.2: Electromagnetic properties of different wall types in 108 scenarios

Wall Type 1 2 3 4 5 6

Relative Permittivity 3 4 5 7 9 10

Conductivity 0.01 0.01 0.01 0.01 0.01 0.01

Relative Permeability 1 1 1 1 1 1

Magnetic Loss 0 0 0 0 0 0

applied to one type wall. As mentioned above, the different wall materials are used

in this thesis. In this thesis, 6 different wall materials are used. The wall material

has a uniform structure in itself. The electromagnetic properties of the wall materials

can be seen in table 4.2. As shown in table 4.2, conductivity, relative permeability

and magnetic loss of 6 different materials are the same. In this study, wall materials

without magnetic loss and wall materials which have relatively low conductivity are

selected. Moreover, because the walls used in this type of studies do not have mag-

netic properties, relative permeability is chosen as 1. Here, the relative permittivity

determines the difference of materials. In the references [180], [16], and [181], stud-

ies have been conducted on the relative permittivity of different wall materials at 1.5

GHz center frequency. According to these studies, wall type 1 is plasterboard, wall

type 2 is brick, wall type 3 is concrete, wall type 4 is glass, and wall type 5 and 6 con-

sist of concrete portland cement, sand, small gravel and water in different amounts.

Which wall type is used during the 108 scenarios can be seen from the tables C.1,

C.2, C.3 and C.4 in Appendix C. The effect of the relative permittivity of the wall

can be seen in figure 4.8. For obtaining figure 4.8, scenario 1 is used. For figure 4.8

a and c, the relative permittivity of the wall is 3. For figure 4.8 b and d, the relative

permittivity of the wall is 10. Here, other factors are the same except the relative per-

mittivity of the wall. The images are faint when the relative permittivity of the wall

is higher.

As is known, in real life, through the wall imaging and detecting applications are

not applied to one type object(not human). Objects with different electromagnetic

properties and different models are used in this thesis. In this thesis, 15 different

object materials and 12 different object model are used. The object material has a
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Figure 4.8: a) The image of the energy sum of the top view of the 3-D data created by

combining the B-Scan data, wall relative permittivity=3 b) The image of the energy

sum of the top view of the 3-D data created by combining the B-Scan data, wall

relative permittivity = 10 c) C-Scan image, wall relative permittivity=3 d) C-Scan

image, wall relative permittivity = 10

uniform structure in itself. The electromagnetic properties of the object materials can

be seen in table 4.3. As shown in table 4.3, conductivity, relative permeability, and

magnetic loss of 15 different materials are the same. In this study, object materials

without magnetic loss and object materials which have relatively low conductivity

are selected. Because relative permeability 1 is selected, the object does not have

magnetic properties. In here, the relative permittivity determines the difference of

materials. In the references [180], [16], and [181], studies have been conducted on

the relative permittivity of different materials at 1.5 GHz center frequency. According

to these studies, object type 1 is ceiling board, object type 2 is wood, object type 3

is chipboard, object type 4 is plaster board, object type 5 is floorboard, object type

6 is concrete, object type 7 is concrete, object types 8, 9, 10 are different type glass,

object type 12, 13, 14, and 15 consist of concrete portland cement, sand, small gravel

and water in different amounts. In addition, as mentioned above, 12 different types

of object models are studied in this thesis. These are table, prism, sphere with radius

2 cm, sphere with radius 3 cm, sphere with radius 4 cm, two sphere with radius 2 cm,

two sphere with radius 3 cm, two sphere with radius 4 cm, such as human a which
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Table 4.3: Electromagnetic properties of different objects(not human) in 108 scenar-

ios

Object Type Relative Permittivity Conductivity Relative Permeability Magnetic Loss

1 1.5 0.01 1 0

2 2 0.01 1 0

3 2.5 0.01 1 0

4 3 0.01 1 0

5 3.5 0.01 1 0

6 5 0.01 1 0

7 5.5 0.01 1 0

8 6 0.01 1 0

9 6.5 0.01 1 0

10 7 0.01 1 0

11 7.5 0.01 1 0

12 9 0.01 1 0

13 9.5 0.01 1 0

14 10 0.01 1 0

15 11 0.01 1 0

can be seen in table 4.5, such as human d which can be seen in table 4.5, such as

human, and two cylinder with length 10 cm and radius 1 cm. Which object type and

object model are used during the 108 scenarios can be seen from the tables C.1, C.2,

C.3, C.4, C.5, C.6, C.7, and C.8 in Appendix C. Images of different object models

can be seen in Appendix D. Images of scenario 7 are shown in figure D.1, images

of scenario 25 are shown in figure D.2, images of scenario 37 are shown in figure

D.3, images of scenario 43 are shown in figure D.4, images of scenario 49 are shown

in figure D.5,images of scenario 55 are shown in figure D.6, images of scenario 61

are shown in figure D.7, images of scenario 67 are shown in figure D.8, images of

scenario 73 are shown in figure D.9, images of scenario 79 are shown in figure D.10,

images of scenario 85 are shown in figure D.11, images of scenario 103 are shown in

figure D.12

In this thesis, through the wall imaging and detecting are applied to walls that have

different thickness values. In this thesis, 3 different thickness walls are used through-
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Table 4.4: Different wall thickness in 108 scenarios

Wall Thickness 2mm 4mm 6mm

Table 4.5: Different human size in 108 scenarios

Human Type Head(Sphere) Body(Cylinder)

a Radius with 1cm Radius with 1cm and Length with 10cm

b Radius with 1.5cm Radius with 1.5cm and Length with 10cm

c Radius with 0.9cm Radius with 0.9cm and Length with 10cm

d Radius with 1.1cm Radius with 1.1cm and Length with 10cm

e Radius with 1.3cm Radius with 1.3cm and Length with 10cm

out 108 scenarios. The values of the thickness of walls used throughout 108 scenarios

can be seen in table 4.4. As shown in table 4.4, the values of the thickness of walls

used throughout 108 scenarios are 2mm, 4mm, and 6mm. Which the values of thick-

ness of wall are used during the 108 scenarios can be seen from tables C.1, C.2, C.3,

and C.4 in Appendix C.

In this thesis, as the human model, the combined form of sphere and cylinder is used.

A sphere with a certain radius is used as the human head. Cylinder with a certain

radius and 10 cm in length is used as a human body. As is known, we all have different

physical characteristics as human beings. In this study, this difference is reflected by

using spheres and cylinders of the different radius when modeling human. Different

types of humans can be seen in table 4.5. The cylinder and sphere used in the human

type a have a radius of 1 cm. The cylinder and sphere used in human type b have

a radius of 1.5 cm. The cylinder and sphere used in human type c have a radius of

0.9 cm. The cylinder and sphere used in human type d have a radius of 1.1 cm. The

cylinder and sphere used in human type e have a radius of 1.3 cm. Which type of

human is used during the 108 scenarios can be seen from tables C.1, C.2, C.3, and

C.4 in Appendix C.

Position of human and position of object for 108 scenarios can be seen in Appendix

B.
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4.2 Textural Features / HoG Features SVM Classification for Entropy Based

Segmentation Images and Comparison ROC Curves

For the simulated 108 scenarios mentioned above, the entropy-based segmentation

and between-class variances are applied. However, as is known, objects (not human)

and humans coexist in these 108 scenarios. Object and humans in some scenarios will

not be used in the next steps because objects and humans in some scenarios cannot be

fully segmented by using entropy-based segmentation and between-class variances.

Human could not be fully segmented in scenarios 37, 38, 39, 40, 41, 42, 55, 56, 57,

58, 59, 60, 61, 62, 63, 64, 65, 66, and 88 using entropy-based segmentation. More-

over, object (not human) could not be fully segmented in scenarios 37, 38, 39, 40,

41, 42, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 88, 91, 92, 93, 94, 95, and

96 using entropy-based segmentation. Human could not be fully segmented in sce-

narios 6, 37, 38, 39, 40, 41, 42, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, and 66

using between-class variances segmentation. Moreover, object (not human) could not

be fully segmented in scenarios 19, 20, 21, 22, 37, 38, 39, 40, 41, 42, 55, 56, 57,

58, 59, 60, 61, 62, 63, 64, 65, 66, 88, 91, 92, 93, 94, 95, and 96 using between-

class variances segmentation. As a result of entropy-based segmentation, 89 human

data and 83 object data can be used for the next steps. As a result of between-class

variances segmentation, 89 human data, and 80 object data can be used for the next

steps. As can be seen above, entropy-based segmentation causes less data loss than

between-class variances segmentation. K-means clustering returns the same result

as between-class variances for K = 2 so entropy-based segmentation causes less data

loss than K-means clustering for K=2. Therefore, entropy-based segmentation is used

in this study. For these data, textural features, and HoG features in this study are ex-

tracted. As it is known, textural features include contrast feature, correlation feature,

energy feature, homogeneity feature, inverse difference moment feature, entropy fea-

ture, shade feature, and prominence feature. As mentioned in the above chapter, the

glcm matrix is obtained for 4 different angles, which are 00, 450, 900, and 1350 and

textural features are obtained from these glcm matrices. In addition, a textural feature

vector are obtained from 4 different images, which are the image of the energy sum of

the top view of the 3-D data created by combining the B-Scan data, C-Scan image for

depth 300, C-Scan image for depth 325, and C-Scan image for depth 350, using a hu-
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man or object data. As a result, a textural feature vector contains 128 elements in this

study. Moreover, an HoG feature vector includes data obtained from 4 different im-

ages mentioned above. How many elements an HoG feature vector contains depends

on the parameters used. 9 bins and cells which have 8x8 pixels are used to obtain the

HoG feature vector in this study. As a result, an HoG feature vector contains 1440

elements in this study. In this section, for textural features, and HoG features, the

SVM algorithm is used for classification. Initially, the best kernel match and opti-

mum parameters are calculated for textural, and HoG features; then the performance

metrics of these features are computed by using the pre-determined kernel functions.

Initially, 40 human data are selected for the parameter optimization step as members

of group 1 and another 40 human data are selected for performance evaluation step as

members of group 1. Similarly, 40 object data (not human) are selected for parameter

optimization step as members of group 1 and another 40 object data (not human) are

selected for performance evaluation step as members of group 1 as shown in figure

4.9. Note that, the selected data for the parameter optimization step and performance

evaluation step are different. Then, in this section, by selecting the new data group

called group 2 so that the number of data is the same, it will be examined whether the

selection of different data will affect the results. Moreover, in this section, the number

of selected data will be changed to examine the effect of the selected data number on

the performance evaluation. 30 human data are selected for the parameter optimiza-

tion step and another 30 human data are selected for the performance evaluation step.

Similarly, 30 object data (not human) are selected for the parameter optimization step

and another 30 object data (not human) are selected for the performance evaluation

step as shown in figure 4.10.

The selected data for the parameter optimization step is used to choose the best ker-

nel function with the optimum parameters to achieve the highest performance. In the

parameter optimization step, the same dataset is used for textural features, and HoG

features to make a comparison. Afterwards, the selected data for performance evalu-

ation step is used to evaluate the performance of textural features, and HoG features.

The block diagram of the parameter optimization step and performance evaluation

step can be seen in figure 4.11.

SVM is implemented by using "fitcsvm" command of MATLAB.
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Figure 4.9: Data allocation for parameter optimization and performance evaluation

Figure 4.10: Data allocation for parameter optimization and performance evaluation-

2
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Figure 4.11: Parameter optimization and performance evaluation steps

10-fold cross-validation method is applied to evaluate the performance by using "cross-

val" and "kfoldPredict" commands of MATLAB. Then, performance metrics, which

are accuracy, receiver operating characteristics(ROC) curve and area under curve

(AUC), are found and compared for three different features, which are textural fea-

tures, and HoG features. ROC curve is obtained by using "perfcurve" command of

MATLAB.

4.2.1 Kernel Selection and Parameter Optimization

In this section, as mentioned chapter 3, RBF and polynomial kernel functions are used

in this thesis for SVM classification. Parameters of these kernels can be seen in table

3.1. When applying the parameter optimization step, the standard deviation value,

which is represented by σ, is changed from 0 to 20. When applying the parameter

optimization step, the polynomial degree value, which is represented by d, is changed

from 2 to 5. As is known from chapter 3, RBF kernel function is optimized in one-

dimensional parameter space, which is σ and polynomial kernel function is optimized
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in two-dimensional parameter space, which are σ and d. For all different parameters

of these kernels values, accuracies of SVM are found by using RBF and polynomial

kernel functions. Accuracy value can be defined as seen from equation 4.1.

accuracy =
TP + TN

TP + FN + TN + FP
(4.1)

where TP: True positive(a human is classified correctly - correct detection), TN: True

negative(an object(not human) is classified correctly - correct rejection), FN: False

negative(a human is classified as an object - miss), FP: False positive(an object is

classified as a human - false alarm).

80 feature vector(40 human and 40 object) as member of group 1 are selected for

parameter optimization step. In this study, textural features, and HoG features are ex-

tracted for these 80 data. Parameter optimization is applied to these textural features,

and HoG features in this subsection. 40 human feature vector as member of group 1

for parameter optimization are composed of scenarios 1, 4, 6, 7, 10, 12, 13, 16, 18,

19, 22, 24, 25, 28, 30, 31, 34, 36, 43, 46, 48, 49, 52, 54, 67, 70, 72, 73, 76, 78, 79, 84,

85, 90, 91, 96, 97, 102, 103, and 108. 40 object feature vector as member of group

1 for parameter optimization are composed of scenarios 1, 4, 6, 7, 10, 12, 13, 16, 18,

19, 22, 24, 25, 28, 30, 31, 34, 36, 43, 46, 48, 49, 52, 54, 67, 70, 72, 73, 76, 78, 79, 82,

84, 85, 90, 97, 100, 102, 103, and 108.

Accuracy values of SVM for group 1 textural features by using RBF or Gaussian

kernel function for different parameters can be seen in figure 4.12. According to

figure 4.12., accuracy of SVM for group 1 textural features is maximum if σ is equal

to 2. For this parameter, the accuracy of SVM is 0.75 for textural features.

Accuracy values of SVM for group 1 textural features by using polynomial kernel

function for different parameters can be seen in figure 4.13. According to figure 4.13,

the accuracy of SVM for group 1 textural features is maximum if σ, which is standard

deviation, is equal to 4 and d, which is polynomial degree, is equal to 2. For these

parameters, the accuracy of SVM is 0.85 for textural features.

Accuracy values of SVM for group 1 textural features by using polynomial and RBF

kernel functions for different parameters are calculated. Results of kernel functions
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Figure 4.12: Accuracy values of SVM for group 1 textural features by using RBF

kernel

Figure 4.13: Accuracy values of SVM for group 1 textural features by using polyno-

mial kernel
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Table 4.6: Accuracy of SVM for group 1 textural features by using different kernels

Kernel Optimum Parameters Accuracy

RBF or Gaussian Sigma = 2 0.75

Polynomial Sigma = 4, and degree = 2 0.85

Figure 4.14: Accuracy values of SVM for group 1 HoG features by using RBF kernel

and optimum parameters are given in table 4.6.

Accuracy values of SVM for group 1 HoG features by using RBF or Gaussian kernel

function for different parameters can be seen in figure 4.14. According to figure 4.14.,

accuracy of SVM for group 1 HoG features is maximum if σ is equal to 2. For this

parameter, the accuracy of SVM is 0.86 for HoG features.

Accuracy values of SVM for group 1 HoG features by using polynomial kernel func-

tion for different parameters can be seen in figure 4.15. According to figure 4.15,

the accuracy of SVM for group 1 HoG features is maximum if σ, which is standard

deviation, is equal to 4 and d, which is polynomial degree, is equal to 5. For these

parameters, the accuracy of SVM is 0.91 for HoG features.

Accuracy values of SVM for group 1 HoG features by using polynomial and RBF

kernel functions for different parameters are calculated. Results of kernel functions

97



Figure 4.15: Accuracy values of SVM for group 1 HoG features by using polynomial

kernel

Table 4.7: Accuracy of SVM for group 1 HoG features by using different kernels

Kernel Optimum Parameters Accuracy

RBF or Gaussian Sigma = 2 0.86

Polynomial Sigma = 4, and degree = 5 0.91

and optimum parameters are given in table 4.7.

According to the accuracy values given in tables 4.6, and 4.7, polynomial kernel

functions gives the best accuracy for all feature types. The optimum parameters for

textural features are σ = 4 and degree = 2. The optimum parameters for HoG fea-

tures are σ = 4 and degree = 5. Polynomial kernels with these optimum parameter

values will be used in performance evaluation calculations. However, since the RBF

kernel is bound to a parameter, it is computationally more efficient than polynomial

kernels.

For parameter optimization, let’s select different feature vector groups for human and

object and repeat the above operations. The objective is to determine whether the se-

lected feature vector groups will have an effect on the performance results. 40 human

feature vectors as member of group 2 for parameter optimization are composed of

scenarios 1, 2, 3, 7, 8, 9, 13, 14, 15, 19, 20, 21, 25, 26, 27, 31, 32, 33, 43, 44, 45, 49,
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Figure 4.16: Accuracy values of SVM for group 2 textural features by using RBF

kernel

50, 51, 67, 68, 69, 73, 74, 75, 79, 80, 85, 86, 91, 92, 97, 98, 103, and 104. 40 object

feature vectors as member of group 2 for parameter optimization are composed of

scenarios 1, 2, 3, 7, 8, 9, 13, 14, 15, 19, 20, 21, 25, 26, 27, 31, 32, 33, 43, 44, 45, 49,

50, 51, 67, 68, 69, 73, 74, 75, 79, 80, 81, 85, 86, 87, 97, 98, 103, and 104.

Accuracy values of SVM for group 2 textural features by using RBF or Gaussian

kernel function for different parameters can be seen in figure 4.16. According to

figure 4.16., accuracy of SVM for group 2 textural features is maximum if σ is equal

to 8. For this parameter, the accuracy of SVM is 0.83 for textural features.

Accuracy values of SVM for group 2 textural features by using polynomial kernel

function for different parameters can be seen in figure 4.17. According to figure 4.17,

the accuracy of SVM for group 2 textural features is maximum if σ, which is standard

deviation, is equal to 2 and d, which is polynomial degree, is equal to 2. For these

parameters, the accuracy of SVM is 0.91 for textural features.

Accuracy values of SVM for group 2 textural features by using polynomial and RBF

kernel functions for different parameters are calculated. Results of kernel functions

and optimum parameters are given in table 4.8.
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Figure 4.17: Accuracy values of SVM for group 2 textural features by using polyno-

mial kernel

Table 4.8: Accuracy of SVM for group 2 textural features by using different kernels

Kernel Optimum Parameters Accuracy

RBF or Gaussian Sigma = 8 0.83

Polynomial Sigma = 2, and degree = 2 0.91
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Figure 4.18: Accuracy values of SVM for group 2 HoG features by using RBF kernel

Table 4.9: Accuracy of SVM for group 2 HoG features by using different kernels

Kernel Optimum Parameters Accuracy

RBF or Gaussian Sigma = 2 0.94

Polynomial Sigma = 4, and degree = 4 0.99

Accuracy values of SVM for group 2 HoG features by using RBF or Gaussian kernel

function for different parameters can be seen in figure 4.18. According to figure 4.18.,

accuracy of SVM for group 2 HoG features is maximum if σ is equal to 2. For this

parameter, the accuracy of SVM is 0.94 for HoG features.

Accuracy values of SVM for group 2 HoG features by using polynomial kernel func-

tion for different parameters can be seen in figure 4.19. According to figure 4.19,

the accuracy of SVM for group 2 HoG features is maximum if σ, which is standard

deviation, is equal to 4 and d, which is polynomial degree, is equal to 4. For these

parameters, the accuracy of SVM is 0.99 for HoG features.

Accuracy values of SVM for group 2 HoG features by using polynomial and RBF

kernel functions for different parameters are calculated. Results of kernel functions

and optimum parameters are given in table 4.9.
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Figure 4.19: Accuracy values of SVM for group 2 HoG features by using polynomial

kernel

According to the accuracy values given in tables 4.8, and 4.9, polynomial kernel func-

tions gives the best accuracy for all feature types. The optimum parameters for tex-

tural features are σ = 2 and degree = 2. The optimum parameters for HoG features

are σ = 4 and degree = 4. Polynomial kernels with these optimum parameter values

will be used in performance evaluation calculations. When the difference between

the two groups is examined, polynomial kernel functions with different optimum pa-

rameters give the best accuracy for both groups. However, the accuracy values of

group 2 are higher in the parameter optimization step than group 1. It is not right to

say something without looking at the Performance evaluation step. However, it is a

fact that the selection of the feature vector group is an important factor affecting the

result. In the parameter optimization step, the feature vector group should be selected

to cover all cases as much as possible.

Finally, in this study, 30 human data and 30 object data are chosen for parameter

optimization step and 30 human data and 30 object data are chosen for performance

evaluation step. The objective is to determine whether the number of selected data

will have an effect on the performance evaluation results. 30 human feature vectors

are composed of scenarios 1, 6, 7, 12, 13, 18, 19, 24, 25, 30, 31, 36, 43, 48, 49, 54,

67, 72, 73, 78, 79, 84, 85, 90, 91, 96, 97, 102, 103, and 108. 30 object feature vectors

are composed of scenarios 1, 3, 6, 7, 9, 12, 13, 18, 19, 24, 25, 30, 31, 36, 43, 48, 49,

54, 67, 72, 73, 78, 79, 84, 85, 90, 97, 102, 103, and 108.
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Figure 4.20: Accuracy values of SVM with 30 human and 30 object data for textural

features by using RBF kernel

Accuracy values of SVM for textural features by using RBF or Gaussian kernel func-

tion for different parameters can be seen in figure 4.20. According to figure 4.20.,

accuracy of SVM for textural features is maximum if σ is equal to 6. For this param-

eter, the accuracy of SVM is 0.76 for textural features.

Accuracy values of SVM for textural features by using polynomial kernel function

for different parameters can be seen in figure 4.21. According to figure 4.21, the

accuracy of SVM for textural features is maximum if σ, which is standard deviation,

is equal to 12 and d, which is polynomial degree, is equal to 2. For these parameters,

the accuracy of SVM is 0.78 for textural features.

Accuracy values of SVM for textural features by using polynomial and RBF kernel

functions for different parameters are calculated. Results of kernel functions and

optimum parameters are given in table 4.10.

Accuracy values of SVM for HoG features by using RBF or Gaussian kernel function

for different parameters can be seen in figure 4.22. According to figure 4.22., accuracy

of SVM for HoG features is maximum if σ is equal to 2. For this parameter, the

accuracy of SVM is 0.77 for HoG features.
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Figure 4.21: Accuracy values of SVM with 30 human and 30 object data for textural

features by using polynomial kernel

Table 4.10: Accuracy of SVM with 30 object and 30 human data for textural features

by using different kernels

Kernel Optimum Parameters Accuracy

RBF or Gaussian Sigma = 6 0.76

Polynomial Sigma = 12, and degree = 2 0.78
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Figure 4.22: Accuracy values of SVM with 30 human and 30 object data for HoG

features by using RBF kernel

Table 4.11: Accuracy of SVM with 30 object and 30 human data for HoG features by

using different kernels

Kernel Optimum Parameter Accuracy

RBF or Gaussian Sigma = 2 0.77

Polynomial Sigma = 2, and degree = 2 0.80

Accuracy values of SVM for HoG features by using polynomial kernel function for

different parameters can be seen in figure 4.23. According to figure 4.23, the accuracy

of SVM for HoG features is maximum if σ, which is standard deviation, is equal to 2

and d, which is polynomial degree, is equal to 2. For these parameters, the accuracy

of SVM is 0.80 for HoG features.

Accuracy values of SVM for HoG features by using polynomial and RBF kernel

functions for different parameters are calculated. Results of kernel functions and

optimum parameters are given in table 4.11.

According to the accuracy values given in tables 4.10, and 4.11, polynomial kernel

functions gives the best accuracy for all feature types. The optimum parameters for

textural features are σ = 12 and degree = 2. The optimum parameters for HoG
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Figure 4.23: Accuracy values of SVM with 30 human and 30 object data for HoG

features by using polynomial kernel

features are σ = 2 and degree = 2. Polynomial kernels with these optimum param-

eter values will be used in performance evaluation calculations. As shown in tables

4.8, 4.9, 4.10, and 4.11, accuracy values decrease as the number of data selected for

parameter optimization decreases. However, the polynomial kernel give also the best

accuracy, albeit with different optimum parameters.

4.2.2 Performance Evaluation

Firstly, in this subsection, the textural features, and HoG features of 40 human and

40 object data which are belonging to group 1 selected for the performance evalua-

tion step are classified by SVM with polynomial kernel and the optimum parameters

found in parameter optimization step. Then, the textural features, and HoG features of

40 human and 40 object data which are belonging to group 2 selected for the perfor-

mance evaluation step are classified by SVM with polynomial kernel and the optimum

parameters found in parameter optimization step. Finally, the textural features, and

HoG features of 30 human and 30 object data selected for the performance evaluation

step are classified by SVM with polynomial kernel and the optimum parameters found

in parameter optimization step. After, 10-fold cross-validation method is applied to

all classifications for obtaining the performance of textural, and HoG features. For

performance evaluation, accuracy, receiver operating characteristics(ROC), and area
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Table 4.12: Type of feature vectors, kernel and optimum parameters for all different

datasets

Dataset Type of feature vectors Kernel Optimum parameters

40 human and 40 object data Textural Polynomial Sigma = 4, d = 2

40 human and 40 object data HoG Polynomial Sigma = 4, d = 5

40 human and 40 object data group 2 Textural Polynomial Sigma = 2, d = 2

40 human and 40 object data group 2 HoG Polynomial Sigma = 4, d = 4

30 human and 30 object data Textural Polynomial Sigma = 12, d = 2

30 human and 30 object data HoG Polynomial Sigma = 2, d = 2

Table 4.13: Confusion matrices and accuracy values of SVM for group 1 textural,

and HoG features by using polynomial kernel and optimum parameters

Textural Features HoG Features

Confusion Matrix
TP 33 FP 3

FN 7 TN 37

TP 39 FP 3

FN 1 TN 37

Accuracy 0.88 0.95

under curve(AUC), and the confusion matrices are calculated. The type of the kernel

function and the values of optimum parameters to be used for SVM classification of

the selected dataset are given in the table 4.12.

40 human feature vector as member of group 1 for performance evaluation are com-

posed of scenarios 2, 3, 5, 8, 9, 11, 14, 15, 17, 20, 21, 23, 26, 27, 29, 32, 33, 35, 44,

45, 47, 50, 51, 53, 68, 69, 71, 74, 75, 77, 80, 83, 86, 89, 92, 95, 98, 101, 104, and

107. 40 object feature vector as member of group 1 for performance evaluation are

composed of scenarios 2, 3, 5, 8, 9, 11, 14, 15, 17, 20, 21, 23, 26, 27, 29, 32, 33, 35,

44, 45, 47, 50, 51, 53, 68, 69, 71, 74, 75, 77, 80, 81, 83, 86, 89, 98, 99, 101, 104, and

107. Confusion matrices and the accuracy values for group 1 are given in table 4.13.

ROC curves of group 1 textural, and HoG features can be seen in figure 4.24.

The AUC value of textural features of group 1 is 0.9769. The AUC value of HoG

features of group 1 is 0.9969. According to accuracy values, ROC curves and the

areas under these curves (AUC values), HoG features for group 1 in this study has
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Figure 4.24: ROC curves of the textural features/ HoG features of group 1
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Table 4.14: Confusion matrices and accuracy values of SVM for group 2 textural,

and HoG features by using polynomial kernel and optimum parameters

Textural Features HoG Features

Confusion Matrix
TP 35 FP 5

FN 5 TN 35

TP 38 FP 4

FN 2 TN 36

Accuracy 0.88 0.93

higher discrimination performance than textural features.

40 human feature vectors as member of group 2 for performance evaluation are com-

posed of scenarios 4, 5, 6, 10, 11, 12, 16, 17, 18, 22, 23, 24, 28, 29, 30, 34, 35, 36,

46, 47, 48, 52, 53, 54, 70, 71, 72, 76, 77, 78, 82, 83, 89, 90, 94, 95, 100, 101, 106,

107. 40 object feature vectors as member of group 2 for performance evaluation are

composed of scenarios 4, 5, 6, 10, 11, 12, 16, 17, 18, 22, 23, 24, 28, 29, 30, 34, 35,

36, 46, 47, 48, 50, 51, 52, 70, 71, 72, 76, 77, 78, 82, 83, 84, 89, 90, 91 100, 101, 106,

and 107. Confusion matrices and the accuracy values for group 2 are given in table

4.14.

ROC curves of group 2 textural, and HoG features can be seen in figure 4.25.

The AUC value of textural features of group 2 is 0.9388. The AUC value of HoG

features of group 2 is 0.94. According to accuracy values, ROC curves and the areas

under these curves (AUC values), HoG features for group 2 in this study has higher

discrimination performance than textural features. As a result, HoG features for both

group 1 and group 2 has higher discrimination performance than other features. In

addition, although the polynomial kernel is used with different optimum parameter

values in both groups, the results for HoG features and textural features are satisfac-

tory. For the performance evaluation step, HoG features of group 1 give better results

than HoG features of group 2. The choice of data groups to be used in parameter

optimization and performance evaluation steps is important for the results.

30 human feature vectors for performance evaluation are composed of scenarios 2, 5,

8, 11, 14, 17, 20, 23, 26, 29, 32, 35, 44, 47, 50, 53, 68, 71, 74, 77, 80, 83, 86, 89, 92,

95, 98, 101, 104, and 107. 30 object feature vectors are composed of scenarios 2, 4,
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Figure 4.25: ROC curves of the textural features/ HoG features of group 2
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Table 4.15: Confusion matrices and accuracy values of SVM for textural, and HoG

features of 30 human and 30 object data by using polynomial kernel and optimum

parameters

Textural Features HoG Features

Confusion Matrix
TP 27 FP 10

FN 3 TN 20

TP 25 FP 3

FN 5 TN 27

Accuracy 0.78 0.87

5, 8, 10, 11, 14, 17, 20, 23, 26, 29, 32, 35, 44, 47, 50, 53, 68, 71, 74, 77, 80, 83, 86,

89, 98, 101, 104, and 107. Confusion matrices and the accuracy values for 30 object

and 30 human data are given in table 4.15.

ROC curves of textural, and HoG features of 30 human and 30 object data can be

seen in figure 4.26.

AUC value of textural features of 30 object and 30 human data is 0.8733. AUC value

of HoG features of 30 object and 30 human data is 0.93. According to accuracy

values, ROC curves and the areas under these curves (AUC values), HoG features

for 30 object and 30 human data in this study has higher discrimination performance

than textural features. As shown in the above studies, when the number of data used

decreases, classification performance decreases.

4.2.3 Comparison of Accuracy of Textural Features

In subsection 4.2.2, performance of the textural features is given. As is known, in

this study, textural features contain contrast, correlation, energy, homogeneity, in-

verse difference moment, entropy, shade, and prominence features. In this subsection,

the accuracy values of contrast, correlation, energy, homogeneity, inverse difference

moment, entropy, shade, and prominence features are computed separately and the

success of each individual feature is clarified.

As is known, during this study, 108 human and 108 object data are simulated. By

using the entropy-based segmentation technique, 89 human and 83 object data are
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Figure 4.26: ROC curves of the textural features/ HoG features of 30 object and 30

human data
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obtained. As mentioned in subsections 4.2.1, and 4.2.2, simulated data is divided into

two different sets. 40 human data and 40 object data are chosen for parameter opti-

mization. 40 human data and 40 object data are chosen for performance optimization.

In this subsection, the dataset of performance evaluation of group 2 is used. 40 object

and 40 human data are classified by SVM with the polynomial kernel and optimum

parameters for the textural features and its elements.

In subsection 4.2.2, the accuracy of the textural features of group 2 for the data set of

performance evaluation step is 0.88. For the same data set, accuracy of the contrast

feature is 0.79, accuracy of the correlation feature is 0.83, accuracy of the energy

feature is 0.51, accuracy of the homogeneity feature is 0.64, accuracy of the inverse

difference moment feature is 0.60, accuracy of the entropy feature is 0.55, accuracy

of the shade feature is 0.65, accuracy of the prominence feature is 0.65. As can be

seen from the accuracy values given above, contrast and correlation features give the

most satisfactory results. Therefore, contrast and correlation features give around

0.85 accuracy together. Moreover, contrast, correlation, energy, and homogeneity

features give around 0.86 accuracy together.

4.3 Comparison of This Study and Reference Paper

Before starting these studies, paper [92] is taken as a reference and is examined in

detail. In paper [92], textural feature-based target detection is applied in through-the-

wall radar imagery. In this thesis, the textural feature-based target detection is also

examined. However, there are several differences between this thesis and reference

paper [92]. First of all, in this thesis, the GPR system is used to obtain simulations.

Hertzian dipoles are used as receiver and transmitter antennas of the GPR system.

The transmitter antenna transmits the gaussiandot pulse at 1.5GHz to capture images.

In reference to paper [92], the UWB MIMO radar system developed by DRDC is

used to obtain real images. The MIMO radar contains two transmit antennas and an

eight-element receive array. Compact Y-shaped printed bowtie antennas which have

approximately 600 beamwidth in elevation and 1500 beamwidth in azimuth are used

as receiver and transmitter antennas of UWB MIMO radar system. The transmitter

antennas transmit a frequency-modulated continuous-wave(FMCW) signal covering
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the 0.8 to 2.7 GHz frequency band to capture images. When the antennas and radar

systems used are examined, the images obtained in paper [92] are of higher quality

than images obtained in this thesis. Furthermore, the images obtained in paper [92]

are real data, while the images obtained in this thesis are the result of the simulation.

Secondly, in this thesis, 40 human and 40 object data are used as the training dataset.

40 human and 40 object data are used as test dataset. In the reference paper, 20

human and 20 clutter data are used as the training dataset. However, the number of

humans and the clutter of the test dataset is not specified. As a result, the number

of data used in the referenced paper is smaller than the number of data used in this

thesis. As it is known, the higher the number of data, the more realistic results will be

obtained. Moreover, as can be seen from the reference paper, the results were tried to

be obtained in a scenario. The location of the people, wall thickness, wall type, etc.

have not been changed. This compromises the reliability of the results.

Finally, in both studies, entropy-based segmentation is used in the segmentation stage

and feature vectors are extracted from images by using GLCM. In reference to the

paper, feature vectors contain contrast, correlation, energy, and homogeneity features

and consist of 16 elements. In this thesis, feature vectors contain contrast, correlation,

energy, homogeneity, inverse difference moment, entropy, shade and prominence fea-

tures and consist of 128 elements. As is known from subsection 4.2.3, If the feature

type in the feature vector is increased, the accuracy value increases. In the reference

paper, Mahalanobis distance metrics are used for the classification step, while SVM

is used for the classification step in this thesis. Furthermore, there is little information

about performance evaluation in the reference paper.
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CHAPTER 5

CONCLUSION

This study proposes an algorithm to detect and classify humans in through-the-wall

imaging. After simulating 108 scenarios, including human and object, entropy-based

segmentation and between-class variances segmentation are applied to the obtained

images of the energy sum of the top view of the 3-D data created by combining the

B-Scan data. Since data loss is less in entropy-based segmentation, entropy-based

segmentation is used in the segmentation stage of this study. Image of the energy sum

of the top view of the 3-D data created by combining the B-Scan data, C-Scan im-

age for depth 300, C-Scan image for depth 325, and C-Scan image for depth 350 are

masked with masks obtained as a result of entropy-based segmentation. Next, textu-

ral feature vectors, and HoG feature vectors are obtained from these images. Finally,

these feature vectors are classified by SVM. Results show that the HoG features in

this study increase discrimination performance when compared to textural. HoG fea-

tures provide satisfactory results as it provides information on how and to what extent

changes in the object or human occur. Moreover, since textural properties are dis-

tinctive in humans and objects, satisfactory results are obtained from textural features

and it is found to be suitable for this study.

In this study, as the number of data used for classification increases, accuracy has

been observed to increase. To obtain more realistic results, the number of data used

should be higher. Moreover, the importance of the dataset chosen for training and test

is also shown in this study. For the results to be realistic, the selected dataset must be

inclusive of the scenarios created.

In the future, this study should be tested on real human and object data set. Also, more

realistic results as seen in E.1 should be obtained by using more simulation data.
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Moreover, different algorithms can be used in the classification, feature extraction,

and segmentation stages.
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APPENDIX A

GPRMAX INPUT FILE SAMPLE

A sample of gprMax input file can be seen in figure A.1. In this input file, title of

model, size of model, the values of the discretization spatial steps of model, time

window of model, number of threads used, electromagnetic properties of the room

material, electromagnetic properties of the object(not human) material, electromag-

netic properties of the human material, model of room, thickness of wall, model of

human, position of human, model of object(not human), position of object(not hu-

man), gaussiandot waveform which has 1.5 GHz center frequency and 10 Amps am-

plitude, Hertzian dipole Tx start position, Hertzian dipole Rx start position, Tx step

size, Rx step size are defined.

As seen from figure A.1, size of simulation model is 80x60x15 cm3. The first, second

and third values represent the size of the model in the x, y, and z directions, respec-

tively. The values of the discretization spatial steps in this model are 2x2x2 mm3.

The first, second and third values represent ∆x, ∆y, and ∆z, respectively. The time

window of the model is 4ns, the number of threads used, which is an important fac-

tor for the speed of simulation and is related to the computer’s processor, is 8. The

relative permittivity, the conductivity, the relative permeability, and the magnetic loss

of wall material in this simulation model are, respectively, 3, 0.01, 1, 0, the relative

permittivity, the conductivity, the relative permeability, and the magnetic loss of the

object (not human) material in this simulation model are, respectively, 5, 0.01, 1, 0,

the relative permittivity, the conductivity, the relative permeability, and the magnetic

loss of the human material in this simulation model are, respectively, 8, 0.065, 1, 0.

The wall thickness is 2 mm in this model. A cylinder with a radius of 1 cm and a

length of 10 cm is used as a human body. A sphere with a radius of 1cm is used as
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Figure A.1: Sample of gprMax input file

Figure A.2: a) External view of the model b) Inside view of the model

a human head. A table is designed as a non-human object in this simulation model.

Gaussiandot waveform which has 1.5 GHz center frequency and 10 Amps amplitude

is used as a waveform. Hertzian dipoles are used as transmitter and the receiver an-

tennas. The transmitter and receiver are moved 59 times along the y-axis at a 1 cm

interval to create a B-Scan image. The input file shown in the figure A.1 creates the

models shown in the figure A.2.

There are some points to consider when creating models in gprMax. In the FDTD ap-

proach, Maxwell’s equations are solved by discretizing both space and time continua.

The discretization spatial ∆x, ∆y, and ∆z and temporal ∆t steps play important

role in gprMax simulations because the smaller the values of discretization steps, the

closer the model to real representation. However, due to the memory, the processing

capacity of the computer used and time, there is a limitation in choosing how small

the values of discretization steps will be. The designer must know these limitations

and make the selection accordingly. Moreover, the values of the discretization spatial
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and temporal steps are assigned dependently to provide stability condition[173]. The

stability condition can be defined as[173]

∆t ≤ 1

c
√

1
(∆x)2

+ 1
(∆y)2

+ 1
(∆z)2

(A.1)

where c is the speed of light. As a result, the value of the discretization temporal step

is bounded by the values of the discretization spatial steps[173]. As in this input file

sample, if the value of the discretization temporal step is not specified in the gprMax

input file, ∆t is determined at the exact boundary according to the equation A.1 by

the gprMax software. That is, in this sample, ∆t is nearly equal to 3.85e−12 second.

As can be seen in the equation A.1, if ∆x, ∆y, ∆z have small values, ∆t has a small

value. As a result, it will be necessary to increase the number of iterations to reach

the specified time window, as will be seen in the equation A.2.

Furthermore, the iteration number is an important factor that determines the speed

of simulation and the size of the A-Scan and B-Scan data. Iteration number can be

defined as

IterationNumber =
t

∆t
(A.2)

where t represents the time window of the model, and ∆t represents the value of the

discretization temporal step. In this sample, the iteration number is nearly equal to

1040. As shown in the equation A.2, if the specified time window value increases, the

iteration number value increases. Therefore, the time taken to complete the simulation

will increase.

Moreover, the number of cells in a gprMax model is another important factor that

determines the speed of simulation and spatial resolution. The number of cells in a

gprMax model can be defined as

NumberOfCells =
x.y.z

∆x.∆y.∆z
(A.3)

where x.y.z represents the size of the model and ∆x.∆y.∆z represents the size of the
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cell. In this sample, the number of cells is equal to 9e6. Also, it is important how many

cells the objects created in the gprMax model consist of in terms of resolution[173].

For example, a cylinder or a sphere with a radius equal to one or two spatial steps

does not look like a cylinder or a sphere[173].

Moreover, in gprMax simulation model, the values of the discretization spatial steps

should satisfy condition as seen in equation A.4 to prevent dispersion.

∆x, ∆y or ∆z ≤ λ

10
(A.4)

where λ represents wavelength. In this sample, the wavelength of the gaussiandot

waveform at 1.5GHz is 0.2 m so condition at equation A.4 is satisfied. Moreover,

PML and ABC are other important issues for the gprMax model. To learn PML and

ABC, reference [173] should be examined in detail.
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APPENDIX B

SIMULATION MODELS OF ALL 108 SCENARIOS

139



Figure B.1: a) Simulation models of scenarios 1-6 b) Simulation models of scenarios

7-12

Figure B.2: a) Simulation models of scenarios 13-18 b) Simulation models of scenar-

ios 19-24

Figure B.3: a) Simulation models of scenarios 25-30 b) Simulation models of scenar-

ios 31-36
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Figure B.4: a) Simulation models of scenarios 37-42 b) Simulation models of scenar-

ios 43-48

Figure B.5: a) Simulation models of scenarios 49-54 b) Simulation models of scenar-

ios 55-60

Figure B.6: a) Simulation models of scenarios 61-66 b) Simulation models of scenar-

ios 67-72
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Figure B.7: a) Simulation models of scenarios 73-78 b) Simulation models of scenar-

ios 79-84

Figure B.8: a) Simulation models of scenarios 85-90 b) Simulation models of scenar-

ios 91-96

Figure B.9: a) Simulation models of scenarios 97-102 b) Simulation models of sce-

narios 103-108
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APPENDIX C

WALL PERMITTIVITY, OBJECT PERMITTIVITY, WALL THICKNESS,

HUMAN TYPE, OBJECT TYPE, OBJECT DEPTH, AND HUMAN DEPTH

OF ALL 108 SCENARIOS
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Table C.1: Wall permittivity, object permittivity, wall thickness and human type of

scenarios between 1 and 27

Scenarios Wall Permittivity Object Permittivity Wall Thickness(mm) Human Type

1 3 5 2 a

2 3 5 4 a

3 3 5 6 a

4 10 5 2 a

5 10 5 4 a

6 10 5 6 a

7 3 7 2 a

8 3 7 4 a

9 3 7 6 a

10 10 7 2 a

11 10 7 4 a

12 10 7 6 a

13 3 11 2 a

14 3 11 4 a

15 3 11 6 a

16 10 11 2 a

17 10 11 4 a

18 10 11 6 a

19 3 2 2 b

20 3 2 4 b

21 3 2 6 b

22 10 2 2 b

23 10 2 4 b

24 10 2 6 b

25 3 6 2 b

26 3 6 4 b

27 3 6 6 b
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Table C.2: Wall permittivity, object permttivity, wall thickness and human type of

scenarios between 28 and 54

Scenarios Wall Permittivity Object Permittivity Wall Thickness Human Type

28 10 6 2 b

29 10 6 4 b

30 10 6 6 b

31 3 9 2 b

32 3 9 4 b

33 3 9 6 b

34 10 9 2 b

35 10 9 4 b

36 10 9 6 b

37 4 3 2 c

38 4 3 4 c

39 4 3 6 c

40 9 3 2 c

41 9 3 4 c

42 9 3 6 c

43 4 6 2 c

44 4 6 4 c

45 4 6 6 c

46 9 6 2 c

47 9 6 4 c

48 9 6 6 c

49 4 10 2 c

50 4 10 4 c

51 4 10 6 c

52 9 10 2 c

53 9 10 4 c

54 9 10 6 c
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Table C.3: Wall permittivity, object permittivity, wall thickness and human type of

scenarios between 55 and 81

Scenarios Wall Permittivity Object Permittivity Wall Thickness Human Type

55 4 2.5 2 d

56 4 2.5 4 d

57 4 2.5 6 d

58 9 2.5 2 d

59 9 2.5 4 d

60 9 2.5 6 d

61 4 5.5 2 d

62 4 5.5 4 d

63 4 5.5 6 d

64 9 5.5 2 d

65 9 5.5 4 d

66 9 5.5 6 d

67 4 7.5 2 d

68 4 7.5 4 d

69 4 7.5 6 d

70 9 7.5 2 d

71 9 7.5 4 d

72 9 7.5 6 d

73 5 3.5 2 e

74 5 3.5 4 e

75 5 3.5 6 e

76 7 3.5 2 e

77 7 3.5 4 e

78 7 3.5 6 e

79 5 6.5 2 e

80 5 6.5 4 e

81 5 6.5 6 e
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Table C.4: Wall permittivity, object permittivity, wall thickness and human type of

scenarios between 82 and 108

Scenarios Wall Permittivity Object Permittivity Wall Thickness Human Type

82 7 6.5 2 e

83 7 6.5 4 e

84 7 6.5 6 e

85 5 9.5 2 e

86 5 9.5 4 e

87 5 9.5 6 e

88 7 9.5 2 e

89 7 9.5 4 e

90 7 9.5 6 e

91 5 1.5 2 a

92 5 1.5 4 a

93 5 1.5 6 a

94 7 1.5 2 a

95 7 1.5 4 a

96 7 1.5 6 a

97 5 2.5 2 a

98 5 2.5 4 a

99 5 2.5 6 a

100 7 2.5 2 a

101 7 2.5 4 a

102 7 2.5 6 a

103 5 3.5 2 a

104 5 3.5 4 a

105 5 3.5 6 a

106 7 3.5 2 a

107 7 3.5 4 a

108 7 3.5 6 a
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Table C.5: Object type, object depth, and human depth of scenarios between 1 and

27

Scenarios Object Type Object Depth(cm) Human Depth(cm)

1 Table 3 4

2 Table 3 4

3 Table 3 4

4 Table 3 4

5 Table 3 4

6 Table 3 4

7 Table 3 4

8 Table 3 4

9 Table 3 4

10 Table 3 4

11 Table 3 4

12 Table 3 4

13 Table 3 4

14 Table 3 4

15 Table 3 4

16 Table 3 4

17 Table 3 4

18 Table 3 4

19 Prism 2 3.5

20 Prism 2 3.5

21 Prism 2 3.5

22 Prism 2 3.5

23 Prism 2 3.5

24 Prism 2 3.5

25 Prism 2 3.5

26 Prism 2 3.5

27 Prism 2 3.5
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Table C.6: Object type, object depth, and human depth of scenarios between 28 and

54

Scenarios Object Type Object Depth(cm) Human Depth(cm)

28 Prism 2 3.5

29 Prism 2 3.5

30 Prism 2 3.5

31 Prism 2 3.5

32 Prism 2 3.5

33 Prism 2 3.5

34 Prism 2 3.5

35 Prism 2 3.5

36 Prism 2 3.5

37 Sphere(r=2cm) 3 4.1

38 Sphere(r=2cm) 3 4.1

39 Sphere(r=2cm) 3 4.1

40 Sphere(r=2cm) 3 4.1

41 Sphere(r=2cm) 3 4.1

42 Sphere(r=2cm) 3 4.1

43 Sphere(r=3cm) 2 4.1

44 Sphere(r=3cm) 2 4.1

45 Sphere(r=3cm) 2 4.1

46 Sphere(r=3cm) 2 4.1

47 Sphere(r=3cm) 2 4.1

48 Sphere(r=3cm) 2 4.1

49 Sphere(r=4cm) 1 4.1

50 Sphere(r=4cm) 1 4.1

51 Sphere(r=4cm) 1 4.1

52 Sphere(r=4cm) 1 4.1

53 Sphere(r=4cm) 1 4.1

54 Sphere(r=4cm) 1 4.1
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Table C.7: Object type, object depth, and human depth of scenarios between 55 and

81

Scenarios Object Type Object Depth(cm) Human Depth(cm)

55 Two Sphere(r=2cm) 3 3.9

56 Two Sphere(r=2cm) 3 3.9

57 Two Sphere(r=2cm) 3 3.9

58 Two Sphere(r=2cm) 3 3.9

59 Two Sphere(r=2cm) 3 3.9

60 Two Sphere(r=2cm) 3 3.9

61 Two Sphere(r=3cm) 2 3.9

62 Two Sphere(r=3cm) 2 3.9

63 Two Sphere(r=3cm) 2 3.9

64 Two Sphere(r=3cm) 2 3.9

65 Two Sphere(r=3cm) 2 3.9

66 Two Sphere(r=3cm) 2 3.9

67 Two Sphere(r=4cm) 1 3.9

68 Two Sphere(r=4cm) 1 3.9

69 Two Sphere(r=4cm) 1 3.9

70 Two Sphere(r=4cm) 1 3.9

71 Two Sphere(r=4cm) 1 3.9

72 Two Sphere(r=4cm) 1 3.9

73 Such as human a 4 3.7

74 Such as human a 4 3.7

75 Such as human a 4 3.7

76 Such as human a 4 3.7

77 Such as human a 4 3.7

78 Such as human a 4 3.7

79 Such as human d 3.9 3.7

80 Such as human d 3.9 3.7

81 Such as human d 3.9 3.7
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Table C.8: Object type, object depth, and human depth of scenarios between 82 and

108

Scenarios Object Type Object Depth(cm) Human Depth(cm)

82 Such as human d 3.9 3.7

83 Such as human d 3.9 3.7

84 Such as human d 3.9 3.7

85 Such as human 3.8 3.7

86 Such as human 3.8 3.7

87 Such as human 3.8 3.7

88 Such as human 3.8 3.7

89 Such as human 3.8 3.7

90 Such as human 3.8 3.7

91 Two Cylinder(r = 1, l=10) 4 4

92 Two Cylinder(r = 1, l=10) 4 4

93 Two Cylinder(r = 1, l=10) 4 4

94 Two Cylinder(r = 1, l=10) 4 4

95 Two Cylinder(r = 1, l=10) 4 4

96 Two Cylinder(r = 1, l=10) 4 4

97 Two Cylinder(r = 1, l=10) 4 4

98 Two Cylinder(r = 1, l=10) 4 4

99 Two Cylinder(r = 1, l=10) 4 4

100 Two Cylinder(r = 1, l=10) 4 4

101 Two Cylinder(r = 1, l=10) 4 4

102 Two Cylinder(r = 1, l=10) 4 4

103 Two Cylinder(r = 1, l=10) 4 4

104 Two Cylinder(r = 1, l=10) 4 4

105 Two Cylinder(r = 1, l=10) 4 4

106 Two Cylinder(r = 1, l=10) 4 4

107 Two Cylinder(r = 1, l=10) 4 4

108 Two Cylinder(r = 1, l=10) 4 4
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APPENDIX D

IMAGES OF DIFFERENT OBJECTS
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Figure D.1: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

Figure D.2: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300
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Figure D.3: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

Figure D.4: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300
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Figure D.5: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

Figure D.6: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300
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Figure D.7: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

Figure D.8: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300
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Figure D.9: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

Figure D.10: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

158



Figure D.11: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300

Figure D.12: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b)C-Scan image at depth= 300
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APPENDIX E

SIMULATION RESULT FOR 6 CM WALL
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Figure E.1: a) The image of the energy sum of the top view of the 3-D data created

by combining the B-Scan data b) C-Scan image at depth= 300 c) C-Scan image at

depth= 450 d) C-Scan image at depth= 600
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