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ABSTRACT 

 

INVESTIGATION OF DYNAMIC WAKE THEORY WITH RUN -TIME 

VARYING NUMBER OF DYNAMIC INFLOW STATES  

 

Karakaya, Ali  

Master of Science, Aerospace Engineering 

Supervisor: Assoc. Prof. Dr. Ķlkay Yavrucuk 

 

November 2019, 125 pages 

 

The effect of number of inflow states to inflow distribution is investigated when 

dynamic wake inflow is used to represent the rotor inflow. A simulation is set-up to 

be able to change the number of inflow states in run-time. The number of inflow states 

are changed with respect to advance ratio and the controls to the rotor. In this thesis, 

a new method to compute inflow distribution is proposed. The number of inflow states 

are decreased during run-time to reduce computation time when the higher state inflow 

models are not required. When conditions on the rotor requires higher state inflow 

models, the number of inflow states are increased to calculate inflow distribution.  

 

Keywords: Helicopter, Rotor, Inflow, Peters ï He, Rotor Simulation, Dynamic Wake 

Theory  
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ÖZ 

 

DĶNAMĶK KUYRUKLU Ķ¢ AKIķ TEORĶSĶNĶN DURUM DEĴĶķKENLERĶ 

SAYISININ GERÇEK -ZAMANLI OLARAK DEĴĶķTĶRĶLEREK 

ĶNCELENMESĶ 

 

Karakaya, Ali  

Yüksek Lisans, Havacēlēk ve Uzay M¿hendisliĵi 

Tez Danēĸmanē: Doç. Dr. Ķlkay Yavrucuk 

 

Kasēm 2019, 125 sayfa 

 

Helikopter rotorlarēnēn i akēĸlarēnēn modellenmesi iin dinamik kuyruklu iç-akēĸ 

teorisi kullanilmasi durumda, dinamik iç-akēĸ durum deĵiĸkenlerinin sayēsēnēn i-akēĸ 

daĵēlēmēna etkisi incelenmektedir. Ķ-akēĸ deĵiĸkenlerinin koĸu-zamanēnda 

deĵiĸtirelebileceĵi bir sim¿lasyon ortamē hazērlanmēĸtēr. Durum deĵiĸkenlerinin sayēsē 

helikopterin hēzēna ve rotora verilen kontrollere gºre deĵiĸtirilmiĸtir. Bu tezde, iç-akēĸ 

daĵēlēmēnēn hesaplanmasē iin yeni bir method ºnerilmektedir. Y¿ksek durum 

deĵiĸkeni kullanan i akēĸ modellerine ihtiya duyulmadēĵē zamanlarda, durum 

deĵiĸkeni sayēsēnēn d¿ĸ¿r¿lerek iĸlem s¿resinin kēsaltēlmasē saĵlanmēĸtēr. Uuĸ 

koĸullarē y¿ksek durum deĵiĸkenli inflow modeli kullanēlmasēnē gerektirdiĵi 

durumlarda ise durum deĵiĸkeni sayēsē artērēlarak i-akēĸ daĵēlēmēnēn hesaplanmasē 

saĵlanmēĸtēr.  

 

Anahtar Kelimeler: Helikopter, Rotor, Ķ-Akēĸ, Peters ï He, Dinamik iç-akēĸ kuyruk 

teorisi  
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CHAPTER 1  

 

1. INTRODUCTION  

 

1.1. Introduction  

Mathematical modeling of physical systems come to play a significant role in design 

and development of electro-mechanical systems. Especially in aerospace applications, 

due to its expensive development and operational costs, engineers mostly rely on 

computer simulations to drive their overall designs and control systems. In addition, 

these simulations are used extensively used to train operators of these aerospace 

platforms. 

In rotorcraft applications, the main contributor to system behavior is its rotor. Thus, 

engineers are researching more reliable, more accurate models to represent rotor 

dynamics realistically. Modeling of a rotor is mainly centered around the flapping of 

the rotor blades and the inflow motion through the rotor disc. The differential 

equations representing these dynamics do not have explicit solutions and they are 

required to be solved simultaneously. However, for such solutions there are two 

options besides the dynamic wake inflow model.[6][7] First one is the quasi-steady, 

two-dimensional momentum theory which results in static inflow with crude 

approximation, and the second one is the highly sophisticated computation intensive 

three-dimensional vortex theory. The latter includes a full aerodynamic analysis of the 

flow in and around the rotor and capable of predicting fuselage interactions. Therefore, 

it is impractical for real-time applications. In the middle ground, there is the dynamic 

inflow theory of Peters ï He. It is basically a theory of an unsteady aerodynamics over 

the actuator disc exited by the rotor lift. The number of the states which used to 

represent Peters ï He inflow is dictated by the engineer with respect to the application 

type. 
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1.2. Literature Review 

The behavior of a generic helicopter mainly depends on the behavior of its main rotor.  

This led scientist and engineers to develop sophisticated models for blade motion 

during its operation.  However, the mathematical rotor models of the past were lacking 

the comparable level of detail in its aerodynamic counterpart. In the core of rotor 

aerodynamic lies the induced inflow at the rotor and its proximity.[7] In the past, most 

models used the uniform inflow approach to reduce the computational intensity to stay 

relevant in the real-time simulations. However, the exponential growth of the 

computational capabilities of the last decades enabled more detailed and complex 

inflow representations to be implemented for real-time environments. 

The methods of representing the induced inflow are categorized like the following 

figure. 

 

Figure 1.1. Methods of Inflow Modeling 
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In the early days of inflow modelling, the uniform inflow was the only options.  In 

hovering conditions, the performance of the uniform inflow is relatively good due to 

the symmetrical conditions on the rotor. [12] In the forward flight conditions, this 

inflow becomes highly asymmetrical due to the relative velocities experienced by the 

blade along the radius. In order to better represent the inflow, in 1926 Glauert[13] 

suggested a longitudinal variation using the following formula: 

 ὺ ὺ ρ  ὶӶ Ὧ ÃÏÓ   

 
(1.1) 

Where the ὺ is the uniform inflow, ὶӶ is the non-dimensional distance from root to 

blade location, Ὧ is the variation coefficient in the longitudinal axis and  is the 

azimuthal location on the rotor. 

 This formula is merely a geometrical remapping of the uniform inflow on the rotor 

disc meaning that the overall integration of the non-uniform inflow is same as that of 

the uniform inflow. This formula is the root of the non-uniform, static inflow. After 

this formulation, a great effort is made determine the value of the Ὧ value. In 1934 

Wheatley [45] suggested that using Ὧ πȢυ results better correlation with the 

experimental data. Wheatley also stated that without an accurate inflow distribution 

model, the motion of the model cannot be determined. Then, in his paper Coleman et. 

al. [8] a cylindrical rotor wake and linked the Ὧ value with the skew angle of the rotor 

wake. They proposed a longitudinal variation Ὧ ÔÁÎ  Figure 2.2. However, 

Brotherhood [5] investigated the flight tests and showed that the value for Ὧ was in 

the range from 1.3 to 1.6 for advance ratios 0.14 to 0.19. This study showed that 

Coleman underestimated the values of Ὧ meaning that the longitudinal variation was 

greater than initially thought. Later Drees [10] proposed a variation which accounts 

for the advance ratio of the helicopter rotor. He also proposed a variation in the lateral 

axis in the following form. 

 ὺ ὺ ρ  ὶӶ ὯÃÏÓ  ὶӶ ὯÓÉÎ  

 
(1.2) 

He suggested the following values for Ὧ and Ὧ: 
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Ὧ

τ

σ
 ρ ÃÏÓ … ρȢψ‘  Ⱦ ÓÉÎ … 

 
(1.3) 

 Ὧ  ς‘ 

 
(1.4) 

 

For a period, the only way to estimate inflow was to find these Ὧ and Ὧ . The 

following table shows some suggested values for Ὧ throughout the inflow modeling 

history.  

Table 1.1 Suggested kx values  

Authors Ὧ 

Payne [33] 
τ

σ

‘

‗

ρ

ρ
‘
‗

  

White & Blake [46] ЍςÓÉÎ…  

Pitt & Peters [39] 
ρυ“

ςσ
ÔÁÎ

…

ς
 

Howlett[22] ÓÉÎ… 
 

Using the table above, the static prediction of the inflow can be made at different flight 

conditions. The skew angle greatly affected by the angle of attack of the rotor disc 

plane and forward velocities of the helicopter. The detailed comparison of these static 

models at different flight conditions are presented in the Chenôs paper. [7].  

Although static models were widely used, they lack the transient behavior which 

observed in the experiments. This lead the study of Carpenter and Fridovich [7]. They 

observed the time delay between the sudden pitch changes on the blade and the thrust 

and inflow response. Inflow was lagging behind the inputs. This clearly showed that 

the induced inflow created inertia effects. Therefore, the requirement for a dynamic 

inflow theory arose. These inertial effects were named as apparent mass of the flow 

which then used to account for the acceleration of the stagnant flow. The inclusion of 

these dynamic effects resulted better correlation with the experimental data especially 

below 0.4 advance ratios [2]. 
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The early work on the dynamic inflow was made by Sissingh. [42] He employed the 

instantaneous thrust and inflow perturbations to deduce the linear relations between 

two phenomena. He also showed that the dynamic effects of inflow improved the 

damping of helicopter during pitch and roll maneuvers. Later, Curtiss and Shupe [9] 

formulated the dynamic relation between the induced inflow and the flapping behavior 

using equivalent Lock number. 

 


ρ
„
ὺ

 

 

(1.5) 

 

Where  is the equivalent Lock number and „ is the rotor solidity. However, the first 

formulation of the dynamic inflow as it is known made by the Ormiston and Peters 

[31]. They expressed the dynamic inflow in the following matrix form: 

 

ύ
ύ
ύ

ρ

‘
 

ụ
Ụ
Ụ
Ụ
Ụ
ợ
ρ

ς
π π

π
σ

ς
π

π π
σ

ςỨ
ủ
ủ
ủ
ủ
Ủ

 
ὅ
ὅ
ὅ

 

 

(1.6) 

Where ὑ , ὑ  , and 

ὠ
‘ ‗‗ ‗

Ѝ‘ ‗
 

 

Above values are the empirical observations made by Pitt and Peters. Following this 

new method, Peters work on a generalized version of this three-state dynamic inflow 

model. [35][37] The general form of the generalized dynamic wake theory is in the 

following form: 
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 (1.7) 
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ể
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ể
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ể

†
ể

 (1.8) 

 

The detailed derivation of this theory is given in the Chapter 2.  This solution 

formulated by Peters and He rely on the acceleration potential on the elliptic 

coordinates and assumes the wake as a cylindrical dynamic wake. This theory offers 

a solution for inflow which is expressed by Fourier series in azimuth variation and 

Legendre functions in radial variation. [14] 

In 2009, Van Hoydonck et.al.[43] reviewed the modern solutions for inflow which use 

the free-vortex computation. Free-Vortex method makes less assumption about the 

wake and let it evolve freely in its own influence. They concluded that a completely-

free-vortex theory took multiple days to compute a 10 seconds maneuver. As the 

constraints on the wake are increased, the solution time is shortened to real-time. In 

addition, they also stated that the dynamic inflow models still have their use in the 

flight simulator models.  

Murakami [29] extended the usage of Peters ï He dynamic wake theory to be 

applicable on autorotation.  

Guner et.al. [15] compared the fidelity of the above-mentioned inflow models. They 

concluded that the greater number of inflow states increased the correleation between 

experimental data in high asymmetry flight conditions such as high advance ratio 

conditions. They also concluded that during symmetrical flight condition, such as 

hovering flight, the higher number of inflow states do not contribute to the fidelity of 

the inflow model. 
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1.3. Objective of the Thesis 

The inflow models that are mentioned in the literature survey section have their usage 

in the rotor simulations. These models are implemented beforehand the simulations 

and do not change throughout the simulation run. High state models take more time to 

compute whereas low-state models can not cover all flight conditions in acceptable 

fidelity. Therefore, a problem of simulation fidelity and computation time arise. 

In this thesis, a new method to implement dynamic wake theory is proposed which 

changes its active inflow states during run-time with respect to some flight conditions. 

Objective of this work is to construct a logic to adjust the number of dynamic inflow 

states to reduce computation time while keeping a low deviation from high-state 

inflow models. In this new method, the switching logic of the dynamic inflow states 

are investigated with respect to advance ratio and with respect to pilot controls, 

collective and cyclics. 

The number of inflow states greatly affect the distribution of inflow over the rotor 

disc. Especially in highly asymmetric conditions, low-state dynamic inflow models 

deviates from the high-state models. In this thesis, these conditions are tried to be 

isolated and investigated. Main contributor to this asymmetry is found to be the 

advance ratio and cyclic & collective control inputs. The state-number switching logic 

is emerged from these isolated tests and depends on the thresholds for advance ratio 

and controls.  

In this thesis, a varying state inflow model is employed to represent the induced 

velocity field over an actuator disc. Two simulations which represent a flight envelope 

are run. The computation times of these simulations are compared. 

1.4.  Organization of the Thesis 

In chapter 1, a brief introduction to thesis is made. Also, the objective of the thesis and 

the organization of the thesis are included in this section. In chapter 2, the analytical 

derivation to the generalized dynamic wake inflow model is made. In Chapter 3, an 
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attempt is made to generate a procedure to implement varying-state dynamic inflow 

model. In Chapter 4, the simple rotor model is introduced. In Chapter 5, total of 96 

simulation runs are made and presented. These tests are used to create a state-number 

switching logic. In Chapter 6, the state-number switching logic is explained and two 

long simulations are made to assess the performance of varying-state inflow model. 

In Chapter 7, the conclusion to the thesis is made. 
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CHAPTER 2  

 

2. FORMULATION OF DYNAMIC WAKE INFLOW THEORY  

 

2.1. Background and Fundamental Equations 

The dynamic wake inflow theory is a rotor disk inflow theory that is based on 

conservation of mass (continuity equation) and conservation momentum [35]. The 

continuity equation is given as follows:  

 ”

ὸ
Ͻɳʍ6 π   (2.1) 

 

where ” is the density, ὸ is time and V is the flow velocity vector field. However, in 

dynamic wake inflow theory, the fluid is assumed to be incompressible meaning that 

the density is constant. Therefore the Eq. (2.1) can be written as: 

 
Ͻɳ6 π   (2.2) 

The behavior of flow is described by Navier ï Stokes equation: 

 ὠ

ὸ
ὠϽɳ ὠ  ɮɳ ’ɝὠ    (2.3) 

 

where the ’ is viscosity. However, fluid is assumed to be inviscid meaning that ’ π 

and the flow is governed by the Euler equation given in Eq. (2.4) 

 ὠ

ὸ
ὠϽɳ ὠ  ɮɳ   (2.4) 

   

where ɮ is the pressure potential function driving the flow.  The dynamic inflow 

model is basically a set of linear equations. However, the Eq. (2.4) represents a non-

linear behavior that requires to be linearized.  
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It is beneficial to divide Eq. (2.4) into two terms, time derivative term (unsteadiness) 

and spatial derivate term (convection). In order to linearize the non-linear convection 

term, ὠϽɳ ὠ, the flow velocity is written as ὠ ὠ ὺ where ὠ is the steady flow 

and ὺ is the perturbation.   

 ὠϽɳ ὠ π  can be expanded as, 

 

ὠϽɳ ὠ ὠ ὺϽɳ ὠ ὺ 

 

ὠϽɳ ὠ ὠϽɳὠ ὺϽɳὠ ὠϽɳὺ ὺϽɳὺ 
  (2.5) 

 

since the ὠ is the steady flow (e.g. ɳὠ π ), Eq. (2.5) can be rearranged as following: 

 ὠϽɳ ὠ ὠϽɳὺ ὺϽɳὺ   (2.6) 

 

The term ὺϽɳὺ is a higher order error which can be neglected for this context. [11] 

In addition, the time derivative term can be written as: 

 ὠ

ὸ

ὠ ὺ

ὸ
 

 

(2.7) 

 ὠ

ὸ

ὠ

ὸ
 
ὺ

ὸ
 ȟὥὲὨ

ὠ

ὸ
π 

 

  

(2.8) 

Finally, the combining Eq. (2.6)  and (2.8) into Eq. (2.4): 

 ὺ

ὸ
ὠϽɳὺ  ɮɳ   (2.9) 

 

In Eq. (2.9), it is easier to see that the ὺ is the induced velocity in the rotor disc. 

Basically, the equation defines that, for a velocity field over the rotor disc, the change 

of the momentum of the flow is caused by the change in the pressure field, namely the 

lift force generated by the rotor disc.[35] This lift can be better explained as a 
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discontinuous momentum change in the upper & lower sides of the rotor disc. The 

Peters ï He inflow model is based on this principle. 

 

From Eq. (2.9) both unsteadiness of the flow and the spatial variation of the flow 

contribute to the spatial variation of the pressure gradient. Therefore, the pressure 

difference can be written as: 

 ɮ ɮ  ɮ  
(2.10) 

   

where ɮ  is the pressure gradient that is generated by the spatial variation 

of the velocity field and ɮ  is the pressure gradient that is generated by the time 

derivative of the velocity field. 

In references [19], [29], [35], [38] and [39] it is suggested that the Eq. (2.10) shall be 

written as follows: 

 ὺ

ὸ
ɮɳ    ȟ       ὠϽɳὺ ɮɳ  (2.11) 

 

 When both equations in Eq. (2.11) are multiplied by ɳ  Eq. (2.12) are obtained. 

 
ᶯ
ὺ

ὸ
ᶯɮ     (2.12) 

 ᶯὠϽɳὺ ᶯɮ  
(2.13) 

 

In Eq. (2.12) left ï hand side is the time dependent derivative of the velocity field. 

Therefore, the spatial derivation of the term is zero. In addition, combining the 

Eq. (2.13) with the Eq. (2.2),  for incompressible flow,  the term  ɳὠϽɳὺ becomes 

zero.  Finally, following Laplaceôs equations for the pressure potential function can 

be written. 
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 ᶯɮ    π (2.14) 

 ᶯɮ π (2.15) 

 ᶯɮ  ɳ ɮ ᶯɮ π (2.16) 

 

The Eq. (2.14) and (2.15) are in the form of an acceleration potential and there exist 

an analytical solution to acceleration potential function [44]. Thus, the derivation of 

the Eq.  (2.16) are essential for the formulation of Peters ï He inflow. In order to solve 

these equations, following boundary conditions are defined [36]. 

× The pressure distribution is required to be linearly proportional to the disc 

loading. Since the Eq. (2.9) is linearized, disc loading is directly proportional 

to the induced velocity [28]. 

 

×  The Pressure distribution is required to be zero at infinity. 

 

× Becomes zero at the edge of the rotor. 

 

In refs. [19], [29], [35] and [36] it is stated that when the Laplaceôs equation is written 

in ellipsoidal coordinate system (see the Appendix A), the Eq. (2.16) defining a 

pressure distribution on a circular disc can be solved by using the separation of 

variables method.  When the boundary conditions are applied in ellipsoidal coordinate 

system, following solution for the pressure distribution is proposed from Prandtlôs 

potential function. 

ɮὺȟ–ȟȟὸӶ  

 

ὖ ὺὗ Ὥ–ὅ ὸӶÃÏÓά Ὀ ὸӶÓÉÎά

ȟ ȟȣ

 (2.17) 

 

where ὺȟ– and  are the coordinates of ellipsoidal coordinate system.  
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Note that the variables  ὖ ὺ and  ὗ Ὥ– are called associated Legendre function 

of the first and second kind respectively. ὅ ὸ and Ὀ Ô are arbitrary coefficients 

of the harmonics.  

 

 

 

Figure 2.1. Rotor Disc Frame Cylindrical and Cartesian Coordinate System  

 

The Eq. (2.17) defines the pressure field around the rotor. The difference of the 

pressure between upper and lower surfaces of the rotor results in the lift generated by 

the rotor. Therefore, upper and lower surfaces of the rotor need to be represented in 

the elliptical coordinate system.  

 

In Figure 2.1, the cylindrical coordinate system is given where ñrò represents rotor 

radius and ñò is the counter-clockwise azimuth angle.  In both cartesian and 
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cylindrical coordinate system, z-axis is pointing downward through the vehicle body. 

In elliptical coordinates, rotor disc is represented as – π, ὺ Ѝρ ὶӶ and  , 

the region above the rotor disc is where ὺ < 0 and the region below the rotor 

 disc is where ὺ > 0. Therefore, the pressure discontinuity on rotor disc is represented 

using appropriate – and ὺ .  

 

In elliptical coordinates the lower and upper surfaces can be represented as,  

× ɮ ɮὶӶȟȟὸӶ where – πȟὺO π  

× ɮ ɮὶӶȟȟὸӶ where – πȟὺᴼπ  

Then the rotor load can be written as: 

 ὖὶӶȟȟὸӶ  ɮ  ɮ  (2.18) 

 

Plugging Eq. (2.17) into Eq. (2.18): 

0ὺȟȟὸӶ  

ς ὖ ὺὗ Ὥπ ὅ ὸӶÃÏÓά Ὀ ὸӶÓÉÎά

ȟ ȟȣ

 (2.19) 

 

Rewriting the Eq. (2.19) in the following format [11]: 

0ὺȟȟὸӶ  

ὖ ὺ † ὸӶÃÏÓά † ὸӶÓÉÎά

ȟ ȟȣ

 (2.20) 

 

Where the term ςϽὗ Ὥπ  is plugged in the coefficient terms ὅ ὸӶ and Ὀ ὸӶ. 

These terms are renamed as † ὸӶ and † ὸӶ and given as follows: 

 
ὖ ὺ ρ

ὖ ὺ

”
  (2.21) 
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”

ρ

ςὲ ρ

ὲ άȦ

ὲ άȦ
  (2.22) 

 † ρ ςὗ Ὥπ”ὅ  (2.23) 

 † ρ ςὗ Ὥπ”Ὀ  (2.24) 

 

 

The Eq. (2.20) can be divided into time ï dependent contributions and convection 

contributions. 

0 ὺȟȟὸӶ  

ὖ ὺ † ὸӶ ÃÏÓά † ὸӶ ÓÉÎά

ȟ ȟȣ

 

 

(2.25) 

  

0 ὺȟȟὸӶ  

ὖ ὺ † ὸӶ ÃÏÓά † ὸӶ ÓÉÎά

ȟ ȟȣ

 

 

(2.26) 

  

In Eq. (2.25) and Eq. (2.26) terms † ὸӶ , † ὸӶ ȟ † ὸӶ  and 

† ὸӶ  are the Fourier coefficients. In order to determine these coefficients, the 

rotor loading, namely the lift, needs to be calculated.  

In the context of induced inflow, the induced inflow, ὺ, is a vector which have three 

induced inflow components in space such that ὺᴆ όȟὺȟύ . The radial and azimuthal 

components of the induced inflow, ό and ὺ respectively, are negligible compared to 

the normal component of the inflow, namely ύ. In fact, in the literature the term 

induced inflow directly refers to the ύ of ὺᴆ. [19][35] 
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In the equations, (2.17) to (2.26), the effort is to determine ɳɮ    and 

 ɮɳ   . However, to establish a link between induced inflow and pressure 

potential, Eq. (2.11)  is addressed below.  

Firstly, the time dependent term of Eq. (2.11) is rewritten using only the normal 

component of the induced inflow. 

 ύ

ὸ

Ћɮ

ᾀ
  ȟὥὸ – π ȟὥὧὶέίί ὸὬὩ ὶέὸέὶ ὨὭίὧ (2.27) 

 

Note that Eq. (2.27) fundamentally implies that the difference in time ï dependent 

component  of pressure distribution above and below of the surface of the rotor disc 

gives the acceleration of the induced inflow. 

 

Figure 2.2. Streamline Coordinate System 

 

In (Figure 2.2)  is the angle between rotor disc and the free-stream velocity. The flow 

passing through the rotor disc combined with the induced inflow skews into the normal 

of the disc. Therefore, the angle between normal of the rotor disc and the flow below 

the rotor is called the skew angle  …  .   
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Secondly, when written in the streamline coordinate system, the inflow through the 

rotor disc becomes a scalar, because the direction of the inflow is selected as the 

 ‚ ὥὼὭί by definition. Therefore, the convection term of the Eq. (2.11) becomes as 

follows: 

 
ὠϽ
ύ

‚

ɮ

ᾀ
 ȟὥὸ – πȟὥὧὶέίί ὸὬὩ ὶέὸέὶ ὨὭίὧ (2.28) 

 

Equations  (2.27) and (2.28) are the differential equations which relates the lift to the 

inflow distribution across the rotor disc. The solutions to these differential equations 

complete the Peters ï He inflow model. 

 ύ

ὸ

Ћɮ

ᾀ
  (2.29) 

 
ύ

ρ

ὠ
 
ɮ

ᾀ
 ‚ (2.30) 

 

The pressure discontinuity functions defined in Eq. (2.25) and (2.26) are  linear 

functions that are generated by the superposition of the  † ὸ , 

† ὸ ȟ † ὸ  . Therefore, the mapping of these equations can be 

represented by linear operations ꜝɮ  and ꜞ ɮ . Note that the set † ὸ , 

† ὸ ȟ † ὸ  consists of linearly independent elements, since they are 

generated by the  associated Legendre function of the second kind which itself defines  

an orthonormal set [30]. 

The Eq. (2.29) and Eq. (2.30) can be rewritten as: 

 ύ

ὸ
ḳ
Ћɮ

ᾀ
       ḳ ꜝ ɮ  (2.31) 

 
ύ

ρ

ὠ
 
ɮ

ᾀ
 ‚      ḳ   ꜞ ɮ  (2.32) 
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When a proper series is selected in order to expand the induced flow, the linear 

mapping  ꜝ ɮ  and ꜞ ɮ  becomes invertible [19][35]. Then Eq. (2.29) and  

Eq. (2.30) are rearranged as follows: 

 
ꜝ ύ ɮ ȟ ύὬὩὶὩ ύ  

ύ

ὸӶ
  (2.33) 

 ꜞ ύ ɮ  
(2.34) 

 ꜝ ύ  ꜞ ύ ɮ ɮ ɮ  (2.35) 

 

2.2.  Matrix Form  

The Inflow distribution can be expanded as the pressure distribution formulated by 

Eq. (2.17) . Such expansion of the inflow accounts for the radial distribution and 

harmonic distribution on azimuth. The Fourier series expansion of the induced inflow 

is given as follows: 

ύὶӶȟȟὸӶ   
 

ɰ ὶӶὥ ὸӶÃÏÓὶ ὦ ὸӶÓÉÎὶ

ȟ ȟȣ

 (2.36) 

 

In Eq. (2.36) the well-known Peters ï He induced inflow is formulated. Where, 

ɰ Ḋ The radial distribution function, 

ὥ  : Time dependent cosine coefficient state of inflow, 

ὦ  : Time dependent sine coefficient state of inflow. 

Note that the values r and j in above equation (2.36) dictates the final state number of 

the Peters ï He inflow model, whose effects are investigated throughout this thesis. 

The radial distribution function, ɰ ὶӶ, can be chosen as: 
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ɰ ὶӶ

ρ

 ὺ
 ὖ ὺ (2.37) 

 

which is expanded as follows: 

ɰ ὶӶ ςὮ ρὌ ὶ
ρ Ὦ ήᴅ

ή ὶᴅή ὶᴅὮ ή ρᴅ
ȟ ȟȣ

  (2.38) 

 

Note that the radial expansion function has either only even or only odd power of ὶӶ. 

where, 

 
Ὄ

Ὦ ὶ ρᴅὮ ὶ ρᴅ

Ὦ ὶᴅὮ ὶᴅ
 (2.39) 

 

In Eq. (2.35) the equation ɮ ɮ ɮ  is defined. Plugging Eq.(2.33) and 

(2.34) , and decoupling cosine and sine equations, the Eq. (2.35) can be rearranged in 

the following form: 

 

ꜝ
ể
ὥ

ể

ᶻ

ꜞ
ể
ὥ

ể

 
ể

†
ể

 (2.40) 
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 (2.41) 

 

With the Eq. (2.40) and (2.41), the well-known Peters ï He inflow model can be 

written as: 

 

ὓ
ể
ὥ

ể

ᶻ

 ὒ
ể
ὥ

ể

 

ể

†
ể

 (2.42) 
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where ὓ represents the inverse of linear operator ,ꜝ and the operators ὒ (c) and 

ὒ (s)  are the linear operator ꜞ defined in the Eq.(2.31) and (2.32) respectively. Note 

that the ὓ  matrix does not change for sine and cosine equations, since it is a 

mapping in time [29]. Furthermore, the behavior of the L-operators for sine and cosine 

matrices are uncoupled. This is explained in ref. [19] by the neglect of wake rotation 

effects.  

In the next section computation of these matrices are investigated. 

2.2.1. Computation of Apparent Mass Matrix [M]  

The matrix [M] is the part that is associated with the acceleration of the flow, since it 

is the coefficient matrix of the time derivative of the velocity field states. Therefore, 

it is called as apparent mass matrix in this context.  

In order to compute the elements of [M] matrix, the Eq. (2.29) is needed to be carried 

out. The Eq. (2.29) is written in the ellipsoidal coordinate system. Therefore, the 

operator   is redefined in the ellipsoidal coordinate system (See the appendix A) as: 

 


ᾀ
 

ρ

ὺ –
 –ρ ὺ



ὺ
ὺρ –



–
 (2.44) 

 

when – π is applied in Eq. (2.44), equation reduced to following form: 

 

–
 
ρ

ὺ



–
 (2.45) 

 

When Eq. (2.27) is solved with help of Eq. (2.17), (2.37), (2.45) following relations 

are obtained [23][11][19]. 

 


Ὠὗ Ὥ–

–
†     (2.46) 
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Ὠὗ Ὥ–

–
†     (2.47) 

 

Note that   and  are the induced inflow states (ὥ and ὦ) represented in ὖ  

orthonormal set such that: 

 ὥ ὣ  , ὥὲὨ ὦ ὣ  , (2.48) 

 

where [Y] is the mapping from the basis ὖ  to basis 
 
 ὖ ὺ, given in Eq. (2.37). 

Note that the basis selection to solve Eq.(2.45) is identical to radial distribution 

function in Eq. (2.37) except the harmonics subscript.  

 

In addition, the derivative which used in Eq.(2.47) and (2.48) evaluated as: 

 

 
Ὠὗ Ὥ–

–

“

ς
 Ὄ ḳ ὑ   (2.49) 

 

Thus, the relation between ὥ  and † , and ὦ  and †     is shown. 

Finally, the mass matrix [M] can be written as: 

 

ὓ
Ệ
ὓ

Ệ

  (2.50) 

 ὓ  ὑ    (2.51) 

where, 

  ρ when j = n, and  π elsewhere (2.52) 

 
ὓ  ὑ    ὑ

ς

“
 Ὄ   (2.53) 
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Note that the matrix [M] is purely in diagonal form due to the terms   in 

Eq.(2.51). As a result, there is no radial or harmonic coupling in this operator. This 

property of the mass matrix [M] simplifies the computation of time-response of the 

states and eigenvalue analysis [19]. 

 

 

 

2.2.2. Computation of Gain Matrix [L]  

The [L] matrix is divided into two square matrices due to its uncoupled structure, [L(c)] 

and [L(s)] for the harmonic terms that are multiplying cosine and sine terms 

respectively. In order to compute matrix [L], Eq.(2.17) and (2.36) are substituted into 

Eq. (2.32).  and multiplied by either  ὖ ὺÃÏÓὶ or  ὖ ὺÓÉÎὶ.  

In addition, elements in [L] matrix are divided by the free ï stream velocity, such that 

the governing equation becomes: 

ὧ ὒ † ȟ where superscript V indicates the division by V. (2.54) 

Ὠ
ρ

ὠ
ὒ †  (2.55) 

 

Note that ὧ and Ὠ are the induced inflow states (ὥ and ὦ) represented in ὖ  

orthonormal set. The following transformation relation in Eq. (2.58) can be made 

between given basis sets. 

ὥ ὤ ὧ , ὥὲὨ ὦ ὤ ὧ , 

 
(2.56) 

where [Z] is the mapping from the basis ὖ ὺ to basis 
 
 ὖ ὺ, given in Eq. (2.37),  

These operation results in definition of following integrals. 
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ὒ
ρ

τ“
 ὖ ὺ



ᾀ
ὖ ὺὗ Ὥ–ÃÏÓάὨ– Ὠὺ Ὠ  

(2.57) 

ὒ  

ρ

ς“
 ὖ ὺÃÏÓÒʕ



ᾀ
ὖ ὺὗ Ὥ–ÃÏÓάὨ– Ὠὺ Ὠ  (2.58) 

  

ὒ  

ρ

ς“
 ὖ ὺÓÉÎÒʕ



ᾀ
ὖ ὺὗ Ὥ–ÓÉÎάὨ– Ὠὺ Ὠ  (2.59) 

 

The solutions to these integrals are highly complex, and it is out of the scope of this 

thesis. In the Refs. [19] and [28] a rigorous solution of these integrals is carried out 

and the results are presented below. 

 
 ὒ  ὢ  Ώ  

(2.60) 

 
 ὒ  ὢȿ ȿ ρЉὢȿ ȿ Ώ  

(2.61) 

 
 ὒ  ὢȿ ȿ ρЉὢȿ ȿ Ώ  

(2.62) 

 

where Љ ÍÉÎὶȟά  and ὢ ÔÁÎ . Note that, … is the skew angle given in  

Figure 2.2 . 

 
…
“

ς
ÔÁÎ

‗

‘
 

(2.63) 

where ‗ is the total inflow due to both oncoming flow and induced inflow, and ‘ is 

the advance ratio of the rotor. 

Generation of the gain matrix depends on the computation of variable ɤ .  

The function ɤ  is defined as follows [28][29][35]: 

For r + m is odd, and n < r, 
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ɤ π (2.64) 

For r + m is odd, and n Ó r, and r > m, 

ɤ ρ   
“Ὄ

ς Ὄ Ὄ

ςὮ ρ ςὲ ρ

Ὦ ὲ ὲ Ὦ ρ
 

(2.65) 

  

For r + m is odd, and n Ó r, and r < m, 

ɤ ρ   
“Ὄ

ς Ὄ Ὄ

ςὮ ρ ςὲ ρ

Ὦ ὲ ὲ Ὦ ρ
 

(2.66) 

For r + m is even, and n < r, 

ɤ
ρ

Ὄ Ὄ

  
ά ὶ ρᴅὶ ὲ ςᴅ

ὲ ὶᴅὶ ὲ ρᴅ

ςὮ ρ ςὲ ρ

Ὦ ὲ ὲ Ὦ ρ
 

(2.67) 

 

For r + m is even, and n Ó r, 

ɤ 
Ὄ

Ὄ
 (2.68) 

  

2.2.3.  Combined Inflow Theory 

In sections (2.2.1) and (2.2.2) the computation of matrices ὓ  in basis 
 
 ὖ ὺ,  and 

ὒ] in ὖ ὺ is made. In addition, the transformation matrix [Y], from basis 
 
 ὖ ὺ,  

to basis 
 
 ὖ ὺ, and transformation matrix [Z], from basis  ὖ ὺ to basis 

 
 ὖ ὺ, 

are given in Eq. (2.48) and (2.56).  Using these matrices, matrix form of the Peters ï 

He inflow can be constructed. 

      
Ệ
ὓ

Ệ
ȟὦ

ᶻ

ὠ
ể

Ễ ὒ Ễ
ể

ὧȟὨ   = †    (2.69) 
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Note that the states are not in the form of ὥ and ὦ . Therefore, Eq. (2.69) is expanded 

to give: 

      
Ệ
ὓ

Ệ

Ệ
ὣ
Ệ

ὥȟὦ

ᶻ

 

 

ὠ
ể

Ễ ὒ Ễ
ể

ể
Ễ ὤ Ễ

ể
ὥȟὦ   = †  (2.70) 

 

Rearranging Eq.(2.70) such that, 

ὓ ὣ ὓ ,  (2.71) 

ὒὤ   ὒ (2.72) 

Substituting Eq.(2.71) and (2.72) into Eq.(2.70), well-known Peters ï He inflow 

equations in matrix form is obtained. 

Ệ
ὑ

Ệ



ᶻ

ὠ

ể

Ễ ὒ Ễ

ể

   = †    

 

(2.73) 

Ệ
ὑ

Ệ



ᶻ

ὠ

ể

Ễ ὒ Ễ

ể

ὦ   = †    
(2.74) 

  

where ὑ  is computed as in Eq. (2.53), and ὒ  are computed as: 

ὒ ὢ ɜ  (2.75) 

ὒ ὢȿ ȿ ρЉὢȿ ȿ ɜ  (2.76) 

ὒ ὢȿ ȿ ρЉὢȿ ȿ ɜ  (2.77) 

where Љ ÍÉÎάȟὶ and ὢ ÔÁÎ. In addition, the ɜ function is given below: 
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for r + m is even: 

ɜ
ρ

Ὄ Ὄ

ς ςὲ ρ ςὮ ρ

Ὦ ὲ Ὦ ὲ ς Ὦ ὲ ρ
 

(2.78) 

for r + m is odd and Ὦ ὲ ρ: 

ɜ
“

ς Ὄ Ὄ

ίὫὲὶ ά

ςὲ ρ ςὮ ρ
 

(2.79) 

 

For r + m is odd and Ὦ ὲ ρḊ 

ɜ π (2.80) 

The forcing term of the dynamic inflow differential equation is † and †  which 

needs to be computed using a proper lift theory. (See Chapter 4) 

 

2.2.4.  VÐ Contributions 

In Eq. (2.54) and (2.55) the gain matrix [L] is divided by free stream velocity. In 

addition, in Eq. (2.73) and (2.74) VÐ is replaced with an equivalent V matrix. This 

refinement of the theory accounts for the energy discontinuity in rotor.   

In Ref. [25] it is suggested to use V as following: 

 

ὠ

ụ
Ụ
Ụ
ợ
ὠ

ὠ

ὠ

ỆỨ
ủ
ủ
Ủ
 

(2.81) 

 

where, 

 
ὠ   ‘ ‗  

(2.82) 
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ὠ

‘ ‗ ‗ ‗

ὠ
 

 

(2.83) 

where, 

‗ȡ non-dimensional total inflow through rotor disc, ‗ ‗ ‗  

‗ : non-dimensional inflow through rotor disc due to oncoming flow of air. 

‗ȡ non-dimensional mean induced inflow given as follows: 

‗ Ѝσ , where ὥ is the Peters ï He inflow state for r = 0 and j =1 

‘ȡ  advance ratio of rotor 

The coupling between the state ὥ and the ὠ  introduces non-linearity to the inflow 

theory, such that ὠ  becomes dependent on the inflow states. 
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CHAPTER 3  

 

3. IMPLEMENTATION OF PETERS ï HE INFLOW THEORY  

 

3.1. Introduction   

In Chapter 2 theoretical background of the Peters ï He inflow theory is briefly 

revisited. In Refs. [14],[19],[28],[29],[34],[35],[36],[38],[39] and [47] the details of 

the theory are rigorously studied, and the implementation of the theory is shown. 

However, where the mathematical rigor and complexity are increased in these studies, 

implementation clarity and simplicity fall short. Therefore, an attempt is made to 

generate a procedure which can be followed step-by-step and yield a complete inflow 

model. 

3.2. Implementation of inflow theory 

3.2.1. Selection of State Number 

The number of Peters ï He inflow states are dictated by the requirements of the 

application in which the model is generated. In Refs. [15] and [16], authors rigorously 

investigated the advantages and disadvantages of using different number of states 

while constructing Peters ï He inflow model and break down the flight condition with 

respect to the fidelity compared to the number of inflow states. However, at this point 

of the thesis, the selection of the number of inflow states is merely to demonstrate the 

implementation and it is selected 21 ï state arbitrarily. 

In the Peters ï He inflow model, the final inflow at station ὶӶȟ and at time = t, is given 

in the Eq. (2.36). 

ύὶӶȟȟὸӶ  ɰ ὶӶὥ ὸӶÃÏÓὶ ὦ ὸӶÓÉÎὶ

ȟ ȟȣ
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The inflow ύὶӶȟȟὸӶ is represented as an infinite Fourier expansion. For practical 

purposes, Fourier expansion of the inflow function is required to be finite. Therefore, 

the harmonic expansion is determined using following table for r and j. 

Table 3.1. Choice for the Number of Spatial Modes  

Highest 

Power of r 
j Total Inflow 

States 0 1 2 3 4 5 6 7 8 9 10 11 12 

0 1             1 

1 1 1            3 

2 2 1 1           6 

3 2 2 1 1          10 

4 3 2 2 1 1         15 

5 3 3 2 2 1 1        21 

6 4 3 3 2 2 1 1       28 

7 4 4 3 3 2 2 1 1      36 

8 5 4 4 3 3 2 2 1 1     45 

9 5 5 4 4 3 3 2 2 1 1    55 

10 6 5 5 4 4 3 3 2 2 1 1   66 

11 6 6 5 5 4 4 3 3 2 2 1 1  78 

12 7 6 6 5 5 4 4 3 3 2 2 1 1 91 

 

 The value of the r determines the harmonic variation in azimuth and radial distribution 

of the inflow. To illustrate, for the selected value of ὶ χ following row of the Table 

3.1 is of importance: 

Table 3.2. Number of Spatial Modes when r = 5 

Highest 

Power of r 
j Total Inflow 

States 0 1 2 3 4 5 6 7 8 9 10 11 12 

5 3 3 2 2 1 1        21 

 

The selection of the j value dictates the expansion range for the Fourier series. Each 

increment of the j adds a new pair of sine and cosine states. (e.g. ὥÃÏÓὶ

ὦÓÉÎὶ). The values written in the table is the number of spatial variation states 

corresponding the highest values of r.  
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The collective number of the states can be computed as: 

Table 3.3. Total Number of States When r = 5 and j =5 

Value of j Non-Harmonic 

State 

Cosine State Sine State 

0 3 - - 

1 - 3 3 

2 - 2 2 

3 - 2 2 

4 - 1 1 

5 - 1 1 

 

Note that the number of states is determined from the summation (Eq. (2.36) ): 

ύὶӶȟȟὸӶ  ɰ ὶӶὥ ὸӶÃÏÓὶ ὦ ὸӶÓÉÎὶ

ȟ ȟȣ

 

Total number of states for r = 5 is given in Table 3.3 is as follows: 

 σ σ σ ς ς ς ς ρ ρ ρ ρ ςρ 
 

(3.1) 

The inflow equation for 21 ï state becomes: 

Ὢέὶ ὸ  ὸӶ, where ὸӶ is non-dimensional time  (3.2) 

ύὶӶȟȟὸӶ     ɰ ὶӶὥ ὸӶ ɰ ὶӶὥ ὸӶ ɰ ὶӶὥ ὸӶ

ɰ ὶӶὥ ὸӶÃÏÓρ ὦ ὸӶÓÉÎρ

ɰ ὶӶὥ ὸӶÃÏÓρ ὦ ὸӶÓÉÎρ

ɰ ὶӶὥ ὸӶÃÏÓρ ὦ ὸӶÓÉÎρ

ɰ ὶӶὥ ὸӶÃÏÓς ὦ ὸӶÓÉÎς

ɰ ὶӶὥ ὸӶÃÏÓς ὦ ὸӶÓÉÎς

ɰ ὶӶὥ ὸӶÃÏÓσ ὦ ὸӶÓÉÎσ

ɰ ὶӶὥ ὸӶÃÏÓσ ὦ ὸӶÓÉÎσ

ɰ ὶӶὥ ὸӶÃÏÓτ ὦ ὸӶÓÉÎτ

ɰ ὶӶὥ ὸӶÃÏÓυ ὦ ὸӶÓÉÎυ  
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Table 3.4. State list when r=5 and j=5 

Radial Distribution 

Function  
ɰ ὶӶ 

Cosine Coefficients 

ὥÃÏÓὶ 
Sine Coefficients ὦ 

ɰ ὶӶ ὥ ὸӶÃÏÓπ  ὦ ὸӶÓÉÎπ  

ɰ ὶӶ ὥ ὸӶÃÏÓπ  ὦ ὸӶÓÉÎπ  

ɰ ὶӶ ὥ ὸӶÃÏÓπ  ὦ
Ӷ
ÓÉÎπ  

ɰ ὶӶ ὥ ὸӶÃÏÓρ  ὦ
Ӷ
ÓÉÎρ  

ɰ ὶӶ ὥ ὸӶÃÏÓρ  ὦ ὸӶÓÉÎρ  

ɰ ὶӶ ὥ ὸӶÃÏÓρ  ὦ ὸӶÓÉÎρ  

ɰ ὶӶ ὥ ὸӶÃÏÓς  ὦ ὸӶÓÉÎς  

ɰ ὶӶ ὥ ὸӶÃÏÓς  ὦ ὸӶÓÉÎς  

ɰ ὶӶ ὥ ὸӶÃÏÓσ  ὦ ὸӶÓÉÎσ  

ɰ ὶӶ ὥ ὸӶÃÏÓσ  ὦ
Ӷ
ÓÉÎσ  

ɰ ὶӶ ὥ ὸӶÃÏÓτ  ὦ
Ӷ
ÓÉÎτ  

ɰ ὶӶ ὥ ὸӶÃÏÓυ  ὦ ὸӶÓÉÎυ  

 

Note that in Table 3.4 total number of states is 24. However, for the 0th harmonics, 

ÓÉÎπ π. Thus, the states ὦȟὦ and ὦ disappears from the equation. Also note 

that the ÃÏÓπ ρ, which results in the non-harmonic inflow states ὥȟὥ and ὥ 

that when combined with the radial distribution functions, ɰ ὶӶȟɰ ὶӶ  and ɰ ὶӶ  

respectively, give the mean inflow on the rotor disc. 

Throughout the Chapter 2, the state vectors for sine and cosine terms are decoupled. 

In addition, the matrix form of the theory is given as two separate equations in 

Eq.(2.73) and (2.74) for sine and cosine states. Therefore, both equations require to be 

constructed separately. (e.g. ὒ   and ὒ  ) 
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3.2.2.  Apparent Mass Matrix [M]  

In order to construct M matrix of a 21ïState PetersïHe inflow theory, the state vectors 

ὥ  and ὦ  are written separately. 

Cosine States: 

 

ὥ

ừ
Ử
Ử
Ử
Ử
Ử
Ừ

Ử
Ử
Ử
Ử
Ử
ứ

 

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

ὥ

 

ữ
Ử
Ử
Ử
Ử
Ử
Ữ

Ử
Ử
Ử
Ử
Ử
ử

 (3.3) 

 

Sine States: 

 

ὦ

ừ
Ử
Ử
Ử
Ử
Ừ

Ử
Ử
Ử
Ử
ứ

 

ὦ

ὦ

ὦ

ὦ

ὦ

ὦ

ὦ

ὦ

ὦ

 

ữ
Ử
Ử
Ử
Ử
Ữ

Ử
Ử
Ử
Ử
ử

 (3.4) 
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Elements of [M](c) and [M](s) the elements given in Eq.(2.53) needs to be computed. 

ὓ  ὑ    ὑ
ς

“
 Ὄ  (2.53) 

 

Since the terms   and   make matrix M is a purely diagonal one, there is no need 

to compute off ï diagonal elements. Therefore, using state vectors given in Eq. (3.3) 

and (3.4) following table can be generated. 

Table 3.5. Elements of Cosine States Apparent Mass Matrix 

ὑ  0 0 0 0 0 0 0 0 0 0 0 

0 ὑ  0 0 0 0 0 0 0 0 0 0 

0 0 ὑ  0 0 0 0 0 0 0 0 0 

0 0 0 ὑ  0 0 0 0 0 0 0 0 

0 0 0 0 ὑ  0 0 0 0 0 0 0 

0 0 0 0 0 ὑ  0 0 0 0 0 0 

0 0 0 0 0 0 ὑ  0 0 0 0 0 

0 0 0 0 0 0 0 ὑ  0 0 0 0 

0 0 0 0 0 0 0 0 ὑ  0 0 0 

0 0 0 0 0 0 0 0 0 ὑ  0 0 

0 0 0 0 0 0 0 0 0 0 ὑ  0 

0 0 0 0 0 0 0 0 0 0 0 ὑ  

 

Using Eq. (2.53), values of the above matrix are calculated as follows: 

ὓ  = 
(3.5) 

ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
ợ
πȢφσφφ π π π π π π π π π π π
π πȢςψςω π π π π π π π π π π
π π πȢρψρρ π π π π π π π π π
π π π πȢτςττ π π π π π π π π
π π π π πȢςςφτ π π π π π π π
π π π π π πȢρυυς π π π π π π
π π π π π π πȢσσωυ π π π π π
π π π π π π π πȢρωτπ π π π π
π π π π π π π π πȢςωρπ π π π
π π π π π π π π π πȢρχςυ π π
π π π π π π π π π π πȢςυψχ π
π π π π π π π π π π π πȢςσυςỨ

ủ
ủ
ủ
ủ
ủ
ủ
ủ
ủ
ủ
ủ
Ủ
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In order to write apparent mass matrix for the sine states, same procedure is applied. 

Table 3.6. Elements of Cosine States Apparent Mass Matrix 

ὑ  0 0 0 0 0 0 0 0 

0 ὑ  0 0 0 0 0 0 0 

0 0 ὑ  0 0 0 0 0 0 

0 0 0 ὑ  0 0 0 0 0 

0 0 0 0 ὑ  0 0 0 0 

0 0 0 0 0 ὑ  0 0 0 

0 0 0 0 0 0 ὑ  0 0 

0 0 0 0 0 0 0 ὑ  0 

0 0 0 0 0 0 0 0 ὑ  

 

Using Eq. (2.53), values of the above matrix are calculated as follows: 

ὓ  = 
(3.6) 

ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
Ụ
ợ
πȢτςττ π π π π π π π π
π πȢςςφτ π π π π π π π
π π πȢρυυς π π π π π π
π π π πȢσσωυ π π π π π
π π π π πȢρωτπ π π π π
π π π π π πȢςωρπ π π π
π π π π π π πȢρχςυ π π
π π π π π π π πȢςυψχ π
π π π π π π π π πȢςσυςỨ

ủ
ủ
ủ
ủ
ủ
ủ
ủ
Ủ

 

 

Note that the sine states apparent mass matrix ὓ  is a submatrix of the matrix 

ὓ . The rows and columns corresponding to ÃÏÓπ  multiplying states ὥ, ὥ 

and ὥ are truncated in sine states mass matrix. The reason for this truncation is that 

the counterparts of  ὥ, ὥ and ὥ  states, namely ὦ, ὦ and ὦ, are removed from the 

inflow equation. (see Table 3.4) 
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3.2.3. Gain Matrices [L] (c) and [L] (s) 

The calculation of the elements of [L](c) and [L](s) matrices are given in Eq. (2.75), 

(2.76) and (2.77) as: 

ὒ ὢ ɜ  (2.75) 

  

ὒ ὢȿ ȿ ρЉὢȿ ȿ ɜ  (2.76) 

  

ὒ ὢȿ ȿ ρЉὢȿ ȿ ɜ  (2.77) 

 

where ɜ  is given in Eq. (2.78),(2.79) and (2.80). It is important to notice that the 

elements ὒ  are dependent on skew angle.  

Let us rewrite Eq. (2.78),(2.79) and (2.80) in the following form: 

ὒ — … ɜ , where — …  ὢ  (3.7) 

  

ὒ —  … ɜ , where — …  ὢȿ ȿ ρЉὢȿ ȿ (3.8) 

  

ὒ —  … ɜ , where — …  ὢȿ ȿ ρЉὢȿ ȿ  (3.9) 

 

where, 

ὢ ÔÁÎ and Љ ÍÉÎ ὶȟά  

 

Unlike the apparent mass matrix, the ὒ and ὒ matrices are not diagonal, 

and thus there are four variables, namely r, m, j, n, to construct L matrices. The 

determination of the subscripts and superscripts are done in the following manner. 
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Table 3.7. Subscripts and Superscripts of Cosine States L matrix elements 

States ╪  ╪  ╪  ╪  ╪  ╪  ╪  ╪  ╪  ╪  ╪  ╪  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╪  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

 

In Table 3.7, the states at first column drive the r and j values of ὒ  in their row. 

Similarly, the states in first row drive m and n values of  ὒ  in their column.  

As seen in Eq. (2.75), (2.76) and (2.77) elements can be divided into two parts. The 

part that is independent of the skew angle can directly be computed using the 

definition of ɜ function given in Eq. (2.78), (2.79) and (2.80).  

ὒ — …ɜ  (3.10) 
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The ɜ  part of the ὒ  for r, m, j, n given in Table 3.7 is calculated as: 

Table 3.8. Column (1-6) of Cosine States ũ Matrix 

 ɜ  ɜ  ɜ  ɜ  ɜ  ɜ  

ɜ  0.7500 0.1909 -0.0299 -0.4967 0.0000 0.0000 

ɜ  0.1909 0.6563 0.2057 -0.4878 -0.4978 0.0000 

ɜ  -0.0299 0.2057 0.6445 0.0000 -0.4964 -0.4988 

ɜ  0.4967 0.4878 0.0000 0.6250 0.1914 -0.0333 

ɜ  0.0000 0.4978 0.4964 0.1914 0.6328 0.2041 

ɜ  0.0000 0.0000 0.4988 -0.0333 0.2041 0.6348 

ɜ  0.1743 0.5991 0.1877 0.4453 0.4545 0.0000 

ɜ  -0.0289 0.1987 0.6227 0.0000 0.4796 0.4819 

ɜ  0.0000 0.4391 0.4378 0.1688 0.5581 0.1800 

ɜ  0.0000 0.0000 0.4732 -0.0316 0.1936 0.6022 

ɜ  -0.0250 0.1721 0.5393 0.0000 0.4153 0.4173 

ɜ  0.0000 0.0000 0.4052 -0.0271 0.1658 0.5157 

 

Table 3.9. Column (7-12) of Cosine States ũ Matrix 

 ɜ  ɜ  ɜ  ɜ  ɜ  ɜ  

ɜ  0.1743 -0.0289 0.0000 0.0000 -0.025 0.0000 

ɜ  0.5991 0.1987 -0.4391 0.0000 0.1721 0.0000 

ɜ  0.1877 0.6227 -0.4378 -0.4732 0.5393 -0.4052 

ɜ  -0.4453 0.0000 0.1688 -0.0316 0.0000 -0.0271 

ɜ  -0.4545 -0.4796 0.5581 0.1936 -0.4153 0.1658 

ɜ  0.0000 -0.4819 0.1800 0.6022 -0.4173 0.5157 

ɜ  0.5469 0.1814 -0.4008 0.0000 0.1571 0.0000 

ɜ  0.1814 0.6016 -0.4230 -0.4572 0.5210 -0.3915 

ɜ  0.4008 0.4230 0.4922 0.1708 -0.3663 0.1462 

ɜ  0.0000 0.4572 0.1708 0.5713 -0.3959 0.4892 

ɜ  0.1571 0.5210 0.3663 0.3959 0.4512 -0.3390 

ɜ  0.0000 0.3915 0.1462 0.4892 0.3390 0.4189 

 

To obtain the gain matrix L for cosine states, the values of — …  needs to be 

computed besides the ɜ  matrix. Since function — …   is a function of skew 

angle, … an arbitrary selection for … is made such that: 
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… πȢς ὶὥὨὭὥὲί (3.11) 

For the skew angle selected in Eq.(3.11) the — …  is calculated as follow: 

Table 3.10. Column (1-6) of Cosine States ɗ Matrix 

 ʃ  ʃ  ʃ  ʃ  ʃ  ʃ  

ʃ  1.0000 1.0000 1.0000 0.2000 0.2000 0.2000 

ʃ  1.0000 1.0000 1.0000 0.2000 0.2000 0.2000 

ʃ  1.0000 1.0000 1.0000 0.2000 0.2000 0.2000 

ʃ  0.4000 0.4000 0.4000 0.9600 0.9600 0.9600 

ʃ  0.4000 0.4000 0.4000 0.9600 0.9600 0.9600 

ʃ  0.4000 0.4000 0.4000 0.9600 0.9600 0.9600 

ʃ  0.0800 0.0800 0.0800 0.1920 0.1920 0.1920 

ʃ  0.0800 0.0800 0.0800 0.1920 0.1920 0.1920 

ʃ  0.0160 0.0160 0.0160 0.0384 0.0384 0.0384 

ʃ  0.0160 0.0160 0.0160 0.0384 0.0384 0.0384 

ʃ  0.0032 0.0032 0.0032 0.0077 0.0077 0.0077 

ʃ  0.0006 0.0006 0.0006 0.0015 0.0015 0.0015 

 

Table 3.11. Column (7-12) of Cosine States ɗ Matrix 

 —  —  —  —  —  —  

ʃ  0.0400 0.0400 0.0080 0.0080 0.0016 0.0003 

ʃ  0.0400 0.0400 0.0080 0.0080 0.0016 0.0003 

ʃ  0.0400 0.0400 0.0080 0.0080 0.0016 0.0003 

ʃ  0.1920 0.1920 0.0384 0.0384 0.0077 0.0015 

ʃ  0.1920 0.1920 0.0384 0.0384 0.0077 0.0015 

ʃ  0.1920 0.1920 0.0384 0.0384 0.0077 0.0015 

ʃ  1.0016 1.0016 0.2003 0.2003 0.0401 0.0080 

ʃ  1.0016 1.0016 0.2003 0.2003 0.0401 0.0080 

ʃ  0.2003 0.2003 0.9999 0.9999 0.2000 0.0400 

ʃ  0.2003 0.2003 0.9999 0.9999 0.2000 0.0400 

ʃ  0.0401 0.0401 0.2000 0.2000 1.0000 0.2000 

ʃ  0.0080 0.0080 0.0400 0.0400 0.2000 1.0000 
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Finally, both functions to construct ὒ , — … and ɜ , are ready. Note that 

the multiplication ɜ  and — … are not a matrix multiplication but an element-

wise multiplication such that: 

ὒ — …  Ɇɜ  
(3.12) 

 

 where operator ñɆò indicates the element ï wise multiplication of matrices. 

Exact same procedure is applied for the ὒ  matrix for the r, m, j, n combinations 

given below. 

Table 3.12. Subscripts and Superscripts of Sine States L matrix elements 

States ╫ ╫ ╫ ╫ ╫ ╫ ╫ ╫ ╫ 

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  

╫ ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  ὒ  
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Table 3.13. Column (1-5) of Sine States ũ Matrix 

 ▒
►  ▒

►  ▒
►  ▒

►  ▒
►  

▪
□ 0.6250 0.1914 -0.0333 -0.4453 0.0000 

▪
□ 0.1914 0.6328 0.2041 -0.4545 -0.4796 

▪
□ -0.0333 0.2041 0.6348 0.0000 -0.4819 

▪
□ 0.4453 0.4545 0.0000 0.5469 0.1814 

▪
□ 0.0000 0.4796 0.4819 0.1814 0.6016 

▪
□ 0.1688 0.5581 0.1800 0.4008 0.4230 

▪
□ -0.0316 0.1936 0.6022 0.0000 0.4572 

▪
□ 0.0000 0.4153 0.4173 0.1571 0.5210 

▪
□ -0.0271 0.1658 0.5157 0.0000 0.3915 

 

Table 3.14. Column (6-9) of Sine States ũ Matrix 

 ▒
►  ▒

►  ▒
►  ▒

►  

▪
□ 0.1688 -0.0316 0.0000 -0.0271 

▪
□ 0.5581 0.1936 -0.4153 0.1658 

▪
□ 0.1800 0.6022 -0.4173 0.5157 

▪
□ -0.4008 0.0000 0.1571 0.0000 

▪
□ -0.4230 -0.4572 0.5210 -0.3915 

▪
□ 0.4922 0.1708 -0.3663 0.1462 

▪
□ 0.1708 0.5713 -0.3959 0.4892 

▪
□ 0.3663 0.3959 0.4512 -0.3390 

▪
□ 0.1462 0.4892 0.3390 0.4189 

 

Table 3.15. Column (1-5) of Sine States ɗ Matrix 

 ▒
►  ▒

►  ▒
►  Ᵽ▒

►  Ᵽ▒
►  

▪
□ 1.0400 1.0400 1.0400 0.2080 0.2080 

▪
□ 1.0400 1.0400 1.0400 0.2080 0.2080 

▪
□ 1.0400 1.0400 1.0400 0.2080 0.2080 

▪
□ 0.2080 0.2080 0.2080 0.9984 0.9984 

▪
□ 0.2080 0.2080 0.2080 0.9984 0.9984 

▪
□ 0.0416 0.0416 0.0416 0.1997 0.1997 

▪
□ 0.0416 0.0416 0.0416 0.1997 0.1997 

▪
□ 0.0083 0.0083 0.0083 0.0399 0.0399 

▪
□ 0.0017 0.0017 0.0017 0.0080 0.0080 
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Table 3.16. Column (6-9) of Sine States ɗ Matrix 

 Ᵽ▒
►  Ᵽ▒

►  Ᵽ▒
►  Ᵽ▒

►  

▪
□ 0.0416 0.0416 0.0083 0.0017 

▪
□ 0.0416 0.0416 0.0083 0.0017 

▪
□ 0.0416 0.0416 0.0083 0.0017 

▪
□ 0.1997 0.1997 0.0399 0.0080 

▪
□ 0.1997 0.1997 0.0399 0.0080 

▪
□ 1.0001 1.0001 0.2000 0.0400 

▪
□ 1.0001 1.0001 0.2000 0.0400 

▪
□ 0.2000 0.2000 1.0000 0.2000 

▪
□ 0.0400 0.0400 0.2000 1.0000 

 

Note that, one can compute ὒ  element without separating skew angle contribution 

and ɜ function contribution. If such method is chosen, the computation of Gamma 

function becomes redundant. Because Gamma function only required to be computed 

initially, whereas — is a function of skew angle, …, it can be computed once and then 

use throughout the simulation. Separating — and ɜ functions is merely to increase 

calculation speed and avoid unnecessary computation of ɜ functions. 

 

3.2.4. Velocity [V] Matrix  

In Eq. (2.81) and (2.82), ὠ  and ὠ is computed. The only unknown to compute ‗  

is the inflow state ὥ. The state is initialized to zero, and as the simulation progress 

replaced with the newly computed ὥ state. This yields a relation such that: 

 ὥ ὥ ‗  (3.13) 

 ‗ ‗ ὥ  (3.14) 

 

Therefore, there is an iterative relation between the inflow states and the mean inflow, 

which makes this a non-linear theory. 
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3.2.5. Final Equations 

Finally, following equations for Peters ï He inflow can be written; 

 ὓ ὥ
ᶻ
ὠ ὒ ὥ   †  (3.15) 

 ὓ ὦ
ᶻ
ὠ ὒ ὦ   †  (3.16) 

 

Rearranging equations: 

 
ὓ ὥ

ᶻ
ὠ — …Ͻɜ ὥ   †  

(3.17) 

 
ὓ ὦ

ᶻ
ὠ — …Ͻɜ ὦ   †  

(3.18) 

 

The harmonic and radial expansion for the inflow is selected by using Table 3.1. The 

apparent mass matrices -  and -  are computed in Table 3.5, Table 3.6, 

Eq.(3.5) and Eq. (3.6). The skew angle functions of L matrix, ʃ ʔ and ʃ ʔ  are 

computed and given in Table 3.10, Table 3.11, Table 3.15 and Table 3.16 . The ɜ 

functions of L matrix, ɜ  and ɜ  are computed and presented in Table 3.8,  

Table 3.9, Table 3.13 and  

Table 3.14. 

All inflow states are initialized to zero initially. Then, the state derivatives with respect 

to non-dimensional time are calculated. Integration of these derivatives yields to 

inflow states. It is important to note that the derivative is a non-dimensional time 

derivative where: 

 ὸӶɱὸ where ɱ ÉÓ ÔÈÅ ÁÎÇÕÌÁÒ ÖÅÌÏÃÉÔÙ ÏÆ ÒÏÔÏÒ ÉÎ ÒÁÄÉÁÎÓȢ (3.19) 

 

Therefore, the Euler integration of that state ὥ or ὦ looks like as follows: 

 ὥ ὥ ὥ
ᶻ
 ɝὸӶ O   ὥ ὥ ὥ

ᶻ
 ɱɝὸ , (3.20) 
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 ὦ ὦ ὦ
ᶻ
 ɝὸӶ O   ὦ ὦ ὦ

ᶻ
 ɱɝὸ , (3.21) 

 

In above section, all matrices are calculated except the forcing vector †  for both 

sine and cosine states. The forcing vector is determined by the lift. One can implement 

any method to calculate lift and generate † . The inflow theory is essentially 

independent of the lift theory.  

In Chapter 4, the isolated rotor model and generating forcing vector, † , is explained.  

 

 



 

 

 

45 

 

CHAPTER 4  

 

4. ISOLATED ROTOR MODEL   

 

4.1. Basic Rotor Dynamics 

The helicopter rotor generates lift simply by pulling air from above, accelerating 

through the rotor disc and pushing air below. This simple mechanic is achieved by 

complex inflow dynamics mainly the rotation of the blades and partially by the 

forward velocity of the helicopter.  

A control input given by the pilot that is shown in figure below as the ɗbl.. This results 

in an angle of attack for the blade. In return a lift is generated on the blade. The 

geometric relations are shown in the figure below. 

 

Figure 4.1. Pitch angle corresponding to control input, —  [16] 

This control input creates and apparent angle of attack with respect to the travel of the 

blade section due to rotation of rotor and motion of the aircraft.  
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The control input is the collective and cyclic inputs given in the following equation. 

 — — — ÃzÏÓ — ίzὭὲ  (4.1) 

 

In order to write infinitesimal lift dL and infinitesimal drag dD given in equations 

below, the effective angle of attack    is required to be determined. 

 
Ὠὒ

ρ

ς
”zz ὠ ὅz  ȟ‘ ὧzz Ὠὶ (4.2) 

 
ὨὈ

ρ

ς
”zz ὠ ὅz  ȟ‘ ὧzz Ὠὶ 

(4.3) 

 

However, the   itself depends on the inflow of the rotor. In addition, the inflow 

states are driven by the lift generated by the rotor which depends on the effective angle 

of attack in return where   is given as: 

 
 — ÁÔÁÎ

Ὗ

Ὗ
 (4.4) 

 

Where Ὗ  is the perpendicular velocity on the blade element, 

 Ὗ is the tangential velocity on the blade element, 

” is density, 

V is total velocity on blade element, 

ὅ and ὅ  are lift and drag coefficients respectively, 

c is chord, 

dr is the infinitesimal element length. 
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4.2.  Calculation of Section Velocities 

The determination of lift of the blade is directly depends on the effective angle of 

attack seen by the infinitesimal blade. There are three main contributors to the 

perpendicular velocity.  

 

Figure 4.2. Blade length and angles [16] 

Considering the figure above, the velocities at station ñrò from the hinge is given in 

the Ref [16] for an articulated blade as below: 

 Ὗ ɱ Ὡ ὶ όÓÉÎ ὺ ὧέί  (4.5) 

 Ὗ  ύ όÃÏÓ ὺÓÉÎ ὺ ὶ 

       Ὡ ὶ ὴίὭὲ ήὧέί  
(4.6) 

 

Where, 

όȟὺȟύ  are translation velocities of the helicopter in body frame, 

ὴȟή are rotational velocities of the helicopter in body frame, 

r is the distance from flapping hinge to blade element, 

e is the distance from rotor hub to flapping hinge, 

 ὺ is the induced inflow, 
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  is the flapping angle of the blade around flapping hinge. 

In order to compute the forcing vector which depends on the lift of the blade, the blade 

element theory is used. The values tables of lift and drag coefficients ὅ and ὅ  are 

given in the Appendix C along with the blade element figure. 

It is important to note that ñrò and ñeò are structural parameters of the helicopter, and 

όȟ ὺȟύ  and p, q are states of the helicopter which are calculated by 6-DOF dynamic 

equations. This left with two important values for the calculation of effective angle of 

attack, which are  and ὺ. These two values are solved simultaneously. The value of 

equation of motion for  can be written as [4][24][26][32][40]: 

 

ὶ Ὠzὒ Ὠὶzύὶ ά  Ὅ  (4.7) 
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4.3. Rotor Model Procedure 

 

Figure 4.3. Rotor Model Flowchart 
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In above chart, the basic simulation steps are given for an isolated rotor model. In 

order to compute the inflow, only missing information is the forcing vector. The 

equations to compute forcing vector † is given as follows: 

 

†
ρ

ς“
 Ὠὒz‰ ὶӶ (4.8) 

 

†
ÃÏÓ 

“
 Ὠὒz‰ ὶӶ 

(4.9) 

 

†
ÓÉÎ 

“
 Ὠὒz‰ ὶӶ 

(4.10) 

 

Where r and j are the r and j value of the respective inflow states ὥ  and ὦ , 

Q is the total number of blade elements on a blade, 

q is the blade element number, 

  is the azimuth angle of the blade in which the blade element resides. 

In the inner-most iteration of the blade element calculations, the forcing vector is 

generated alongside with the infinitesimal lift dL.  

Computation of these † completes the Peters ï He inflow theory. 
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4.4. Properties of Isolated Rotor Model 

The rotor model used to investigate inflow throughout this thesis is the S-76 helicopter 

rotor with following parameters. 

Table 4.1. Parameters of S-76 Helicopter [41]  

Rotor Radius [m] 6.7056 

Rotor Speed [rpm] 293 

Hinge Offset 0.037 

Solidity Ratio 0.0748 

Airfoil  SC1095 

Blade Number 4 

Blade Twist Figure 4.4 

 

pre 

Figure 4.4. Twist along the blade radius [14] 

In the rotor model 16 virtual blade is used. Each blade is divided into 20 blade 

elements. Inflow values are obtained at these stations. An example of the obtained 

inflow distribution for various flight conditions are given in the following figure. 



 

 

 

52 

 

 

 
Flight Condition 1 : 6 state zero advance ratio at 

neutral controls 

 
Flight Condition 2: 21 state zero advance ratio at 

neutral controls 

 
Flight Condition 3: 6 state 0.15 advance ratio at 

neutral controls 
 

Flight Condition 4: 21 state 0.15 advance ratio at 

neutral controls 

 
Flight Condition 5: 6 state 0.30 advance ratio at 

neutral controls 

 
Flight Condition 6: 6 state 0.30 advance ratio at 

neutral controls 

 

Figure 4.5. Example of inflow distributions 
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4.5. Error Calculation for Difference Analysis 

In the following chapter, a rigorous investigation is made in order to understand the 

effects of state number to inflow distribution under different advance ratios and 

control combinations. Therefore, the following error procedure is used throughout  

Chapter 5 to quantify the difference between two inflow distribution. 

Error is calculated by the following procedure: 

Å The inflow distribution with conventional 21 state Peters ï He inflow model is 

selected as baseline inflow model and used for the calculation of mean inflow. 

Å For 16 virtual blades and 20 blade elements, total 320 sections inflows are calculated 

for each state-number inflow model. 

Å The inflow distribution difference is calculated extracting baseline distribution 

model from varying state inflow distribution. 

Å An error matrix is obtained for 320 elements at each time step (100 Hz.). 

Å Then, using the following error equation, percentage error is calculated. 

 

Ὡ    ρππz
‗ ‗

‗
 z
ρ

ὔ ὗz
  

(4.11) 

 

Where n and q show the blade and blade element number respectively, for N blade 

and Q blade element on each blade. 
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CHAPTER 5  

 

5. DYNAMIC  INFLOW DISTRIBUTION SIMULATIONS  

 

5.1. Introduction  

In this chapter, the effects of advance ratio and control inputs to Peters ï He inflow 

distribution are thoroughly investigated for 6, 10, 15 and 21 State Peters ï He inflow 

models.  

Throughout this chapter, it is assumed that the high-number-state model is better for 

the simulation fidelity [15][16][28][29]. Therefore, a 21 State inflow model is selected 

as the baseline inflow model. All other inflow models such as 6, 10, and 15 inflow 

distributions are compared with the 21 State inflow model. The purpose of this is to 

determine flight condition regions where a low ï state inflow distribution do not 

greatly differ from the 21-state model and thus can be employed in that regions 

instead. Furthermore, an error line at 15% percent is drawn in all figures. This error 

limit is utilized in the Chapter 6 to determine a switching logic for varying state inflow 

model. 

5.2. Collective ï Inflow Relations 

In this section simulations in Table 5.1 are done in order to determine effects of 

collective to inflow distributions and transition from a state ï number to another state 

-number.  

The 8 tests conditions given in Table 5.1 are repeated for 6, 10, 15 and 21 constant state 

inflow models making a total of 32 test combined. The results are presented such that 

for a given advance ratio and collective command 5-State, 10-State and 15-State are 

compared with the 21-State model. An example comparison at t=12 for these tests are 

given in the Appendix B. 
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Table 5.1. Collective Tests 

Collective Simulations 

# 
Collective 

(Deg) 

Long 

Cyclic 

(Deg) 

Lateral 

Cyclic 

(Deg) 

Input Type 
Input Time 

(Second) 

Advance 

Ratio 

1 5 to 20 0.0 0.0 Ramp 
Between 

2 - 12 
0.00 

2 5 to 20 0.0 0.0 Ramp 
Between 

2 - 12 
0.10 

3 5 to 20 0.0 0.0 Ramp 
Between 

2 - 12 
0.20 

4 5 to 20 0.0 0.0 Ramp 
Between 

2 - 12 
0.30 

5 20 to 5 0.0 0.0 Ramp 
Between 

2 - 12 
0.00 

6 20 to 5 0.0 0.0 Ramp 
Between 

2 - 12 
0.10 

7 20 to 5 0.0 0.0 Ramp 
Between 

2 - 12 
0.20 

8 20 to 5 0.0 0.0 Ramp 
Between 

2 - 12 
0.30 

 

5.2.1.  Collective Up 

The following collective input given in Figure 5.1 are given to the simulations run below 

for continuous collective up tests. 

 

Figure 5.1. Collective Up Command for tests in Table 5.1. Collective Tests (1-2-3-4) 
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5.2.1.1. Advance Ratio: 0.0 

The simulation results are presented below. 

 

Figure 5.2. Continuous Collective Up at 0.0 advance ratio 

In the Figure 5.2 the difference from 21-State inflow is same for 6 and 10 state inflow 

models because of the fact that both have the same number of ñmean inflowò inflow 

states given in Table 3.1 when r =2 , j = 0 for 6 state and r =3 , j = 0 for 10 state. Same 

holds for 15 and 21 state inflow distributions.   

In the table below, 15% error crossings are given at zero advance ratio for collective 

up input. 

Table 5.2. 15% Error Crossing Collective Values for Zero Advance Ratio 

State Number 15% Error Crossing Collective (deg) 

6 - 

10 - 

15 - 
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Since none of the simulations for given inflow states crosses the 15% error at zero 

advance ratio, for varying-state implementation, during hover, 6 ï state inflow model 

can be used for all collective range instead of 21 state.  

 

5.2.1.2. Advance Ratio: 0.1  

The simulation results are presented below. 

 

Figure 5.3. Continuous Collective Up at 0.1 advance ratio 

 

As advance ratio increases, the asymmetry of inflow increases. Therefore, the 

difference between low-state and high-state inflow distribution increases. 
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In the table below, 15% error crossings are given at 0.1 advance ratio for collective up 

input. 

Table 5.3. 15% Error Crossing Collective Values for 0.1 Advance Ratio 

State Number 15% Error Crossing Collective (deg) 

6 12.00 

10 17.00 

15 - 

 

The 6-State crosses 15% error threshold at 11 degrees collective input whereas 10 -

State model crosses the threshold at 16 degrees. Note that 15 ï State does not cross 

15% error at 0.1 advance ratio.  

5.2.1.3. Advance Ratio: 0.2 

The simulation results are presented below. 

 

Figure 5.4. Continuous Collective Up at 0.2 advance ratio 






































































































































