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ABSTRACT

TELEGRAM SCHEDULING FOR THE PERIODIC PHASE OF THE
MULTIFUNCTION VEHICLE BUS

Güldiken, Mustafa Ça�glar

M.S., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Klaus Werner Schmidt

Co-Supervisor : Prof. Dr. Ece Güran Schmidt

January 2020, 97 pages

Train communication network comprises different standards such as the Wire Train

Bus (WTB) for the data exchange among different vehicles and the Multifunction

Vehicle Bus (MVB) for the data communication within vehicles. Speci�cally, MVB

is a highly robust real-time �eld bus speci�cally designed for control systems built

into rail-vehicles. MVB supports both periodic process data and sporadic message

data transfers in the form of telegrams.

In order to achieve timely and ef�cient data exchange on MVB, the available band-

width has to be used ef�ciently. Accordingly, the main focus of this thesis is the

development of systematic scheduling approaches for periodic telegrams on MVB.

In this respect, the thesis provides four main contributions. First, the thesis proposes

an original integer linear programming (ILP) formulation for the schedule computa-

tion on MVB. Second, the thesis develops 5 basic heuristic algorithms for the fast

computation of feasible MVB schedules. Third, the thesis introduces several swap

operations for improving the schedules obtained from the basic heuristics. Finally,

the thesis presents a comprehensive evaluation of the developed scheduling methods.

v



This evaluation shows that, different from the proposed heuristics, the ILP formula-

tion cannot provide solution schedules for large telegram sets with reasonable run-

times. Speci�cally, two of the proposed heuristics and two of the developed swap

operations are found most suitable as a practical solution to the MVB scheduling

problem.

Keywords: Train Communication Network, Multifunction Vehicle Bus, scheduling,

integer linear programming, heuristics
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ÖZ

ÇOK FONKS�IYONLU ARAÇ VER �IYOLU'NUN PER �IYOD �IK FAZI �IÇ �IN
TELEGRAM Ç �IZELGELEMES �I

Güldiken, Mustafa Ça�glar

Yüksek Lisans, Elektrik ve Elektronik Mühendisli�gi Bölümü

Tez Yöneticisi : Prof. Dr. Klaus Werner Schmidt

Ortak Tez Yöneticisi : Prof. Dr. Ece Güran Schmidt

Ocak 2020 , 97 sayfa

Tren haberleşme a�g�, farkl� araçlar aras�ndaki veri aktar�m�n� sa�glayan WTB (Wire

Train Bus) ve araç içindeki veri iletişimini sa�glayan MVB (Multifunction Vehicle

Bus) gibi farkl� standartlar� kapsamaktad�r. MVB, özellikle demiryolu araçlar� içe-

risindeki kontrol sistemleri için tasarlanm�ş son derece sa�glam, gerçek zamanl� bir

veriyoludur. MVB, hem periyodik işlem verilerinin hem de aperiyodik mesaj verile-

rinin aktar�m�n� telegramlar ile yapmaktad�r.

MVB için, zaman�nda ve verimli veri al�şverisi yapabilmek amac�yla mevcut bant ge-

nişli �ginin etkili kullan�lmas� gerekmektedir. Buna göre tez, esas olarak MVB üzerin-

deki periyodik telegramlar için sistematik çizelgeleme yaklaş�mlar�n�n geliştirilme-

sine odaklanmaktad�r. Bu ba�glamda, tezin dört temel amac� bulunmaktad�r.�Ilk olarak

tez, MVB çizelgeleme işlemi için özgün tamsay�l� do�grusal programlama (ILP) for-

mülasyonunu sunmaktad�r.�Ikinci katk� olarak tez, uygun MVB çizelgeleme işlemi-

nin h�zl� yap�labilmesi için 5 farkl� temel buluşsal algoritma geliştirmektedir. Üçüncü

olarak tez, temel buluşsal algoritmalar taraf�ndan oluşturulan çizelgelemelerin gelişti-
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rilmesi için de�gişim işlemlerini tan�tmaktad�r. Son olarak tez, geliştirilen çizelgeleme

metotlar� için kapsaml� de�gerlendirmeleri sunmaktad�r. Bu de�gerlendirmeler, ILP for-

mülasyonunun geliştirilen buluşsal algoritmalardan farkl� olarak büyük veri setleri

için makul çal�şma süreleri içerisinde uygun çizelgelemeyi yapamad��g�n� göstermek-

tedir. Özellikle, hem geliştirilen buluşsal algoritmalar�n hem de de�gişim işlemlerinden

ikisi MVB çizelgeme probleminde en uygun pratik çözümlerdir.

Anahtar Kelimeler: Tren Haberleşme A�g�, Çok Fonksiyonlu Araç Haberleşmesi, çi-

zelgeleme, tamsay�l� do�grusal programlama, buluşsal algoritmalar
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CHAPTER 1

INTRODUCTION

Today's vehicles contain numerous electronic control units (ECUs), sensors and many

other electrical/electronic components [1, 2, 3, 4, 5]. In order to perform the advanced

functions of vehicles, robust, reliable and ef�cient in-vehicle communication is re-

quired between these ECUs. The speci�c requirements of the different car domains

and vehicle types have led to the development of a large number of automotive net-

works such as LIN (Local Interconnect Network), CAN (Controller Area Network),

CAN FD (CAN with Flexible Datarate), FlexRay, MOST (Media Oriented Systems

Transport), AVB (automotive Ethernet), WTB (Wire Train Bus), MVB (Multifunc-

tion Vehicle Bus), etc. [6, 7, 8, 9].

As a particular vehicle type, trains have evolved from being the �rst practical forms of

mechanized land transport to the extremely complex and sophisticated transportation

systems we currently use [10]. A deterministic and robust �eldbus communication

solution is necessary for safety-sensitive systems within trains which must operate in

harsh and distributed environments [5, 11, 12]. For example, the control of railway ve-

hicles necessitates data communication with very low latencies [13, 14]. Addressing

the requirement of standardization [15], the Train Communication Network (TCN)

[16] was developed as an international standard for data communication aboard rail

vehicles with the collaboration of railway operators and manufacturers [17, 18]. TCN

consists of MVB to connect the equipment within a vehicle and WTB to connect the

vehicles [19, 14]. In this thesis, we focus on the real-time communication of low-

latency periodic data using MVB.

MVB is a highly robust real-time �eld bus speci�cally designed for control systems
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built into rail-vehicles [12, 13, 20]. MVB supports both periodic process data and

sporadic message data transfers in the form of telegrams. There are various functional

and non-functional requirements [13] for MVB. On the one hand, non-functional

requirements are mostly concerned with the reliability of the network. For example,

it has to be the case that:

� Redundant communication lines should be used to achieve high robustness and

to prevent the single point of failure,

� Redundant bus masters should be coordinated with each other in order to pre-

vent the communication breaks down because of the device fails,

� Different media (twisted wire pair, optical �bres and RS485) should be used

for reliable communication,

� Repeaters should be used to connect the media for a transition from one medium

to another,

� The devices should be able to capture statistical information to detect the prob-

lems early.

On the other hand, functional requirements specify how and when data should be

communicated among MVB nodes. Important requirements are that:

� the bit rate should be 1.5 Mbit/s to maximize the effective data throughput,

� process data should be delivered at �xed time slots,

� synchronization should be ensured among the devices.

The recent literature mostly investigates non-functional requirements of MVB such as

robustness, reliability and security. [12] develops an algorithm for checking the health

status of MVB using anomaly detection based on experiments. A formal model-

driven design approach is proposed so as to build a secure implementation of an MVB

bus controller in [20]. The forecast and analysis of the MVB network performance

is a vital process for MVB design. Furthermore, [21] performs a simulation study
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on Matlab/Simulink to analyze the network ef�ciency of MVB with respect to data

length and amount of devices.

Regarding the functional requirements, it has to be noted that MVB enables a con-

cise de�nition of the MVB schedule for periodic message transfers in the form of

telegrams [13]. This MVB schedule consists of consecutive basic periods (BPs) with

a �xed duration and the telegrams have to be placed into these BPs based on their

period. That is, given a telegram set to be transmitted on MVB, it is required to de-

termine an MVB schedule that de�nes the exact time instants where each telegram

should be transmitted.

The main focus of this thesis is the computation of MVB schedules for the trans-

mission of periodic telegrams. The only related work for this topic is given by [22],

which rather focuses on the co-design of scheduling and control on MVB without

taking a formal view on the MVB scheduling problem. Accordingly, this thesis �rst

formalizes the MVB scheduling problem and proposed several performance metrics

for quantifying the quality of an MVB schedule. Then, the thesis develops an integer

linear programming (ILP) formulation for computing optimal MVB schedules. This

work is also published in [23]. Since optimal schedules cannot be computed for large

telegram sets, the thesis further develops several original heuristics and swap opera-

tions for the schedule computation on MVB. A comprehensive evaluation with many

test cases shows that the heuristics compute close-to-optimal schedules for small and

medium-size telegram sets. Most importantly, feasible schedules can be determined

for very large telegram sets even in cases where an optimal schedule cannot be found.

In summary, this thesis proposes telegram scheduling algorithms for periodic data

transmitted on MVB. The main contributions of the thesis are listed as follows:

� First formalization of the MVB scheduling problem in the literature,

� ILP formulation of the optimal MVB scheduling problem,

� Development of different basic heuristic algorithms for the fast computation of

MVB schedules for large telegram sets,

� Swap operations to improve the MVB schedules obtained from the basic heuris-

tics and to generate close-to-optimal schedules,
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� A comprehensive evaluation of the proposed algorithms based on a large num-

ber of randomly generated telegram sets with different properties.

The remainder of the thesis is organized as follows: Section 2 provides the necessary

background information about MVB. Section 3 states the problem addressed in the

thesis and proposes an ILP formulation for MVB scheduling. In addition, different

basic heuristics are developed and their suitability is evaluated based on several per-

formance metrics. Section 4 introduces different swap operations that are applied to

the proposed basic heuristics in order to improve the obtained schedules. Moreover, a

comprehensive performance comparison between the ILP solutions and the schedules

from the proposed algorithms is presented. Conclusions are given in Section 5.
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CHAPTER 2

MULTIFUNCTION VEHICLE BUS: BACKGROUND

This chapter gives background information about the train communication network

(TCN). A general overview is presented in Section 2.1 and Section 2.2 introduces the

multifunction vehicle bus (MVB).

2.1 Train Communication Network (TCN)

The TCN was adopted as the international standard IEC 61375 in 1999 with a joint

effort by the International Railways Union (UIC), Utrecht, Netherlands, and the In-

ternational Electrotechnical Committee (IEC), Geneva, Switzerland with the deputies

from over 20 countries, including many European nations, the US, Japan, and China

representing major railways operators and manufacturers [17]. It introduces a stan-

dard form of data for train control, diagnostics, and passenger information that is

suitable for various train combinations such as metros, or suburban and international

trains. Accordingly, the purpose of standardization is to de�ne interfaces between

programmable equipment, with the aim of achieving plug-compatibility.

The TCN architecture indicates all appropriate con�gurations used in rail vehicles. It

consists of the Multifunction Vehicle Bus (MVB) that connects devices inside each

vehicle and the Wire Train Bus (WTB) to connect the different vehicles as shown in

Figure 2.1.
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Figure 2.1: TCN Architecture

2.2 Multifunction Vehicle Bus (MVB)

MVB is a serial communication bus for railway vehicles that helps to connect devices

within a vehicle for exchanging control, monitoring, and diagnosis information. Ac-

cording to [24], bus activity is divided into periods and the shortest period is denoted

as the basic period (BP). The BP is the �xed time slot that is repeated and all BPs have

the same durationTBP. Following the MVB speci�cation, the BP cycle time shall take

a value as shown below:

1:0 ms� TBP � 2:50ms: (2.1)

A BP is divided into three main phases as shown in Figure 2.2:

1. a Periodic Phase,

2. a Sporadic Phase,

3. a Guard Phase.

Figure 2.2: Basic Period
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The Periodic Phase is reserved for periodic data and the Sporadic Phase is divided

into a supervisory phase (for supervisory data) and an event phase (for event-triggered

message data). The guard phase is introduced in order to separate consecutive BPs.

In principle, MVB supports both periodic data (for process variables) and sporadic

data (for on-demand traf�c) transfers in the form of telegrams. Process variables

carry the state of the train such as the speed, motor current, and operator's commands.

The Master polls the periodic data in sequence and periodic data are polled at their

individual period (IP). Between periodic phases, the Master continuously polls the

devices for events.

The IP is an interval between two successive transmissions of the same process data

from the same source. An IP has to be equal to the BP durationTBP multiplied by

a power of 2 with a maximum value of1024ms. Then, the Macro Period (MP) is

the longest IP, after which the periodic traf�c returns to the same pattern. In this

thesis, we denote the number of BPs in one MP asNMP and the duration of the MP as

TMP = NMP � TBP. If TBP is equal to 1 ms, there can be at most 1024 BPs in one MP.

In case thatTBP = 2 ms the maximum number of BPs is 512.

In MVB, data is sent via telegrams. Each telegram consists of a Master Frame (MF-

request) and a Slave Frame (SF-response). The timing of a telegram anywhere on the

bus is shown in Figure 2.3.

Figure 2.3: Telegram Structure and Timing

[25] indicates that an MF sent by the MVB Master has the format shown in Figure

2.4:

1. MF begins with the Master Start Delimiter (MSD),
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2. MF is followed by 16 bits of frame Data,

3. MF is followed by the 8-bit Check Sequence (CS).

Figure 2.4: Master Frame Format

The length of the MF, which is 33 bits adding up the frame data, CS and MSD, is

�xed to 22� s; this represents 16 bits of transmitted data according to the signaling

speed which is de�ned as 1.5 Mbit/s� 0:01%.

The time between an MF and its related SF (denoted astms) is between 2� s and

42.7� s. Any slave node has to reply within 6� s; in addition, time is allocated for

possible delays of frames traveling along the line and crossing repeaters. In this

thesis,tms = 42:7� s is used since it represents the worst-case scenario.

An SF sent by a Slave has the format shown in Figure 2.5:

1. SF begins with the Slave Start Delimiter (SSD),

2. SF is followed by 16, 32, 64, 128 or 256 bits of frame Data,

3. SF includes an 8-bit Check Sequence (CS) after each word of 64 data bits or

appended to the frame in case of few data bits.

Figure 2.5: Slave Frame Format

The length of the SF depends on the type of data being transferred and is between 16

and 256 bits. Hence, the length of the SF changes between 22� s and 198� s according

to the signaling speed which shall be 1.5 Mbit/s� 0:01%.
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The time from the end of an SF to the beginning of the next MF (tsm) is at least 3� s if

it expects neither collision nor silence in response to its previous MF. The minimum

value (3� s) is used in this thesis.

The duration of each telegram equals the sum of the MF and SF duration, the propaga-

tion delay on the bus and possible processing delays in the MVB nodes as computed

in (2.2) and as shown in Figure 2.3:

dT = dMF + dSF + tms + tsm: (2.2)

Noting that the bit rate of MVB is 1.5 Mbit/s, using the telegram properties described

above and writingk for the number of bit of the SF, the possible telegram durations

are composed of:

dMF = (16 bits+ 9 bits+ 8 bits)=1:5 Mb/s = 22�s;

dSF = ( k bits+ 9 bits+ 2 � 8 bits)=1:5Mb/s;

tms = 22 �s;

tsm = 42:7�s;

dT = (22 + dSF + 42:7 + 3) �s:

Using all possible bit lengths of SFs, the duration of each telegram can be directly

determined as in Table 2.1 according to (2.2).

Table 2.1: Telegram Durations

Master FS (bits) 16 16 16 16 16

Slave FS (bits) 16 32 64 128 256

Total Duration (� s) 89.7 100.37 121.7 169.7 265.7
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CHAPTER 3

BASIC HEURISTIC ALGORITHMS FOR TELEGRAM

SCHEDULING ON MVB

The main objective of this thesis is the computation of telegram schedules for MVB.

In this chapter, the telegram scheduling problem is formally stated and different solu-

tion methods are proposed. Section 3.1 formulates the telegram scheduling problem

on MVB and Section 3.2 develops a suitable integer linear programming (ILP) for-

mulation in order to determine optimal MVB schedules. In addition, different basic

heuristic algorithms for solving the telegram scheduling problem on MVB are pro-

posed in Section 3.3. The different algorithms are evaluated in Section 3.4.

3.1 Problem Statement

Modern rail-vehicles exchange a large amount of periodic data over in-vehicle com-

munication buses such as MVB. In order to achieve timely data exchange and to

prevent data loss, the available bandwidth has to be used ef�ciently, which requires

systematic scheduling approaches.

In order to formalize the scheduling problem on MVB, we de�ne the set oft telegrams

T = f T1; :::; Ttg. Each telegramTi has an individual periodpi and a durationdi

according to Table 2.1. In addition, we de�ne the BP repetition as

r i =
pi

TBP
: (3.1)

to describe the difference between BPs where telegramTi is repeated. Scheduling

telegrams on MVB requires deciding about the offsetoi , which is the �rst BP in each

MP, whereTi should be transmitted.
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The example with �ve telegrams as shown in Table 3.1 helps to understand the schedul-

ing problem.

Table 3.1: Sample Telegram Set For the MVB Scheduling Problem

Ti 1 2 3 4 5

pi [ms] 1 2 2 4 4

r i 1 = 20 2 = 21 2 = 21 4 = 22 4 = 22

di [� s] 160 120 120 160 200

Figure 3.1 (a) shows a possible MVB schedule with the offsetso1 = 0, o2 = 0,

o3 = 1, o4 = 0 ando5 = 2. The required duration of the PP isTPP = 480 � s.

Figure 3.1 (b) shows an alternative schedule with the offsets likeo1 = 0, o2 = 0,

o3 = 0, o4 = 1 ando5 = 3. In this case, the required duration of the PP is shorter

with TPP = 400 � s.

(a) Possible Schedule (b) Alternative Schedule

Figure 3.1: Offset Selection Importance

This example indicates that the choice of the offsets signi�cantly affects the duration

of the PP and hence the ef�ciency of the MVB schedule.

In order to evaluate the quality of an MVB schedule, we introduce severalUmax
BP is

de�ned as the longest BP duration among all BPs. To this end, we writeSk for the set

of telegrams that are scheduled in BPk. Then,UBP is obtained as given in (3.3) based
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on each BP duration as stated in (3.2).

Dk =
X

Ti 2 Sk

di ; k = 0; : : : ; NMP � 1 (3.2)

Umax
BP = max

k=0 ;:::;N MP� 1
f Dkg (3.3)

It is desired to minimize the maximum BUUmax
BP in order to achieve an ef�cient sched-

ule. Speci�cally, decreasingUmax
BP reduces the duration of the PPTPP. That is, more

time is left for the remaining phases in each BP. In addition, minimizingUmax
BP makes

it possible to determine if a given set of telegrams is schedulable on MVB or not. In

particular, schedulability is given if and only if the minimum possibleUmax
BP is smaller

thanTBP.

The performance metric for the evaluation is the minimum BUUmin
BP . Unlike the

maximum BU, it is desired to maximizeUmin
BP because a small value ofUBP indicates

that some BPs are not utilized well. In particular, a large difference betweenUmax
BP and

Umin
BP means the MVB schedule is not balanced. The minimum BU is computed as

Umin
BP = min f Dkg: (3.4)

The standard deviation� BP of the BP durations is the third performance metric. It is

the second most important performance metric for the evaluation after the maximum

BU since it directly shows the balance of an MVB schedule. This performance metric

is introduced based on the observation that an "ideal" MVB schedule would achieve

equal BP durations.

D av
BP =

X

i =1 ;:::;t

di

pi
�

1
NMP

(3.5)

Since such ideal MVB schedule is generally not possible since telegrams have differ-

ent durations and periods,� BP quanti�es the deviation fromD av
BP as

� BP =
NMP� 1X

k=0

(Dk � D av
BP)2

NMP
: (3.6)

Finally, the run-time of each proposed algorithm until �nding a solution schedule is

recorded to see which of the algorithms can produce a suitable MVB schedule in

a practical time. Here, we note that MVB schedules are computed of�ine (that is,

before system operation) such that run-times in the order of minutes are acceptable.
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3.2 Optimal MVB Scheduling using Integer Linear Programming

In this section, we formulate the MVB telegram scheduling problem as an integer

linear programming (ILP). That is, the objective function and constraints are linear

also the variables are restricted to be integers. Hereby, we want to �nd optimal MVB

schedules that minimizeUmax
BP . ILP solution is the optimal solution if CPLEX termi-

nates and is only the best solution until this point if CPLEX times out. We further

note that the work in this section was published in [23].

The requirement for scheduling on MVB is to �nd a suitable offsetoi for each tele-

gramTi . In this context, it must hold that

1. oi � r i � 1, that is, the offset is smaller than the repetition,

2. telegramTi is transmitted in all BPoi + k � r i for k = 0; : : : ;
NMP

r i
� 1.

In order to represent the offset of each telegramTi , we introduce binary decision

variablesx i; 0; : : : ; xi;r i � 1 such that the offsetoi has the valuej if x i;j = 1. That is,

the selected offset for each telegramTi is evaluated as

oi = x i; 0 � 0 + x i; 1 � 1 + ::: + x i;r i � 1 � (r i � 1): (3.7)

Hereby, it must hold that exactly one of the decision variables for telegramTi has the

value 1, which is represented by the equality constraint:

r i � 1X

j =0

x i;j = 1: (3.8)

In addition, the integer decision variable (DV)TPP is introduced for the duration of

the PP. Any feasible schedule should have a maximum BU below the duration of the

TBP as a hard constraint so we get the following inequality constraint for all BPs:

tX

i =1

di � x i;k modr i � TBP ; 0 � k � NMP � 1: (3.9)

In (3.9), it is respected that a telegram which is scheduled with offsetoi = j (implying

thatx i;j = 1 ) appears in all BPk such thatj = k modr i . The duration of each BP

(TPP) is then given by the sum of all telegrams that appear in that BP.
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The decision vectorx is given by the collection of all decision variables as shown

below.

x =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

x1;0
...

x1; r 1� 1
...

x t;0
...

x t; r t� 1

TBP

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

Here, we recall that the variablesx i;j for i = 1; : : : ; t andj = 0; : : : ; r i � 1 are binary,

whereasTBP is an integer variable that represents the used duration of the BP.

Since it is desired to minimize the duration of the PP, the objective function is given

by:

J = min
x

f TPPg: (3.10)

Since, the duration of the PP must be smaller than the duration of the BP, we introduce

the additional constraint:

TPP � TBP: (3.11)

Together, the optimization problem can be formulated in the following vector/matrix

form that can be used:

min
x

f � x (3.12)

such that

Aeq � x = beq; (3.13)

A � x � b: (3.14)

We next illustrate the ILP formulation using the telegram set in Table 3.1. For ex-

ample the four decision variablesx4;0; x4;1; x4;2; x4;3 are needed for telegramT4 with

repetitionr4 = 4 and the decision vector is

x = [ x1;0; x2;0; x2;1; x3;0; x3;1; x4;0; :::; x4;3; x5;0; :::; x5;3; TBP]T : (3.15)
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Then, the equality and inequality constraints in (3.13) and (3.14) are given as shown

below.

min
x

h
0 0 0 0 0 0 0 0 0 0 0 0 0 1

i
� x

2

6
6
6
6
6
6
6
6
4

1 0 0 0 0 0 0 0 0 0 0 0 0

0 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 1 0 0 0 0

0 0 0 0 0 0 0 0 1 1 1 1 0

3

7
7
7
7
7
7
7
7
5

� x =

2

6
6
6
6
6
6
6
6
4

1

1

1

1

1

3

7
7
7
7
7
7
7
7
5

2

6
6
6
6
6
4

160 120 0 120 0 160 0 0 0 200 0 0 0� 1

160 0 120 0 120 0 160 0 0 0 200 0 0� 1

160 120 0 120 0 0 0 160 0 0 0 200 0� 1

160 0 120 0 120 0 0 0 160 0 0 0 200� 1

3

7
7
7
7
7
5

�x �

2

6
6
6
6
6
4

0

0

0

TBP

3

7
7
7
7
7
5

Hereby, we note that the solution of the ILP is the decision vectorx which needs to

be translated to an actual schedule for MVB as in Figure 3.1. This task is performed

by showing each telegramTi with selected offsetoi in all the BPoi + k � r i for

k = 0; : : : ;
NMP

r i
� 1, where the telegram appears.

3.3 Basic Heuristic Algorithms

As will be shown in the evaluation in Section 3.3, the ILP in the previous section

cannot be solved when there is a large number of variables and a high BU. Because

of this reason, a heuristic solution is required in order to be able to schedule such tele-

gram sets. The de�ned problem in this work is similar to the bin packing problem.

According to [26], this kind of problem can be solved by online and of�ine algo-

rithms. Online algorithms, such as First Fit, Best Fit, etc. focus on the cases where

items arrive back to back and each of them must be placed immediately, whereas the

whole input is known before the placement process in the of�ine scheduling problem.

Therefore, of�ine algorithms are investigated to achieve the scheduling goal in MVB.
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In this context, the �rst-�t decreasing (FFD) algorithm operates by �rst sorting the

items to be placed in decreasing order by their sizes and then inserting each item into

the �rst available bin in the list with suf�cient remaining space [27]. While FFD puts

the incoming item in only one place, the item (that is, telegram) has to be placed to

multiple places in the MVB scheduling problem as described in Section 3.1. This

makes it much more dif�cult to solve the MVB scheduling problem since not only

a single bin (that is, BP) but all BPs where a given telegramTi will appear have to

be evaluated. All the heuristics proposed in this thesis are constructed based on FFD

but substantial modi�cations are made on the sorting of telegrams and the placement

operations because each telegram has to be placed in different BPs. Instead of putting

the item to the bin which has suf�cient remaining space, the bins which have the

maximum remaining space or which produce the most balanced schedule are searched

in our heuristics.

All of the algorithms aim to decrease the maximum BU, to minimize the difference

between the maximum and minimum BU in order to obtain a balanced and close-

to-optimal MVB schedule. There are �ve different basic heuristic algorithms are

proposed and each of them will be explained in detail.

For each algorithm, the same data set as shown in Table 3.2 will be used for illustra-

tion in order to compare their performance. Each telegramTi has a unique number,

the durationdi in microseconds is speci�ed according to the frame size and the period

is pi in milliseconds.

Table 3.2: Sample Telegram Data Set With Durations and Periods

Ti 1 2 3 4 5 6 7 8 9

pi [ms] 1 2 2 2 4 4 4 4 4

r i 1 = 20 2 = 21 2 = 21 2 = 21 4 = 22 4 = 22 4 = 22 4 = 22 4 = 22

di [� s] 89.7 121.7 265.7 169.7 169.7 100.37 265.7 89.7 100.37

As the common feature, all the algorithms take the set oft of telegramsT = f T1; : : : ; Ttg

as input and produce an MVB schedule with the offsetsoi for each telegramTi as an

output.
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3.3.1 Minimum Accumulated BP (MAB) Algorithm

As the main idea, the minimum accumulated BP (MAB) algorithm tries to minimize

the accumulated duration of the BPs occupied by the current telegramTi to be sched-

uled. At the beginning of the MAB, all BP durations are set to zero and offsets are

cleared as initial settings. MAB sorts the telegrams in the listL according to increas-

ing pi and decreasingdi in case of equalpi . That is, it is desired to �rst schedule

the telegrams which have a smallerpi . The reason is that such telegrams have a con-

siderable effect on the BP durations since they appear in many BPs. Less frequent

telegrams are placed more easily without too much change in the whole schedule

since they take place in a few BPs. Each telegramTi from top of the sorted list is

picked up and removed fromL. Starting from the �rst offset,oi = 0, the summation

of BP durations in the MP is calculated, for each offset. Here, BP duration is checked

whether it exceeds total allowed BP duration which is equal toTBP. If one of them

exceeds the allowed duration the current offsetoi is marked as a fail. Otherwise, the

offset with the smallest sumCj is selected and the telegramTi is scheduled with that

offset. Furthermore,D j 's andO are updated. The same procedure is repeated until

there are no telegrams in the array, in sequence as in Algorithm 1.

In order to show the algorithm's ability in scheduling, consider the example with the

9 telegrams in Table 3.2. Each telegramTi has individual periodpi and a durationdi .

Looking at the duration and individual period of the telegrams, the sorted listL turns

out as shown in Table 3.3, for the given telegram set.

Table 3.3: Sorted List According to MAB

L[i ] 1 2 3 4 5 6 7 8 9

Ti 1 3 4 2 7 5 6 9 8

di 89:7 265:7 169:7 121:7 265:7 169:7 100:37 100:37 89:7

pi 1 2 2 2 4 4 4 4 4
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Algorithm 1 MAB Pseudo Code

1: Input: T

2: Output: offsetoi for each telegramTi

3: Initialize: Set of assigned offsetsO = ; ; D j = 0 for j = 0; : : : ; NMP � 1

4: Generate sorted listL of telegrams according to increasingpi and decreasingdi

in case of equalpi

5: while L is not emptydo

6: Pick telegramTi from top of the list and removeTi from L

7: for 0 � j � r i � 1 do

8: Cj =
P NMP=r i � 1

k=0 D j + k�r i

9: for 0 � k � NMP
r i

� 1 do

10: if D j + k�r i + di > T BP then

11: Cj = 1

12: if min0� j � r i � 1f Cj g < 1 then

13: Selectoi as the offset with the minimumCj

14: for 0 � k � NMP
r i

� 1 do

15: D j + k�r i = D j + k�r i + di

16: else

17: Mark the algorithm as failed

Assuming the MP with4 BPs, Figure 3.3, we next explain the �rst iterations of Algo-

rithm 1 for the given telegram set. Firstly, the telegramT1 is selected fromL because

it has the smallestpi . Since the IP of the current telegram is equal to one, the tele-

gram is placed to all BPs as shown in Figure 3.2 (left). All BPs are updated with the

duration of the telegram. Secondly, MAB picks the telegramT3 from L since it has

the longest duration among the telegrams withpi = 2. Since there are two possible

offsets,o3 = 0 ando3 = 1, the algorithm calculates BP0 + BP2 and BP1 + BP3 back

to back in order to �nd the minimum one. The sum of BUs are equal so MAB picks

the smaller offset,o3 = 0, which meansT3 is placed to BP0 and BP2 as shown in

Figure 3.2 (middle). Again, the BP durations are updated. After that, the telegramT4

is selected fromL because it has the longest duration among the remaining telegrams

that havepi = 2. The offsetso4 = 0 ando4 = 1 are tried looking at the current BP

durations. The smallest summation of BUs is achieved with offseto4 = 1, henceT4 is
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