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ABSTRACT

SUPERVISED LEARNING FOR IMAGE SEARCH RESULT
DIVERSIFICATION

Göynük, Burak

M.S., Department of Computer Engineering

Supervisor: Assoc. Prof. Dr. İsmail Sengör Altıngövde

December 2019, 65 pages

Due to ambiguity of user queries and growing size of data living on the internet,

methods for diversifying search results have gained more importance lately. While

earlier works mostly focus on text search, a similar need also exists for image data,

which grows rapidly as people produce and share image data via their smartphones

and social media applications such as Instagram, Snapchat, and Facebook. Therefore,

in this thesis, we focus on the result diversification problem for image search. To this

end, as our first contribution, we adopt R-LTR [1], a supervised learning approach

that has been proposed for textual data and modify it to allow tuning the weights of

visual and textual features separately, as would be required for better diversification.

As a second contribution, we extend R-LTR by applying an alternative paradigm that

takes into account an upperbound for the future diversity contribution that can be

provided by the result being scored. We implement R-LTR and its variants using

PyTorch’s neural network framework, which enables us to go beyond the original

linear formulation. Finally, we create an ensemble of the most promising approaches

for the image diversification problem. Our experiments using a benchmark dataset
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with 153 queries and 45K images reveal that the adopted supervised algorithm, R-

LTR, significantly outperforms various ad hoc diversification approaches in terms of

the sub-topic recall metric. Furthermore, certain variants of R-LTR proposed here are

superior to the original method and provide additional (relative) gains of up to 2.2%.

Keywords: information retrieval, search result diversification, image diversification,

supervised learning, tensor
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ÖZ

GÖRÜNTÜ ARAMA SONUCU ÇEŞİTLENDİRMESİ İÇİN DENETİMLİ
ÖĞRENME

Göynük, Burak

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi: Doç. Dr. İsmail Sengör Altıngövde

Aralık 2019 , 65 sayfa

Kullanıcı sorgularının belirsizliği ve internetteki verilerin boyutu nedeniyle, arama

sonuçlarını çeşitlendirme yöntemleri son zamanlarda daha önemli hale geldi. Ön-

ceki çalışmalar çoğunlukla metin aramaya odaklanırken, görüntü verileri de insan-

ların akıllı telefonlarıyla Instagram, Snapchat ve Facebook gibi sosyal medya uygu-

lamalarıyla görüntü verilerini işleyip paylaşmaları gibi sebeplerden ötürü çok önemli

hale gelmiştir. Bu nedenle, bu tezde, görüntü arama için sonuç çeşitlendirme proble-

mine odaklanılmıştır. Bu amaçla, ilk katkımız olarak, metinsel veriler için önerilen

denetimli öğrenme yaklaşımı R-LTR’yi [1] benimsedik ve daha iyi çeşitlendirme için

gereken görsel ve metinsel özellikler için ağırlıkların ayrı ayrı ayarlanmasına izin ve-

recek şekilde değiştirdik. İkinci bir katkı olarak, sonucun sağlayabileceği gelecekteki

çeşitlilik katkısı için bir üst limiti dikkate alan alternatif bir paradigma uygulayarak R-

LTR’yi genişletiyoruz. PyTorch’un sinir ağı çerçevesini kullanarak R-LTR ve türevle-

rini kullanıyoruz ki bu, orijinal lineer formülasyonun ötesine geçmemizi sağlıyor. Son

olarak, imaj çeşitlendirme sorununa en umut verici yaklaşımları bir araya getirmek

için kolektif öğrenme metodunu uyguluyoruz. 153 sorgu ve 45K görüntü içeren bir
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veri seti kullanan deneylerimiz, uygulanan denetimli R-LTR algoritmasının, alt konu

hatırlama ölçütü cinsinden çeşitli spesifik çeşitlendirme yaklaşımlarından önemli öl-

çüde daha iyi performans gösterdiğini ortaya çıkarmıştır. Ayrıca, burada önerilen bazı

R-LTR varyantları, orijinal metottan daha üstündür ve %2.2’ye kadar ilave kazançlar

sağlayabilmektedir.

Anahtar Kelimeler: bilgi elde etme, arama sonucu çeşitlendirme, görüntü çeşitlen-

dirme, denetimli öğrenme, tensor
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Throughout the human history, people have always been affected by the conditions

and requirements of the ages they have been living in. By the foundation of World

Wide Web, the latest era; Information Age was started and it changed people's life

signi�cantly. As the �rst impact, any bit of information was started to be shared

among all people around the world, as this era connected whole humanity from all

around the world. This makes earth a smaller place and encouraged more and more

people to use internet. As can be seen from Figure 1.1, the number of people using

internet is increased dramatically and nowadays, it seems more than half of world's

population is online. It is also predicted that in the near future, the number of people

using internet will continue increasing dramatically and more and more people will

be online [2].

The accessibility of the internet was an important factor that led to dramatic increase

in the number of people using it. During 1990s, just after world wide web is founded,

the internet was not so accessible and was not open for entire world population. That

initial network was connecting just few computers and systems, which were not open

to public access and essentially used for the academic purposes. The spreading of

personal computers was the �rst step making internet accessible for whole humanity.

With the extensive usages of personal computers, people were able to access internet

from their homes, which opened a new window from their homes to entire universe.

The personal computers were good to connect internet and handle people's ordinary

daily tasks. On the other hand, these ancient devices were not so �exible because
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Figure 1.1: Illustration of internet usage increase over years. Data is obtained from

Global Internet Report 2016 [2].

of the lack of mobility. After few decades from pioneer personal computers, smart-

phones took the stage and solved that problem. With them, people became able to

connect internet from wherever they want. Consequently, personal computers and

smartphones made internet so accessible that half of the earth population started to

use internet for different purposes.

The extensive use of internet leads to signi�cant increase on the amount of data in

it. Its huge amount of the data and accessibility make people to check internet as the

�rst resource if they need any data. In other words, internet becomes the main source

of information and this makes internet the biggest library of the universe. Also, these

factors are still shaping and improving that library; as the data living on the internet

is growing continuously.

Analogous to the library terminology, the more books in a library, the harder it be-

comes to �nd a book. The growing size of the data prevents users from being navi-

gated to the desired and correct data they need. In addition, in information retrieval

terminology, the only interface for users to access desired data is keyword-based

queries. People should type queries, which is a combination of few terms, to ac-

cess their data need. Indeed, from user perspective; it becomes very hard to �nd the

most suitable keywords for expressing correct data. In parallel to users, understand-

ing queries is also problematic for retrieval systems. The queries, especially short
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ones, do not provide a complete speci�cation for the information need. Many rele-

vant terms can be absent from queries and terms included may be ambiguous [3]. For

example, by typing queryPython, the user intention may be searching for python the

snake, or python programming language, or even a shortcut for comedy series named

asMonty Python's Flying Circus.

As discussed above, because of the dramatic increase of the data volume and prob-

lematic, ambiguous and unclear queries, it becomes very hard for a retrieval system

to understand exact user needs and intentions. In addition, matching these intentions

with the data living on the system is another problem for a retrieval system. In order

to navigate users to correct resources in spite of these big problems, researchers fo-

cused on improving the search effectiveness. In this sense, a successful search engine

should return a result set for a query that the lists most relevant items and at the same

time, that includes as much diverse items as possible to cover different aspects (or,

intents) of the query. In other words, a successful search engine should return a result

set so that items in the set should be the most relevant items to the query and ele-

ments in the result set should be diverse with respect to each other. To illustrate, for

the querypython, to be sure that user will be able to �nd the resource she/he needs,

a good search engine should include both snake, programming language and tv show

aspects in the result set in order to provide a satisfying search performance.

To address the aforementioned issues, and its lots use cases (such as searching the

web [4], social media [5], product reviews [6], structured databases [7], etc.) in re-

cent years; the researchers attacked diversi�cation problem and developed various

methods to make the result set produced by the search engine diverse, i.e., cover-

ing different aspects of a query. Previous studies can be categorized into two main

groups, namely, implicit and explicit diversi�cation methods. The implicit diversi�-

cation methods rely on document properties as proxies for representing the informa-

tion needs covered by each document [4]. On the contrary to the implicit methods, the

explicit diversi�cation methods try to model the aspects underlying a query explicitly

and rank documents to cover each of these aspect. Hence, explicit methods do not

necessarily need to deal with details of the features of the documents in the collection

[4]. Details of these methods, and well-known examples of them, such as Maximal

Marginal Relevance (MMR) [8], Maximum Marginal Contribution (MMC) [9], Max-
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Sum Dispersion (MSD) [10] and Explict Query Aspect Diverisifcation (XQUAD)

[11] [12], will be discussed in the following chapters.

As the diversi�cation problem becomes very critical for the information retrieval and

different methodologies are developed to overcome this problem, various evaluation

metrics and frameworks are created to evaluate the performance of proposed methods.

The well-known diversity metrics such as� -nDCG[4], ERR-IA[13, 14], andsubtopic

recall [15] are developed to construct a standard about diversity scores. In this thesis,

these metrics are used to evaluate the diversity of generated rankings and measure the

effectiveness of proposed solution.

1.2 Problem De�nition

As discussed in section below, the smartphones made serious effect on the internet

usage thanks to mobility and accessibility they have provided. In addition to their

contributions on the proliferation of internet, they also caused dramatic increase on

the data living on internet. More speci�cally, the biggest impact of the smartphone

usages lead to signi�cant increase on media and image data on internet. With the help

of smartphones, a new trend, namely social media, was born. This new phenomena

is so powerful that nearly every online user is using social media. By 2019, 3.3

billions people are using social media from all around the world. Social media usage

is very important concept; because, with its wide spreading, users become not only

consumer of the data, but also become the producer, as they have started to share what

they have, live or think with the others. With the latest trends on social media [5],

people are tend to express their feelings with image based data through most popular

social media sites such as, Facebook, Instagram, YouTube and Twitter. As a result,

people produce more and more image data.

In addition to social media, another hot trend, online media also has serious effect

on size of image data on the internet. As online media becomes more popular, main

media resources such as series, �lms and shows are moved from the televisions to the

online platforms and stored on the internet, which makes online media to be another

important actor making image data pool become bigger.
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The advancements on the technology in the last few decades also was another im-

portant factor that led to the increase of the online image data. The direct impact of

technology can be examined from two different dimensions. Firstly, with the help

of improvements on the technology, researchers started to �nd new observations to

understand our universe better. By the using of the latest technology in the research

areas such as space science, geography and ocean sciences, now; scientist are able to

execute millions of experiments by collecting and analysing image based data. For

instance, one of the hundreds of programs of NASA, Hubble Space Telescope cap-

tured 1 million observations by 2014. It is still continuing to generate 844 gigabytes

image data for each month according to NASA statistics. Given that there are millions

of programs and experiments run by scientists all around the world and comparing it

with the data just Hubble produces on each month, we can realize that the total size of

data produced by scienti�c experiments would be huge. Secondly, improvements on

technology did not only increase number of images on the internet, but also changed

size of an individual image. Thanks to improvements on both hardware and software

on cameras, today; these are able to capture high quality images with their high dy-

namic ranges. Hence, both increase on number of images on the web and increase

of size of individual image, caused dramatic increase on total image data size on the

web.

In addition to natural re�ection of data increase to all data types, the reasons listed

above caused image data on the web increase more, when it is compared with other

data types such as textual and sound based data. As a result, similar to textual based

search diversi�cation problem was becoming popular, nowadays, the problem of the

image based search result diversi�cation is also gaining more popularity from both

academical and professional directions. Similar topythonquery example given in

section below, when a user types a query to retrieve an image, for exampleHagia

Sophia, Istanbul, the �nal search result set of the query should contain images from

different perspectives and within different conditions (such as taken in daylight or at

night, in summer or winter) to provide a satisfying search experience. This difference

between diverse and non-diverse result sets for the same query is visualized in Figure

1.3 and Figure 1.2. To solve that problem, in this thesis, we have concentrated on

image based search diversi�cation problem and proposed, implemented and evalu-
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ated a new approach that is based on and adopted from textual search diversi�cation

techniques.

Figure 1.2: Example non diverse image result set for the query Hagia Sophia.

Figure 1.3: Example diverse image result set for the query Hagia Sophia.

1.3 Contributions

The main focus of this thesis is adopting and implementing cutting-edge, high per-

formance methodologies to achieve image based search result diversi�cation. Main
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contributions of this thesis can be summarized as follows;

� We adopt a supervised learning solution, which is described in [1] and named

as relational learning to rank (R-LTR). As R-LTR is designed to work on tex-

tual data, we re-formulate its ranking function and redesign its tensor structure

so that it can work on multiple tensors and multiple features. Consequently, the

new diversi�cation framework, referred to as R-LTRIMG is operational for both

textual and visual data. Thanks to newly de�ned tensors in this framework, the

new version of the system is able to tune between and modify the weights of

textual and visual features. We also integrate a technique to compute the simi-

larity of a textual query and image result, namelySelecting the Representative

Image, as described in [16], to our framework. This increases uniqueness of the

R-LTRIMG framework, sinceSelecting the Representative Imageapproach has

been usually applied for clustering purposes [16].

� By a careful analysis of our dataset (described later), we identify the most use-

ful descriptors to serve as textual and visual features. After running several

experiments, we determined the most suitable and best performing distance

calculation method for each feature.

� We propose different R-LTR variations based on different learning strategies.

As the initial strategy, R-LTR is implemented as a simple neural network, with-

out a hidden layer. Then, neural network architecture is enriched by introducing

hidden layers and nodes. Also, ensemble learning techniques are used to gain

performance by using aggregated scores of different neural network architec-

tures.

� Our �nal contribution is based on the following observation: R-LTR learns a

ranking function based on an iterative selection process, where the diversity of

a given document is computed wrt. the previously selected documents, i.e., fol-

lowing the paradigm of the well-known Maximal Marginal Relevance (MMR)

diversi�cation [8]. We extend R-LTR with an alternative approach, inspired by

the Maximum Marginal Contribution (MMC) idea of [9]. While diversifying

a result set, the MMC approach takes into account an upperbound for thefu-

ture diversity contributionthat can be provided by the document being scored.
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As far as we know, the earlier approaches for supervised diversi�cation (such

as [1, 17, 18, 19]) essentially follow the MMR paradigm and hence, ours is the

�rst attempt tolearnan alternative ranking function.

� Our experiments are conducted using theDiv150Creddataset employed in the

2014 Retrieving Diverse Social Images Task (of MediaEval Initiative) in a well-

crafted framework. For the baseline strategies, MMR and MSD (described in

Chapter 2), we employed a dynamic feature weighting strategy for higher per-

formance. For all the diversi�cation methods, we used various pre-processing

techniques, and employed a particular strategy based on representative images,

to better capture the query-image relevance. We show that the adopted R-

LTRIMG and its proposed variants outperform MMR and MSD in diversi�cation

effectiveness. Furthermore, according to the results reported in the Diversity

task of MediaEval, certain R-LTRIMG variants are also superior to all but one of

the methods explored in this campaign.

Our work presented in this thesis is accepted for publication in European Confer-

ence on IR Research (ECIR 2020) with the title `Supervised Learning Methods for

Diversi�cation of Image Search Results'.

1.4 Organization of the Thesis

The rest of this thesis is organised as follows:

� Chapter 2 reviews previous works on the search result diversi�cation problem.

� Chapter 3 begins with describing the work adopted in thesis, namely Relational

Learning to Rank Approach (R-LTR) [1] for Search Result Diversi�cation on

textual data. Then, we describe the structural additions to support image diver-

si�cation, and more crucially, propose our R-LTR variants.

� Chapter 4 describes used dataset, and its utilities. This chapter also covers base-

line methods, their descriptions, and implementations. This chapter is closed

by discussing the standard evaluation metrics used in the experiments.
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� Chapter 5 presents our extensive experiments. In general, our experiments can

be divided into two groups, while one set of the experiments focus on improving

framework performance, such as epoch number analysis and feature importance

analysis, the second set of experiments focus on evaluating the performance of

the new solution by comparing its performance with the baseline models. This

chapters ends with the discussions about our �ndings.

� Chapter 6 summarizes the work done, presents �nal discussions and provides

possible future work directions.
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CHAPTER 2

RELATED WORK

In this chapter, the de�nition of the search result diversi�cation problem will be ex-

plained in more detail. Also, existing techniques to tackle that problem, which have

been identi�ed during literature review, will be discussed by providing their back-

ground information. The general idea of implicit and explicit diversi�cation method-

ologies and their well-known example techniques can also be found on this chapter.

At the end of this chapter, description of global diversity metrics and diversity evalu-

ation techniques will be described in detail.

2.1 Diversi�cation Problem In Detail

When a user type a query to retrieve any data, that query is processed by a search

engine and desired set of information is provided to user. The search engines are

positioned at the heart of information retrieval activities, which is serving billions of

people to their data needs at each day.

A typical search engine operates three main duties as can be seen in Figure 2.1.

� Firstly, a search engine is responsible from crawling, which is about checking

and being aware of newly generated content from entire web. The crawling is

the process of discovering new contents and expanding information borders of

the search engine.

� Secondly, search engine operates indexing tasks. Thanks to indexes, the sys-

tems become able to map all information or document to an index, which makes

accessing and querying over documents easy.

11



� Finally, search engine handle ranking operation. With ranking process, the

engine can generate a result set which is suitable for a query. The result set is

shown to users through a user interface and they can �nd their data need.

Figure 2.1: Main components of search engines, with main responsibilities of each

component.

The search result diversi�cation is one of the important concept of ranking process.

As stated by Shengli Wu, Zhongmin Zhang and Chunlin Xu [20], search result di-

versi�cation is usually achieved within two steps. At �rst step, for a given query, the

search engine executes a ranking algorithm to construct a ranked list of documents by

considering only relevancy of the documents with respect to query. Then, second step

takes the place and it applies a diversi�cation algorithm to re-rank constructed list to

improve diversity and cover every aspects of the query as much as possible. Hence,

search result diversi�cation is highly related and coupled with ranking process of a

search engine.

The dramatic increase in data size on the web, which happened in previous few

decades, affected performances of search engines negatively. Because that caused

lots of duplicate documents should be lived and these were listed in the same result

list. In addition to growing size of data and duplicates, queries was another impor-

tant factor had huge negative impact on the search engine performances. As stated in

sections below, queries are ambiguous, which can refer to different meanings. Also,

queries are usually composed by few terms, which makes quite complicated to un-

derstand exact user needs. These two factors forced search engines to perform better,

such that each document in the constructed result set should be relevant to the query,

at the same time documents in result set should be so diverse that they can cover ev-

ery aspects of the query. That fact would increase the chance of desired document's
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occurrence in result set, which has direct effect on user's satisfaction on search ex-

perience. As a result of these discussions, researchers focused on diversifying search

results by constructing different methods for search result diversi�cation problem.

As expressed, diversi�cation solutions aim to increase novelty to have a maximum

coverage for a query in terms of every aspects it can have. More formally, for a

given set ofN available documents relevant to queryq, and a constraintk, desired

length for result set, diversi�cation process aims to select a subsetSwith k documents

from N items, such that diversity between the items inS is maximized [21]. From

probability point of view, following formula express diversity score,P(Sjq), which

denotes chance of covering every categories of a query. The main aim is to construct

a subsetSsuch that the following formula is maximized [22];

P(Sjq) =
X

c

P(cjq)(1 �
Y

d2 S

(1 � V(djq; c))) (21)

It can be inferred from both de�nitions that diversi�cation problem actually a maxi-

mum coverage problem aiming to have maximum diversity by covering every aspects

of query. As this problem can be reproduced by reduction from maximum coverage

problem, it can be proved that search result diversi�cation problem is NP-Hard [4].

2.2 Existing Methods

After de�ning search result diversi�cation problem formally, and proving its type as

NP-hard, many researchers have tried to solve it from different paradigms. While

solving diversi�cation problems, researchers generally approach problem from two

different dimensions; which are diversi�cation strategy and aspect representation type

used in that solution.

2.2.1 Diversi�cation Strategies

Diversi�cation strategy or approach de�nes how a solution aims to cover every as-

pects or dimensions of the query in produced result set. There are three main ap-
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proaches in terms of diversity strategy used in existing solutions.

� Novelty Based Diversi�cation Approach: This approach compares newly pro-

cessing document with each document in result set and just focusing on differ-

ence of new document with respect to elements in result set. This approach is

just interested in novelty introduced by each document and aims to decrease

redundancy by promoting differences between elements.

� Coverage Based Diversi�cation Approach: This approach focuses on query as-

pects and tries to measure each candidate document's contribution on covering

all of the aspects. While considering a candidate document to be included in

result set, it just checks aspect coverage of current document without compar-

ing it with already selected documents in current result set. By this de�nition,

prerequisite of this approach would be identi�cation of the query and �nding

its all aspects, which reduces this problem to resolving query ambiguity.

� Hybrid Approach: In recent year, few solutions were developed which behaves

like combination of both novelty, and coverage based approach. In general,

these methods are based on learning, aim to use both coverage and novelty

information as features of the entire system.

2.2.2 Solutions by Aspect Representation

In order to solve diversi�cation problem, each document in the corpus is needed to

be de�ned mathematically and represented on vector space model. The aspect repre-

sentation of the solution determines the way of representing document in the solution

space. There are two main aspect representation types used for current solutions,

which are implicit and explicit diversi�cation techniques.

2.2.2.1 Implicit Diversi�cation

Implicit diversi�cation techniques were the initial ones in the literature by diversi�-

cation solutions according to aspect representation. These techniques represent docu-

ment by using its' properties only, without knowing details of the query. With implicit
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diversi�cation, the features are de�ned at the beginning of the process and each doc-

ument is represented as the combination of these features. It is important that these

features are independent from query aspects. This diversi�cation technique tries to

estimate similarities and differences of the documents by comparing these query-

independent features of each document. In brief, implicit techniques solve diversi-

�cation problem from a document based approach, by representing each document

as query independent features in solution domain and comparing these to construct a

diverse result set covering information needs of users.

One of the pioneer solutions with implicit diversi�cation is Maximal Marginal Rel-

evance (MMR) algorithm, proposed by J. Carbonell and J. Goldstein [8]. The rele-

vancy and novelty are the two different concepts should be provided together for a

good search experience. As these two conditions are contrary to each other, it is not

possible to cover both of them at the same time. This algorithm aims to construct

a result set with the harmony of both relevancy and diversity, by using an objective

function which has a parameter to tune weights of relevancy and diversity, with a

tradeoff value between them. After representing each document in the corpus by

well-de�ned features and being able to measure similarities between them, this ap-

proach formulates following objective function to construct relevance, and diverse

set.

MMR (d; q; S) = 1 � � � sim(q; d) + ( � ) � max
di 2 S

(div( d; di )) (22)

As can be inferred from the objective function formula, MMR tries to tune between

relevancy and diversity. While, left side of the equation, namelysim(q; d) is respon-

sible from constructing a result set from relevance documents to query, the right side

tries to extend resultset with documents introducing novelty by comparing it with the

all documents in the current result set.

The lambda value, namely� , in the formula is called as trade-off value or diversity

coef�cient and it makes algorithm able to tune between relevance and diversity. With

increasing� value, algorithm produces more diverse results with less relevancy, on

the other hand; with lower� values, algorithm tends to produce more relevant results,

which may contain more redundant documents because of the lack of diversity. To
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sum up, while comparing two runs with� is 0.1, and 0.9; it is shown that while �rst

run was better in terms of relevance metrics such as precision, second run was better

on diversity metrics such as cluster recall.

There are lots of variants of the MMR, as it inspired many algorithms such as the

formula below.

MMR (d; q; S) = (1 � � ) � sim(q; d) +
�

jSj
�

X

di 2 D

div(d; di ) (23)

This function just contributes general idea of the MMR by measuring diversity. In-

stead of de�ning diversity as the maximum distance between the current document

and all documents in the corpus, the formula above calculates diversity score as the

average of distance between current one to all documents.

Although the objective functions may have small differences among MMR versions,

the general execution of the algorithm is the same for all of them. The algorithm

starts with its execution with an empty set, namelyS, and tries to construct a result

set withk documents from a candidate set,R. For each iteration, it tries to select

the document with highest mmr score(or any other objective function), puts selected

document to result set, and extracted it from possible candidate documents. The

formal explanation of this greedy based search algorithm can be found in Algorithm

1.

Algorithm 1 Greedy Search Based MMR Algorithm

1: S  ;

2: while jSj < k do

3: di  argmaxdi 2 R(mmr(d i ; S))

4: S  S [ di

5: R  R n di

6: end while

7: return S

Another popular solution for implicit diversi�cation is Max-Sum Dispersion [10].

Similar to MMR, this method conducts greedy search to construct a �nal result set

based on an objective function. Unlike MMR's objective function, this method takes
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two documents as input and returns score of the document pair. Hence, this algorithm

works on document pairs, instead of processing one document at a time.

MSD (di ; dj ; q) = (1 � � ) � (sim(di ; q) + sim( dj ; q)) + 2 � � � div(di ; dj ) (24)

This formula returns a score of two documents, namelydi anddj , taken as input,

by having similarity scores of these documents with respect to query and diversity

scores between the documents. By multiplying these scores with the tradeoff value,

objective function returns an output score of the processing pair.

The following algorithm illustrates the construction of result set by using MSD ob-

jective function;

Algorithm 2 Greedy Search Based MSD Algorithm

1: S  ;

2: while jSj < 
oor(k =2) do

3: di ; dj  argmaxdi ;dj 2 R(msd(di ; dj ))

4: S  S [ [di ; dj ]

5: R  R n [di ; dj ]

6: end while

7: if is_odd_number(k) then

8: dk  get_random_doc(R)

9: S  S [ [dk ]

10: R  R n [dk ]

11: end if

12: return S

As can be inferred from de�nition above, at each iteration, algorithm tries to �nd

pair of two documents, which has the greatest msd score and put these to current

result set. For the given resultset length, namelyk, the execution is �nalised withk=2

execution ifk is even. Otherwise, ifk is odd, algorithm terminates by executing one

more statement, by selecting a random document from candidate set, and appending

it to result set.

In addition to heuristic based extensions of the MMR, there are also some effective
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extensions of it are developed using probabilistic models. One of the most popular

solution in�uenced by MMR and based on probability isRisk Minimization. Zhair

and Lafferty [23] developed a framework to calculate score of each document, with

given query and current result set by calculating loss value based on probabilistic

models and tries to reduce loss values at each iteration.

Maximum Marginal Contribution (MMC) [9] is another approach, which is very sim-

ilar to MMR, but in addition to taking into account the documents already selected in

to S, MMC also considers somewhat an upperbound on the future diversity, i.e., com-

puted as the contribution of the most diversel documents to the current documentd.

In Equation 25, the �rst two components are exactly same as MMR, while the third

component captures the highest possible diversity that can be obtained based ond, in

case that it is chosen intoS.

MMC (d; q; S) = (1 � � ) � rel(q; d) +
�

jSj
� (

X

di 2 S

div(d; di ) +
k�j Sj� 1X

l=1
dj 2 D � S� d

div(d; dj ))

(25)

2.2.2.2 Explicit Diversi�cation

The explicit diversi�cation technique tackles diversi�cation process from a query-

oriented point of view, unlike implicit diversi�cation. As general process of the ex-

plicit diversi�cation, initially, these techniques try to de�ne every aspects or subtopics

of a given query. As Ozdemir and Altingovde mentioned [24], generally this is done

by identifying all possible ambiguities and reformulations of the query. After identi-

fying every dimensions of the query, these techniques try to cover every dimensions

in �nal result set by matching these dimensions with the documents. By the de�ni-

tion, the main challenge of this process is to �nd every aspects of the query to cover

every information need.

Intent Aware Select (IA-Select) is one of the earliest explicit diversi�cation algo-

rithms in the literature. Agrawal et al. [22] developed a method able to get rela-

tionships of queries and documents by the categories on a taxonomy. Thanks to that

classi�cation, this method is able to represent each document and query in category
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domain. As related categories of each element in the corpus is known, diverse result

set is generated by selecting and promoting elements whose categories not in current

result set. As a result of this process, result set does not include redundant documents

covering the same topics, as selection of documents causing redundancy are �ned.

IA � Select(S; q; d) =
X

c2 �

f (cjq; Si ) � f (djq; c) (26)

The objective function returns score with given queryq, documentd, and current

result set,S. The returned score is calculated by iterating through each category

de�ned in taxonomy and measuring introduced novelty of the candidate document by

comparing remaining categories of the query not included in current result set and

possible categories can be contributed by the current document. IA-Select method

uses the same greedy approach with MMR, as described in Algorithm 1. In general,

this algorithm iterates through each element in candidate document set and tries to

select the one, which maximizes objective function at each time.

Santos et al. [4, 12, 11, 25] introduced another state-of-art explicit diversi�cation

technique, Explict Query Aspect Diverisifcation (xQuAD). xQuAD framework sorts

out the biggest problem of explicit diversi�cation, which is identifying all query as-

pects, by gathering all reformulations of a query from TREC subtopics and search

engines, such as query logs of a search operation. Thanks to these information re-

sources, the framework is able to extract information needs of a query as much as

possible. After identifying all possible dimensions of both queries and documents,

xQuAD algorithm de�nes an objective function working on probabilistic combina-

tion of diversity and relevancy.

xQuAD (S; q; d) = (1 � � ) � P(djq) + � � P(d; Sjq) (27)

As it can be inferred from the de�nition of the objective function,P(djq) represents

relevancy on probabilistic model, whileP(d; Sjq) denotes diversity. xQuAD algo-

rithm works with the greedy approach as expressed below to construct a result set

with the documents producing maximum score output from objective function.
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Both IA-Select and xQuAD try to identify query aspects and promote documents cov-

ering as much as dimensions thanks to coverage part of their objective functions. In

addition, intersection of uncovered categories of the query in current result and as-

pects of the current document is also important for selection of the document. Hence,

these two algorithms care both coverage of the all query aspects and novelty intro-

duced by each element, which make these algorithms work as hybrid diversi�cation

in terms of their diversi�cation strategies.

To sum up, while diversi�cation strategy of a solution describes the way of handling

diversi�cation, a general structure of the solution; aspect representation de�nes the

way of representing document on the solution space. Together, these two important

concepts formulates the solution. The Table 2.1 summarizes characterics of the ex-

plained algorithms according to these two dimensions.

Table 2.1: Algorithms By Diversi�cation Strategy and Aspect Representation.

Algorithm Diversi�cation Strategy Aspect Representation

MMR Novelty Based Implicit

MSD Novelty Based Implicit

MMC Novelty Based Implicit

xQuAD Hybrid Explicit

IA-Select Hybrid Explicit

All algorithms explained below works with a greedy approach, as expressed formally

in MMR algorithm. As the main working principle, these algorithms iterate whole

candidate documents sequentially and try to construct result set by getting the one

with maximum score among all elements. As an alternative approach to greedy one,

thanks to improvements on machine and deep learning techniques, some algorithms

are developed using learning approaches for candidate document selection process.

In general, these types of algorithms try to optimize their objective function param-

eters by training algorithm on development dataset. Then, algorithms use optimized

parameters on objective functions and select documents accordingly. Some of the fa-

mous learning based examples such as Supervised Learning, or Relational Learning

to Rank methods can be found later sections in detail.
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2.3 Diversity Measurement Techniques

As examined in the previous chapter, there are many solutions developed to solve

search result diversi�cation problem. The increasing number of solutions caused an-

other problem to be solved, which is measurement of the effectiveness of a solution.

In other words, the evaluation of diversity was another problem researchers faced with

in the information retrieval terminology. We will discuss few well known diversity

evaluation techniques by providing rationales behind them in this section.

One of the pioneer approach for evaluating variety of a result set is subtopic(cluster)

recall, which was in�uenced by explicit diversi�cation techniques. For a given query

q, and a result setR, subtopic recall is calculated by dividing number of subtopics

covered by result set to number of subtopics can be generated fromq.

subtopic-recall(S; q) =
num-covered-subtopics(S)
num-covered-subtopics(q)

(28)

wherenum-of-subtopicsfor a setSis the length of union of covered subtopics by all

documents in S.

The subtopic recallformula above outputs ratio of covered subtopics of the query

by given result set. So, the more diverse result sets produce higher scores, while the

result sets with redundant documents are tend to produce lower scores. There can be

some possible variants of the subtopic recall parametrized by a cutoff value, namely

l. To illustrate, whilesubtopic-recall@10represent recall value of a result set with

length 10,subtopic-recall@20expresses recall value of result set with 20 documents,

or �rst 20 documents in the result set.

In addition to subtopic recall, Discounted Cumulative Gain (DCG) is another metric

for evaluating effectiveness of a result set. This metric is designed by considering

positions of each document in result set. Under the assumption of the most relevant

documents to the query should be on lower indexes and newly selected documents

should be determined according to their relevancy by query, that metric de�nes fol-

lowing function to measure cumulative gain at position i by using logarithmic reduc-
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tion factor according to index of the document in the result set [26];

DCG@i(S; q; d) =
iX

k=1

2sim (q;Si ) � 1
log2(i + 1)

(29)

As can be understood from the formula,DCG@ioutputs a score for given query and

result list. It is obvious that this function can return different maximum or mini-

mum values for different queries. In order to evaluate complete search engine per-

formance, evaluation method should be executed with all queries and results of each

query should have the same impact on the �nal output. That requires each DCG

metric by query should be normalized to have a standard form. Thanks to nDCG@i

formula below, this normalization is done by dividing current DCG score of the result

set to ideal DCG score can be produced for the current query.

nDCG@i(S; q; d) =
DCG@i(S; q; d)
IDCG@i(S; q; d)

(210)

IDCG is calculated as follows.

IDCG @i(S; q; d) =
k= jREL i jX

k=1

2sim (q;Si )

log2(k + 1)
(211)

TermRELi in Equation 211 denotes the list of relevant documents, which is already

ordered by relevance of documents in the entire corpus up to position i.

After inspiring diversi�cation strategies, the methodology of intent awareness also

had huge impact on diversity evaluation metrics. Agrawal et al. adopted the concept

of intent awareness to diversity evaluation metrics and introduced one of the avant-

garde approach, namelynDCG-IA. By de�nition of diversity, there can be multiple

intents of user to type a query. With introduced intent awareness on DCG formula,

following function becomes able to inject query aspects and by multiplying DCG

score with probability of an intent in a query, which is given [13]. The probability

of an intent in a query is de�ned asP(i|q) in the formula below, and by de�nition; it
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should be between 0 and 1.

nDCG � IA @i(S; q; d) =
X

c=1

P(cjq) � nDCGc@i(S; q; d) (212)

TheExpected Reciprocal Rankis another metric, which measures search result per-

formance based on user cascade model. During development of that method, it is

assumed that; the method for calculating position where user stops to search for de-

sired information can be calculated within linear time complexity, so,ERRmetric for

a result set with n documents is described as follows [27];

ERR(S; q) =
jSjX

i =1

1
i

� P(user �nds information need at index i) (213)

ERR metric is improved by involving intent aware methodologies, like DCG. Similar

to nDCG-IA, with the identi�cation of all possible intents for a query, ERR-IA metric

reduces total query execution to be processed within all possible aspects for a given

query. It is computed for each category included a query, by multiplying ERR score

of a given query intent pairs with the probability of the given intent within a query.

More formal expression of ERR-IA can be found in Equation 214.

ERRIA @k(S; q) =
X

i 2 I q

P(i jq) � ERR@k(S; q) (214)

23



24



CHAPTER 3

SUPERVISED LEARNING APPROACH FOR IMAGE SEARCH

DIVERSIFICATION

In this chapter, main contribution of our work and proposed approach will be pre-

sented in more detail. Firstly, preliminaries will be discussed in order to review the

related background. As tensors are highly critical components of our learning based

approach, we also brie�y review tensors. Then, we describe the supervised learning

solution of [1] for the diversi�cation of textual results. Next section will introduce

our proposal, which is adopting the latter supervised learning solution for the image

data. Details of relevancy, diversity calculations, extracted features, learning strate-

gies and optimization processes are presented in this section. Finally, we also de�ne

additional improvements to provide a better search experience such as face detection,

and geographical �ltering.

3.1 Preliminaries

The prerequisite information to understand proposed solution is described in this sec-

tion. In particular, we �rst describe the applications of learning for diversi�cation

in general. In addition, as tensors play a key role in the proposed solution, these

methodologies are also described.

3.1.1 Learning In Search Result Diversi�cation

As expressed above, a typical search engine has three main components crawling,

indexing, and ranking. With the improvements in learning based approaches, deep
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and machine learning algorithms are started to be used on various areas. One of the

most promising area of learning approaches is the information retrieval as these two

concepts are dealing with the same set of problems, which can be reduced to the same

root problem.

Learning based algorithms are widely employed in search engines to improve per-

formance. For example, machine learning based clustering solutions make indexing

becomes by combining related documents together, and expressing them as a single

set of documents [28]. As ranking process depends on the features of each document

in candidate set, selecting correct features to represent document is very important

for the entire information retrieval process. To extend retrieval process from working

only on handcrafted features with small amount of data and taking advantage from

big data, there are some deep learning based algorithms are developed, which con-

tribute whole retrieval process and provide promising results [29]. In addition, some

machine learning based user modeling algorithms are implemented to track user be-

haviours and adapt retrieval system according to personalized structure [30].

In addition to achievements above, learning based approach also had important ef-

fects on diversi�cation process. Since a query is unstructured and just combination

of few terms, most of the search queries are ambiguous and hard to understand exact

user need from retrieval system point of view. Machine learning algorithms make

contribution on that area to represent all categories of the query, so that retrieval

system can provide every possible user needs [31]. Also, as trade-off based algo-

rithms become popular among diversity solutions, varied from MMR, the importance

of parameters is increased as search engine performance is directly affected by those

parameters. Thanks to learning based algorithms, systems optimize parameters by

learning, and train themselves by making practices on development environment. In

general, learning approaches achieve this by de�ning a loss function, measuring the

difference between system output and optimum result, and tries to decrease the loss

value at each iteration. Details of the supervised learning diversi�cation approach can

be found in the next sections.
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