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A B S T R A C T
We study goal–oriented a posteriori error estimates for the numerical approximation of Dirichlet boundary control problem governed by a convection diffusion equation with pointwise control constraints on a two dimensional convex polygonal domain. The local discontinuous Galerkin method is used as a discretization technique since the control variable is involved in a variational form in a natural sense. We derive primal–dual weighted error estimates for the objective functional with an error term representing the mismatch in the complementary system due to the discretization. Numerical examples are presented to illustrate the performance of the proposed estimator.
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1. Introduction

Many real-life applications such as the shape optimization of technological devices, air pollution problems, and flow control problems lead to optimization problems governed by partial differential equations (PDEs); see, e.g., [1–3]. In such kind of problems, one is interested in the accurate evaluation of some target quantity, such as the value of the solution of the underlying PDE at some reference point in the domain of interest, a physically relevant quantity such as the drag in airfoil design or, in optimal control, the value of the objective function at the solution of the underlying minimization problem. The complexity of such problems requires special care in order to obtain efficient numerical approximation for the optimization problem. One particular way is the adaptive finite element method with the goal of achieving a desired accuracy in the evaluation of the output quantity of interest, which consists of successive loops of the following sequence:

\[ \text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE}. \] (1)

The \text{SOLVE} step stands for the numerical solution of the optimization problem in a finite dimensional space defined on the given mesh. The \text{ESTIMATE} step is the key point of the adaptive finite element method. In this step, local error indicators are computed in terms of the discrete solution without knowledge of the exact solution. They are essential in designing algorithms for mesh adaptation, which equidistribute the computational effort and optimize the computation. Based on the information of the indicators, the \text{MARK} step selects a subset of elements subject to refinement. The refinement is then executed in the final step \text{REFINE} of the adaptive loop.

Nowadays, adaptive mesh refinement based on an a posteriori error estimator, contributed to the pioneer work of Babuška and Rheinboldt [4], has become a standard tool in the finite element codes. Most of the error estimators are based on the \(L^2\)–norm or the natural norm with respect to the applied discretization strategy, called as a residual-type a posteriori error estimator, for the optimal control problems; see, e.g., [5–14]. However, the main drawback of conventional error estimates is the dependence of often unknown constants. As a consequence, the error estimator cannot obtain
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information concerning the quantity of the error. With regard to applications in the scope of engineering, one can be interested with a quantity of interest instead of the global error estimates. This can be achieved by the concept of goal-oriented error estimates based on the error of goal to the energy estimates by means of auxiliary problems [15], recovery based error estimates [16,17], or the dual-weighted residual method [18]. In this paper, our approach will mainly focus on dual-weighted residual based goal-oriented a posteriori error estimation, as done in [19,20] for pointwise control constrained optimal control problems, and in [21–24] for state constrained optimal control problems.

The dual-weighted residual (DWR) method aims at the economical computation of arbitrary quantities of physical interest by properly adapting the computational mesh. This approach is basically based on the dual problem of the underlying system with the target on the right-hand side. Since the dual solution impacts the weights of the resulting error indicators, the proper choice of the weights is crucial for the effectivity of the adaptation process. In particular, they should measure the influence of a present element on the requested goal quantity of interest. Several techniques for approximation of the dual solution have been developed and proposed in the literature; approximation by a higher-order method, approximation by a higher-order interpolation, approximation by difference quotients, or approximation by local residual problems; we refer to [25–27] and references in therein.

In this work, we study a goal-oriented a posteriori error estimation for Dirichlet boundary control problems governed by a convection diffusion equation:

$$\minimize_{u \in U^{ad}} \int\int_{\Omega} \frac{1}{2} \|y - y^d\|_{0, \Omega}^2 + \frac{\omega}{2} \|u\|^2_{L^2, \Gamma}.$$

subject to

$$\nabla \cdot (-\varepsilon \nabla y + \beta y) + \alpha y = f \quad \text{in } \Omega, \quad (3a)$$

$$y = u \quad \text{on } \Gamma, \quad (3b)$$

where $\Omega$ is a convex polygonal domain in $\mathbb{R}^2$ with Lipschitz boundary $\Gamma = \partial \Omega$. The velocity field is denoted by $\beta \in (W^{1, \infty}(\Omega))^2$. We suppose that it satisfies incompressibility condition, that is, $\nabla \cdot \beta = 0$. The constant coefficients $\varepsilon > 0$ and $\alpha > 0$ are corresponding to diffusion and reaction terms, respectively. The regularization parameter $\omega$ is a positive constant. For the source function $f$ and the desired state $y^d$, we assume $f, y^d \in L^2(\Omega)$. Further, the admissible control set $U^{ad}$ is specified by

$$U^{ad} := \{ u \in L^2(\Gamma) : u^a \leq u(x) \leq u^b \quad \text{a.e. } x \in \Gamma \}, \quad (4)$$

where $u^a$ and $u^b$ are real numbers. It is well-known that the Dirichlet boundary control problem (2)–(4) is equivalent to the following optimality system:

$$\nabla \cdot (-\varepsilon \nabla y + \beta y) + \alpha y = f \quad \text{in } \Omega, \quad (5a)$$

$$y = u \quad \text{on } \Gamma, \quad (5b)$$

$$\nabla \cdot (-\varepsilon \nabla z - \beta z) + \alpha z = y - y^d \quad \text{in } \Omega, \quad (5c)$$

$$z = 0 \quad \text{on } \Gamma, \quad (5d)$$

$$\frac{\partial z}{\partial n} = 0 \quad \text{on } \Gamma, \quad (5e)$$

where $\mathbf{n}$ is the unit outer normal to $\Gamma$. We refer [28,29] and reference therein for derivation of the optimality system (5).

In such kind of problems (2)–(4), the Dirichlet boundary data, i.e., control variable, does not directly enter into standard variational setting. Instead, the governing state equation (3) is understood in the very weak sense, see, e.g., [30–34]. Also, on polyhedral domains, corners cause the normal derivatives of the adjoint $\partial z/\partial \mathbf{n}$ in the optimality system (5) to have limited smoothness. In [35], it is shown that the control variable $u$ vanishes on the corners for problems on a convex polygonal domain, whereas the control may have a pole around the corner for a nonconvex polygon domain. To avoid these difficulties, researchers have proposed various approaches including modified cost functionals in [36–38], approximating the Dirichlet boundary condition with a Robin boundary condition in [39], and a mixed formulation in [40].

This paper concerns a numerical investigation of Dirichlet boundary control problems governed by a convection diffusion equation. Therefore, it may become natural to utilize discontinuous Galerkin methods for the spatial discretization of problems involving strong convection and discontinuities. On the other hand, it is meaningful to use a mixed formulation to avoid the variational difficulty as discussed in [30–34] and dependence on the regularization parameter as done in [39]. Therefore, we employ local discontinuous Galerkin (LDG) method as a discretization technique. The LDG method, one of several discontinuous Galerkin methods, can be considered as a mixed finite element method. As in mixed finite element methods, we rewrite the model problem as a system of first-order equations and discretize it by introducing auxiliary variables. However, auxiliary variables can be eliminated from the equations, which is usually not the case for classical methods. In the LDG method, the local conservativity holds compared to standard finite element methods because the conservation laws are weakly enforced element by element. In order to do that, suitable discrete approximations of the traces of the fluxes on the boundary elements are provided by the so-called numerical fluxes. These numerical fluxes enhance the stability of the method, and hence, the quality of the approximation. This is why the LDG method is strongly
related to stabilized mixed finite elements. The stabilization is associated with the jump of the approximate solution across the element boundaries, see, e.g., [41,42] for details. Moreover, both the approximations to the state y and the corresponding auxiliary variable q = V y on each element belong to the same space. Therefore, the coding of the LDG method is much simpler than that of the standard mixed methods, especially for high-degree polynomial approximations. Last, the LDG method allows for an easy handling of general meshes since no interelement continuity is required. Hence, it is well-suited for hp-adaptivity. We would like to refer to [41,43] for details about discontinuous Galerkin methods. Discontinuous Galerkin methods have also been studied in [12–14,44–46] for optimal control problems due to a better convergence behaviour for optimal control problems exhibiting boundary layers.

In the literature there exist extensive numerical studies for a priori error analysis of elliptic Dirichlet boundary control problems; see, e.g., [31,32,34,35,40,47–51] and references therein. However, there are a few studies for a posteriori error estimation of Dirichlet boundary control problems. Only in [36,37], residual-type a posteriori error analyses were carried out for Dirichlet boundary control governed by an elliptic equation with the control variable defined on an equivalent form of the norm in H^1/2(Γ). With the present paper we intend to contribute a goal-oriented posteriori error estimation of Dirichlet boundary control problems governed by a convection diffusion equation, considering the control variable in L^2(Γ)—norm.

We begin, in the next section, by presenting Dirichlet boundary control problem, discretized by the local discontinuous Galerkin method. Section 3 is devoted to derivation of a primal–dual weighted error representation for the objective functional. It is shown that the control constraints yield an error term representing the mismatch in the complementary system due to the discretization. Numerical results are given in Section 4 to show the efficiency of the proposed error estimator. Conclusions and discussions are provided in the last section.

2. Model problem

Throughout the paper we adopt the standard notation W^{m,p}(Ω) for Sobolev spaces on Ω with norm || · ||_{m,p,Ω} and seminorm ||| · |||_{m,p,Ω} for m ≥ 0 and 1 ≤ p ≤ ∞. We denote W^{m,2}(Ω) by H^{m}(Ω) with norm || · ||_{m,Ω} and seminorm ||| · |||_{m,Ω}. It is noted that H^{0}(Ω) = L^2(Ω) and H^{1}_{0}(Ω) = {v ∈ H^{1}(Ω) : v = 0 on ∂Ω}. The L^2—inner products on L^2(Ω) and L^2(Γ) are defined by

\[(u, w)_{0,Ω} = \int_{Ω} u v \, dx \quad \forall u, w \in L^2(Ω) \quad \text{and} \quad (u, w)_{0,Γ} = \int_{Γ} u v \, ds \quad \forall u, w \in L^2(Γ),\]

respectively. In addition, C denotes a generic positive constant independent of the mesh size h and differs in various estimates. Further, the notation a ≤ b implies that there exists a constant C > 0, depending on the shape regularity of triangulation, such that a ≤ C b.

In order to write the LDG scheme for the optimality system (5), we introduce the following auxiliary variables:

\[q = \epsilon^{1/2} \nabla y, \quad p = -\epsilon^{1/2} \nabla z\]

as done by [40] in a mixed formulation of the optimality system. Then, the optimality system (5) can be rewritten as

\[\nabla \cdot (\beta y - \epsilon^{1/2} q) + ay = f \quad \text{in} \ \Omega, \quad \text{(6a)}\]

\[q = \epsilon^{1/2} \nabla y \quad \text{in} \ \Omega, \quad \text{(6b)}\]

\[y = u \quad \text{on} \ \Gamma, \quad \text{(6c)}\]

\[\nabla \cdot (\epsilon^{1/2} p - \beta z) + az = y - y^d \quad \text{in} \ \Omega, \quad \text{(6d)}\]

\[p = -\epsilon^{1/2} \nabla z \quad \text{in} \ \Omega, \quad \text{(6e)}\]

\[z = 0 \quad \text{on} \ \Gamma, \quad \text{(6f)}\]

\[(\omega u + \epsilon^{1/2} p \cdot n, w - u)_{Γ} \geq 0 \quad \forall w \in U^{ad}. \quad \text{(6g)}\]

Well-posedness and regularity of the optimality system are contained in the following theorem for the convex polygonal domains. The proof of Theorem 2.1 is omitted here since its proof is very similar with the proofs of in [31, Thm. 3.4] for control constrained problem and of in [34, Lemma 2.9] for unconstrained problem.

**Theorem 2.1.** Assume that Ω is a bounded convex polygonal domain with Lipschitz boundary Γ. Let \( y, u, z \in L^{2}(Ω) \times L^{2}(Γ) \times H^{1}_{0}(Ω) \) be the solution of optimality system (6). For \( f, y^d \in L^{2}(Ω) \) we then have

\[u \in H^{1/2}(Γ), \quad y \in H^{1}(Ω), \quad \text{and} \quad z \in H^{2}(Ω) \cap H^{1}_{0}(Ω). \quad \text{(7)}\]

Moreover, for \( y^d \in L^{2}, s_{a} > 2 \), we have

\[y \in W^{1,q}(Ω), \quad u \in W^{1-1/s_{a}}(Γ), \quad z \in W^{2,s_{a}}(Ω), \quad 2 \leq s < s_{a}, \quad \text{(8)}\]

where \( s_{a} = \min(s_{d}^{a}, s_{d}^{a}) \) with \( s_{d}^{a} = \frac{2 \omega_{\text{max}}}{2 \omega_{\text{max}} - n} \), and \( \omega_{\text{max}} \) is the maximum interior angle of the polygonal domain Ω with the condition \( \omega_{\text{max}} > \pi/2 \).
We assume that the domain $\Omega$ is polygonal such that the boundary is exactly represented by boundaries of triangles. We do not allow for shape-regular simplicial triangulations of $\Omega$ in the sense of [52]. Each mesh $\mathcal{T}_h$ consists of closed triangles such that $\Omega = \bigcup_{K \in \mathcal{T}_h} K$ holds. We assume that the mesh is regular in the following sense: for different triangles $K_i, K_j \in \mathcal{T}_h, i \neq j$, the intersection $K_i \cap K_j$ is either empty or a vertex or an edge, i.e., hanging nodes are not allowed. The diameter of an element $K$ and the length of an edge $E$ are denoted by $h_K$ and $h_E$, respectively, and also $h = \max_{K \in \mathcal{T}_h} h_K$.

We split the set of all edges $E_h$ into the set $E_h^0$ of interior edges and the set $E_h^3$ of boundary edges so that $E_h = E_h^0 \cup E_h^3$. Let $n$ denote the unit outward normal to $\Gamma$. The inflow and outflow parts of $\Gamma$ are denoted by $\Gamma^-$ and $\Gamma^+$, respectively,

$$\Gamma^- = \{ x \in \Gamma : \beta \cdot n < 0 \}, \quad \Gamma^+ = \{ x \in \Gamma : \beta \cdot n \geq 0 \}.$$

Analogously, the inflow and outflow boundaries of an element $K \in \mathcal{T}_h$ are defined by

$$\partial K^- = \{ x \in \partial K : \beta \cdot n_K < 0 \}, \quad \partial K^+ = \{ x \in \partial K : \beta \cdot n_K \geq 0 \},$$

where $n_K$ is the unit normal vector on the boundary $\partial K$ of an element $K$.

Let the edge $E$ be a common edge for two elements $K$ and $K'$. For a piecewise continuous scalar function $y$, there are two traces of $y$ along $E$, denoted by $y|_E$ from inside $K$ and $y'|_E$ from inside $K'$. The jump and average of $y$ across the edge $E$ are defined by:

$$[y] = y|_E \pm y'|_E, \quad \{y\} = \frac{1}{2} (y|_E + y'|_E),$$

where $n_K$ (resp. $n_{K'}$) denotes the unit outward normal to $\partial K$ (resp. $\partial K'$). Similarly, for a piecewise continuous vector field $q$, the jump and average across an edge $E$ are given by:

$$[q] = q|_E \pm q'|_E, \quad \{q\} = \frac{1}{2} (q|_E + q'|_E).$$

For a boundary edge $E \in K \cap \partial \Omega$, we set $[q] = q$ and $[y] = y n$, where $n$ is the outward normal unit vector on $\Gamma$. Note that the jump in $y$ is a vector and the jump in $q$ is a scalar which only involves the normal components of $q$.

To obtain weak formulation for the state equation in (6), we multiply it by piecewise smooth test functions $v$ and $r$, respectively, and integrate by parts over the element $K \in \mathcal{T}_h$

$$\begin{aligned}
\left( \epsilon \frac{1}{2} q - \beta y, \nabla v \right)_{\Omega,K} + (\alpha y, v)_{\Omega,K} - \left( \left( \epsilon \frac{1}{2} q - \beta y \right) \cdot n, v \right)_{\partial \Omega,K} &= (f, v)_K & v \in V, \\
(q, r)_{\Omega,K} + \left( \epsilon \frac{1}{2} y, \nabla \cdot r \right)_{\Omega,K} &= \left( \epsilon \frac{1}{2} y, r \cdot n \right)_{\partial \Omega,K} & r \in W,
\end{aligned}$$

where

$$\begin{aligned}
W := \left\{ w \in (L^2(\Omega))^2 : \nabla \cdot w|_K \in L^2(K), \quad \forall K \in \mathcal{T}_h \right\}, \\
V := \{ v \in L^2(\Omega) : v|_K \in L^2(K), \quad \forall K \in \mathcal{T}_h \}.
\end{aligned}$$

Next, we seek to approximate the state solution $(y, q)$ with functions $(y_h, q_h)$ in the following finite element spaces $W_h \subset W \times V$:

$$\begin{aligned}
W_h &= \left\{ w \in (L^2(\Omega))^2 : w|_K \in (S^1(K))^2, \quad \forall K \in \mathcal{T}_h \right\}, \\
V_h &= \{ v \in L^2(\Omega) : v|_K \in S^1(K), \quad \forall K \in \mathcal{T}_h \}, \\
U_h &= \{ u \in L^2(\Gamma) : u|_E \in S^1(E), \quad \forall E \in \mathcal{E}_h^3 \},
\end{aligned}$$

where $S^1(K)$ (resp. $S^1(E)$) is the local finite element space, which consists of linear polynomials in each element $K$ (resp. on $E$). For a given element $K \in \mathcal{T}_h$, the restrictions to $K$ of $y_h$ and of each of the components of $q_h$ belong to the same local space; this renders the coding of these methods considerably simpler than that of the standard mixed methods. It is noted that we also define $U_h^\text{ad} = U_h \cap U^\text{ad}$.

For all $(v, r) \in V_h \times W_h$ the approximate solution $(y_h, q_h)$ of the state solution $(y, q)$ satisfies

$$\begin{aligned}
\left( \epsilon \frac{1}{2} q_h - \beta y_h, \nabla v \right)_{\Omega,K} + (\alpha y_h, v)_{\Omega,K} - \left( \left( \epsilon \frac{1}{2} q_h - \beta y_h \right) \cdot n, v \right)_{\partial \Omega,K} &= (f_h, v)_K, \\
(q_h, r)_{\Omega,K} + \left( \epsilon \frac{1}{2} y_h, \nabla \cdot r \right)_{\Omega,K} &= \left( \epsilon \frac{1}{2} y_h, r \cdot n \right)_{\partial \Omega,K},
\end{aligned}$$

where $q_h$, $y_h$, $\bar{y}_h$ denote numerical fluxes. They have to be suitably defined in order to ensure the stability of the method and to enhance its accuracy.

We are now ready to introduce the expressions that define the numerical fluxes. The numerical traces of $y$ associated with the diffusion and convection terms are characterized as

$$\bar{y}_h = \begin{cases}
[y_h] + C_{12} \cdot \|y_h\|, & E \in \mathcal{E}_h^3, \\
u_h, & E \in E_h,
\end{cases} \quad \text{and} \quad \bar{y}_h = \begin{cases}
u_h, & E \in \Gamma^-, \\
u_h + D_{11} \cdot \|y_h\|, & E \in \mathcal{E}_h^0, \\
u_h, & E \in \Gamma^+.
\end{cases}$$
respectively. We note that the numerical trace of $y$ with respect to convection term is the classical upwinding trace. In addition, the numerical flux $\mathbf{q}_h$ is given by

$$
\mathbf{q}_h = \left\{ \begin{array}{ll}
\{\mathbf{q}_h\} + C_{11}[y_h] - C_{12}[\mathbf{q}_h], & E \in \mathcal{E}_h^0, \\
\mathbf{q}_h + C_{11}(y_h - u_h) \cdot \mathbf{n}, & E \in \mathcal{E}_h^1.
\end{array} \right.
$$

(15)

It is noted that the auxiliary parameters $C_{11}, C_{12}$, and $D_{11}$ depend on $x \in E$, where $E \in \mathcal{E}_h$. In the literature, there exist different choices for these parameters; see, e.g., [14,43,53]. In the numerical implementations, $C_{11}$ is chosen as $C_{11} = 1/h_E$ for each $E \in \mathcal{E}_h$, whereas we take $C_{12}$ normal to the edges and modulus $1/2$, i.e., $C_{12} \cdot \mathbf{n}_e = \frac{1}{2}$, and the vector function $D_{11}$ is given by

$$
D_{11} \cdot \mathbf{n} = \frac{1}{2} \text{sign}(\mathbf{n} \cdot \beta).
$$

Let $f_h, y_h \in V_h$ denote approximations to the right hand side $f$ and the desired state $y^d$, respectively. Then, putting the numerical fluxes (14) and (15) into (13) and summing over all elements, we obtain

$$
\sum_{K \in \mathcal{T}_h} \int_K \left( \epsilon \frac{1}{2} \mathbf{q}_h - \epsilon \beta |v| \right) \cdot \nabla v \, dx - \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} \left( \{\mathbf{q}_h\} + C_{11}[y_h] - C_{12}[\mathbf{q}_h] \right) \cdot |v| \, ds \\
+ \sum_{K \in \mathcal{T}_h} \int_K \alpha y_h \, v \, dx + \sum_{E \in \mathcal{E}_h^0} \int_E \left( \{y_h\} + D_{11} \cdot [y_h] \right) \beta \cdot |v| \, ds + \sum_{E \in \mathcal{E}_h^0} \int_E (\mathbf{n} \cdot \beta) y_h \, v \, ds \\
- \sum_{E \in \mathcal{E}_h^1} \int_E \epsilon \frac{1}{2} (\mathbf{q}_h \cdot \mathbf{n} + C_{11} y_h) \, v \, ds \\
= \int_\Omega f_h \, v \, dx - \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} C_{11} u_h \, v \, ds - \sum_{E \in \mathcal{E}_h^0} \int_E |\beta \cdot \mathbf{n}| u_h \, v \, ds,
$$

$$
\int_\Omega \mathbf{q}_h \cdot \mathbf{r} \, dx + \sum_{K \in \mathcal{T}_h} \int_K (\alpha y - \epsilon \beta v) \cdot \mathbf{r} \, dx - \sum_{E \in \mathcal{E}_h^0} \int_E \left( \{y\} + C_{12} \cdot [y] \right) \mathbf{r} \, ds \\
- \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} C_{11} [y] \cdot |v| \, ds + \sum_{E \in \mathcal{E}_h^0} \int_E (\mathbf{n} \cdot \beta) y \, v \, ds - \sum_{E \in \mathcal{E}_h^1} \int_E \epsilon \frac{1}{2} C_{11} y \, v \, ds,
$$

$$
= \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} u_h \mathbf{r} \cdot \mathbf{n} \, ds.
$$

For simplicity, we define the following bi(linear) forms:

$$
a(q, r) := \int_\Omega q \cdot r \, dx,
$$

$$
b(y, r) := \sum_{K \in \mathcal{T}_h} \int_K \epsilon \frac{1}{2} y \nabla \cdot r \, dx - \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} \left( \{y\} + C_{12} \cdot [y] \right) \mathbf{r} \, ds,
$$

$$
c(y, v) := \sum_{K \in \mathcal{T}_h} \int_K (\alpha y - \epsilon \beta v) \cdot \nabla v \, dx + \sum_{E \in \mathcal{E}_h^0} \int_E \left( \{y\} + D_{11} \cdot [y] \right) \beta \cdot |v| \, ds \\
- \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} C_{11} [y] \cdot |v| \, ds + \sum_{E \in \mathcal{E}_h^0} \int_E (\mathbf{n} \cdot \beta) y \, v \, ds - \sum_{E \in \mathcal{E}_h^1} \int_E \epsilon \frac{1}{2} C_{11} y \, v \, ds,
$$

$$
m_1(u, r) := \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} u \mathbf{r} \cdot \mathbf{n} \, ds,
$$

$$
m_2(u, v) := - \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} C_{11} u \, v \, ds - \sum_{E \in \mathcal{E}_h^1} \int_E |\beta \cdot \mathbf{n}| u \, v \, ds, \quad F(v) := \int_\Omega f_h \, v \, dx.
$$

By applying integration by parts over the first term in $b(\cdot, \cdot)$, we obtain

$$
b(y, r) := \sum_{K \in \mathcal{T}_h} \int_K \epsilon \frac{1}{2} y \nabla \cdot r \, dx - \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} \left( \{y\} + C_{12} \cdot [y] \right) \mathbf{r} \, ds \\
= - \sum_{K \in \mathcal{T}_h} \int \epsilon \frac{1}{2} \nabla y \cdot \mathbf{r} \, dx + \sum_{K \in \mathcal{T}_h} \int_K \epsilon \frac{1}{2} y \mathbf{n} \cdot \mathbf{r} \, ds - \sum_{E \in \mathcal{E}_h^0} \int_E \epsilon \frac{1}{2} \left( \{y\} + C_{12} \cdot [y] \right) \mathbf{r} \, ds.
$$
Then, by following straightforward computation
\[ \sum_{K \in T_h} \int_{\partial K} \epsilon \frac{1}{2} \mathbf{y}_K \cdot \mathbf{n} \, ds = \sum_{E \in \partial \Omega^h} \int_E \left[ \mathbf{r} \right] \cdot \left[ \epsilon \frac{1}{2} \mathbf{y} \right] \, ds + \sum_{E \in \partial \Omega^h} \int_E \left[ \mathbf{r} \right] \cdot \left[ \mathbf{r} \right] \, ds \]
we have
\[ b(y, r) = -\sum_{K \in T_h} \int_{\partial K} \epsilon \frac{1}{2} \nabla y \cdot \mathbf{r} \, dx + \sum_{E \in \partial \Omega^h} \int_E \epsilon \frac{1}{2} \left( \mathbf{r} - C_{12} \mathbf{r} \right) \cdot \left[ \mathbf{y} \right] \, ds + \sum_{E \in \partial \Omega^h} \int_E \epsilon \frac{1}{2} \mathbf{y} \cdot \mathbf{r} \cdot \mathbf{n} \, ds. \]

Hence, the LDG approximation of the state equation in (6) reads as
\[ a(q_h, r) + b(y_h, r) = m_1(u_h, r) \quad \forall r \in \mathbf{W}_h, \]  \hspace{1cm} (16a)
\[ -b(v, q_h) + c(y_h, v) = m_2(u_h, v) + F(v) \quad \forall v \in V_h. \]  \hspace{1cm} (16b)

Employing Lagrange multiplier method, see, e.g., [29], to solve the Dirichlet boundary control problem (2)–(4), we derive the following discrete optimality system:
\[ a(q_h, r) + b(y_h, r) = m_1(u_h, r) \quad \forall r \in \mathbf{W}_h, \]  \hspace{1cm} (17a)
\[ -b(v, q_h) + c(y_h, v) = m_2(u_h, v) + F(v) \quad \forall v \in V_h, \]  \hspace{1cm} (17b)
\[ a(p_h, \psi) - b(z_h, \psi) = 0 \quad \forall \psi \in \mathbf{W}_h, \]  \hspace{1cm} (17c)
\[ b(\phi, p_h) + c(\phi, z_h) = (y_h - y^d, \phi)_{0, \Omega} \quad \forall \phi \in V_h, \]  \hspace{1cm} (17d)
\[ \langle ou + \epsilon \frac{1}{2} p_h \cdot \mathbf{n}, w - u_h \rangle_{0, r} \geq 0 \quad \forall w \in U^{ad}. \]  \hspace{1cm} (17e)

where \((y_h, q_h, z_h, p_h, u_h) \in X_h = V_h \times \mathbf{W}_h \times V_h \times \mathbf{W}_h \times U^{ad}_h\).

By invoking a Lagrange multiplier \(\sigma_h \in U_h\) pertinent to the pointwise constraints via
\[ \omega u_h + \epsilon \frac{1}{2} p_h \cdot \mathbf{n} + \sigma_h = 0, \]  \hspace{1cm} (18a)
\[ \sigma_h - \max\{0, \sigma_h + \gamma(u_h - u_h)\} + \min\{0, \sigma_h - \gamma(u_h - u_h)\} = 0, \]  \hspace{1cm} (18b)
where \(\gamma > 0\) is an arbitrary fixed real number and the max- and min-operations are understood in the pointwise sense. The equality (18b) is equivalent to the following pointwise complementary system with \(\sigma_h = \sigma_h^b - \sigma_h^a\):
\[ \sigma_h^b \geq 0, \quad u_h - u_h^b \leq 0, \quad \sigma_h^a(u_h - u_h^b) = 0, \]  \hspace{1cm} (19a)
\[ \sigma_h^a \geq 0, \quad u_h^b - u_h \leq 0, \quad \sigma_h^b(u_h^b - u_h) = 0. \]  \hspace{1cm} (19b)

It is well known that (18) enjoys the Newton differentiability property (see, [54]), at least for \(\gamma = \omega\). Therefore, we can apply a generalized (semi-smooth) Newton iteration. However, the infinite-dimensional generalized differentiability concept of the max- and min-functions requires a norm gap. In case of boundary controls, it is guaranteed by applying a smooth mapping as done in [55, Remark 4.3]. Due to the structure of the nonsmooth part (18b) the Newton iteration can be expressed in terms of an active set strategy. For any Newton iteration step, the discrete active sets are then determined by
\[ \mathcal{A}_{a,h} = \bigcup_{E \in \mathcal{E}_h^D} \{ x \in E \mid \sigma_h(x) - \gamma(u_h^b(x) - u_h(x)) < 0, \forall E \in \mathcal{E}_h^D \}, \]  \hspace{1cm} (20a)
\[ \mathcal{A}_{b,h} = \bigcup_{E \in \mathcal{E}_h^D} \{ x \in E \mid \sigma_h(x) + \gamma(u_h(x) - u_h^b(x)) > 0, \forall E \in \mathcal{E}_h^D \}, \]  \hspace{1cm} (20b)
and the inactive set is \(\mathcal{I}_h = \mathcal{E}_h^D \setminus (\mathcal{A}_{a,h} \cup \mathcal{A}_{b,h})\). Further, the complementarity conditions in (19) can be rewritten as
\[ u_h = u_h^a, \quad \sigma_h^b = 0, \quad \sigma_h \leq 0 \quad \text{on } \mathcal{A}_{a,h}, \]  \hspace{1cm} (21a)
\[ u_h = u_h^b, \quad \sigma_h^a = 0, \quad \sigma_h \geq 0 \quad \text{on } \mathcal{A}_{b,h}, \]  \hspace{1cm} (21b)
\[ u_h^b < u_h < u_h^a, \quad \sigma_h^a = \sigma_h^b = 0, \quad \sigma_h = 0 \quad \text{on } \mathcal{I}_h. \]  \hspace{1cm} (21c)

One of the issues related to the Dirichlet boundary control problems is the regularity of the solutions, depending on the angles of the domain and the regularity of the given data (see [35, Thm. 3.4]). We refer to [31,34,47] for the regularity of the solutions for general convex polygonal domains and references therein. By following [14], the continuous solution \((y, q, z, p, u)\) also satisfies the following optimality system:
\[ a(q, r) + b(y, r) = m_1(u, r) \quad \forall r \in \mathbf{W}, \]  \hspace{1cm} (22a)
\[ -b(v, q) + c(y, v) = m_2(u, v) + (f, v)_{0, \Omega} \quad \forall v \in V, \]  \hspace{1cm} (22b)
\[ a(p, \psi) - b(z, \psi) = 0 \quad \forall \psi \in \mathbf{W}, \]  \hspace{1cm} (22c)
\[ b(\phi, p) + c(\phi, z) = (y - y^d, \phi)_{0, \Omega} \quad \forall \phi \in V, \]  \hspace{1cm} (22d)
\[ \langle ou + \epsilon \frac{1}{2} p \cdot \mathbf{n}, w - u \rangle_{0, r} \geq 0 \quad \forall w \in U^{ad}. \]  \hspace{1cm} (22e)
where the variational inequality (22e) reads as

\[
\omega u + \epsilon \frac{1}{2} p \cdot n - \sigma^a + \sigma^b = 0, \tag{23a}
\]

\[
\sigma^b \geq 0, \quad u - u^b \leq 0, \quad \sigma^b(u - u^b) = 0, \tag{23b}
\]

\[
\sigma^a \geq 0, \quad u^a - u \leq 0, \quad \sigma^a(u^a - u) = 0. \tag{23c}
\]

Then, the continuous active sets are corresponding to

\[
A_a = \{ x \in \Gamma : \sigma(x) - \gamma(u^a(x) - u(x)) < 0 \}, \tag{24a}
\]

\[
A_b = \{ x \in \Gamma : \sigma(x) + \gamma(u(x) - u^b(x)) > 0 \}, \tag{24b}
\]

and the inactive set is \( \mathcal{I} = \Gamma \setminus (A_a \cup A_b) \). Moreover, the complementarity conditions in (23) are equivalent to

\[
u = u^a, \quad \sigma^b = 0, \quad \sigma \leq 0 \quad \text{a.e. on} \ A_a, \tag{25a}
\]

\[
u = u^b, \quad \sigma^a = 0, \quad \sigma \geq 0 \quad \text{a.e. on} \ A_b, \tag{25b}
\]

\[
u^a < u < u^b, \quad \sigma^a = \sigma^b = 0, \quad \sigma = 0, \quad \text{a.e. on} \ \mathcal{I}. \tag{25c}
\]

3. Goal-oriented error control

In this section we extend the dual-weighted residual method proposed in [56] to Dirichlet boundary control problem governed by a convection diffusion equation under bilaterial box constraints. In this context, the objective functional represents the target quantity in the goal-oriented mesh adaption approach.

We first define the continuous Lagrangian functional \( \mathcal{L}(x, \sigma) \) as

\[
\mathcal{L}(x, \sigma) = J(y, u) + m_1(u, p) - a(q, p) - b(y, p)
+ m_2(u, z) + (f, z)_{0, \Omega} + b(z, q) - c(y, z)
+ (u - u^b, \sigma^b)_{0, \Gamma} + (u^a - u, \sigma^a)_{0, \Gamma},
\]

where \( x = (y, q, z, p, u) \in X = V \times W \times V \times W \times U^{od} \) and \( \sigma \in L^2(\Gamma) \). It is noted that

\[
\mathcal{L}(x, \sigma) = J(y, u),
\]

and for all \( \delta x \in X \) it holds that

\[
\nabla_x \mathcal{L}(x, \sigma)(\delta x) = 0.
\]

Also note that the discrete Lagrangian functional is equivalent to

\[
\mathcal{L}_h(x_h, \sigma_h) = J_h(y_h, u_h) + m_1(u_h, p_h) - a(q_h, p_h) - b(y_h, p_h)
+ m_2(u_h, z_h) + (f_h, z_h)_{0, \Omega} + b(z_h, q_h) - c(y_h, z_h)
+ (u_h - u^b_h, \sigma^b_h)_{0, \Gamma} + (u^a_h - u_h, \sigma^a_h)_{0, \Gamma},
\]

where \( x_h = (y_h, q_h, z_h, p_h, u_h) \in X_h = V_h \times W_h \times V_h \times W_h, \sigma_h \in U_h \) and

\[
J_h(y_h, u_h) = \frac{1}{2} \| y_h - y_h^d \|^2_{0, \Omega} + \frac{\alpha}{2} \| u_h \|^2_{0, \Gamma}.
\]

Then, we have

\[
\mathcal{L}_h(x_h, \sigma_h) = J_h(y_h, u_h),
\]

and for all \( \delta x_h \in X_h \) it holds that

\[
\nabla_x \mathcal{L}_h(x_h, \sigma_h)(\delta x_h) = 0
\]

which is obtained by taking \( z_h = 0 \) on the boundary (5).

Here, the second derivative of \( \mathcal{L} \) with respect to \( x \) does not depend on \( x \) and \( \sigma \). Therefore, we use \( \nabla_x \mathcal{L}(\varphi, \phi) \) instead of \( \nabla_x \mathcal{L}(x, \sigma)(\varphi, \phi) \) for notational convenience in the rest of the paper. Similar observations also hold true for the discrete Lagrangian \( \mathcal{L}_h \).

Now, we establish a representation for the difference of the continuous and discrete goals in terms of Hessian of the Lagrangian and additional contributions as derived in [19,23].

...
Theorem 3.1. Let \((x_h, \sigma_h)\) and \((x, \sigma)\) be the solutions of (17) and (22), respectively. Then, the following relation holds
\[
J(y, u) - J_h(y_h, u_h) = -\frac{1}{2} \nabla_x \mathcal{L}(x_h - x, x_h - x) + \left( \sigma^b, u_h - u_h^b \right)_{0, \Gamma} + \left( \sigma^a, u^a - u_h \right)_{0, \Gamma} + \frac{1}{2} \| y^d - y^d_h \|^2_{0, \Omega} + \frac{1}{2} \| y_h^d - y^d_h \|^2_{0, \Omega} + \left( f - f_h, z_h \right)_{0, \Omega} + \left( y^d - y_h^d, y - y_h \right)_{0, \Omega}.
\]

Proof. With the help of the following observations at optimal solutions
\[
J(y, u) = \mathcal{L}(x, \sigma) \quad \text{and} \quad J_h(y_h, u_h) = \mathcal{L}(x_h, \sigma_h).
\]
Taylor expansion, the definitions in (26) and (27), and the complementary conditions in (19) and (23), we obtain
\[
J(y, u) - J_h(y_h, u_h) = \mathcal{L}(x, \sigma) - \mathcal{L}(x_h, \sigma_h) - \nabla_x \mathcal{L}(x, \sigma_h)(x_h - x)
\]
\[
+ \frac{1}{2} \nabla_x \mathcal{L}(x_h - x, x_h - x)
\]
\[
= J(y, u) - J_h(y, u) + \left( f - f_h, z \right)_{0, \Omega}
\]
\[
+ \left( u - u_h^b, \sigma_h^b \right)_{0, \Gamma} - \left( u^a - u, \sigma_h^a \right)_{0, \Gamma}
\]
\[
- \nabla_x \mathcal{L}(x, \sigma_h)(x_h - x) - \frac{1}{2} \nabla_x \mathcal{L}(x_h - x, x_h - x)
\]
\[
= \frac{1}{2} \| y^d - y^d_h \|^2_{0, \Omega} + \frac{1}{2} \| y_h^d - y^d_h \|^2_{0, \Omega} + \left( f - f_h, z \right)_{0, \Omega}
\]
\[
+ \left( y^d - y_h^d, y - y_h \right)_{0, \Omega} - \nabla_x \mathcal{L}(x, \sigma_h)(x_h - x)
\]
\[
- \left( u - u_h^b, \sigma_h^b \right) + \left( u^a - u, \sigma_h^a \right) - \frac{1}{2} \nabla_x \mathcal{L}(x_h - x, x_h - x).
\]
\[
\text{Note that } x_h \in X_h \subset X. \text{ Then, the expression}
\]
\[
\nabla_x \mathcal{L}(x, \sigma_h)(x_h - x) = \nabla_x \mathcal{L}(x, \sigma)(x_h - x) + (u_h - u, \sigma_h - \sigma)
\]
\[
\text{yields}
\]
\[
J(y, u) - J_h(y_h, u_h) = \frac{1}{2} \| y^d - y^d_h \|^2_{0, \Omega} + \frac{1}{2} \| y_h^d - y^d_h \|^2_{0, \Omega} + \left( f - f_h, z_h \right)_{0, \Omega}
\]
\[
+ \left( y^d - y_h^d, y - y_h \right)_{0, \Omega} + \left( u - u_h^b, \sigma_h^b \right) - \left( u^a - u, \sigma_h^a \right) - \frac{1}{2} \nabla_x \mathcal{L}(x_h - x, x_h - x).
\]
\[
\text{Finally, the complementary condition in (23) produces the desired result.} \quad \square
\]

Now, we will summarize some known results, which will be needed in the rest of the paper.

- Let \(i_h : V \rightarrow V_h \) and \(I_h : W \rightarrow W_h \) be the special interpolation operators satisfying (see [57, Chapter III] and [58, Section 3])
\[
(y - i_h y, v)_{\Omega} = 0 \quad \forall v \in V_h,
\]
\[
(\nabla \cdot (q - I_h q), v)_{\Omega} = 0 \quad \forall v \in V_h.
\]
\[
(28a)
\]
\[
(28b)
\]
Then, the following approximation estimates hold
\[
\| y - i_h y \|_{s-r, \Omega} \leq Ch^{1+s} \| y \|_{1, r, \Omega}, \quad s = 0, 1, \quad y \in W^{s,r}(\Omega),
\]
\[
\| q - I_h q \|_{s-r, \Omega} \leq Ch^{1-s} \| q \|_{1, r, \Omega}, \quad s = 0, 1, \quad q \in (W^{s,r}(\Omega))^2.
\]
\[
(29a)
\]
\[
(29b)
\]
- Let \(\pi_h : L^2(\Gamma) \rightarrow U_h \) be the \(L^2\)-projection such that
\[
(u - \pi_h u, u_h)_{0, \Gamma} = 0 \quad \forall u_h \in U_h.
\]
\[
(30)
\]
The following approximation property of \(\pi_h\) holds [see [59, Lemma 3.6]]
\[
\| y - \pi_h y \|_{0, \Gamma} \leq Ch^{n-2} \| y \|_{s,K}
\]
for \(y \in W^{s,2}(K)\) with \(1 \leq s \leq \min(2, r)\). Observing that, for \(1/2 < s < 3/2\),
\[
u \rightarrow \inf_{y_{\Gamma} = u} \| y \|_{s, \Omega}
\]
is a norm equivalent to $H^{2-1/2}(\Gamma)$, we deduce from above inequality that
\[
|u - \pi_h u|_{0, \Gamma} \leq C h^l |u|_{1, \Gamma}
\]  
(31)
for $u \in H^l(\Gamma)$. Moreover, the following estimate holds (see [59, Equation 3.9])
\[
\|\pi_h u\|_{0, \Gamma} \leq \|u\|_{0, \Gamma}.
\]  
(32)

Next, we focus on the evaluation of the Hessian of the Lagrangian in Theorem 3.1 and derive a representation in terms of primal–dual residuals, primal–dual mismatch in complementary, and oscillation terms.

**Theorem 3.2.** Let $(x, \sigma) \in X \times L^2(\Gamma)$ and $(x_h, \sigma_h) \in X_h \times U_h$ denote the solutions of (22) and its finite dimensional counterpart (17). Then
\[
J(y, u) - J_h(y_h, u_h) = -r_i(w - w) + \Psi_h + osc_h,
\]  
(33)
where $r_i(w - w)$ stands for the primal–dual weighted residuals
\[
r_i(w - w) := \frac{1}{2} \left( m_1(u_h, l_h p - p) - a(q_h, l_h p - p) - b(y_h, l_h p - p) 
+ m_2(u_h, i_h z - z) + (f_h, i_h z - z)_{\Omega, \Gamma} + b(i_h z - z, q_h) - c(y_h, i_h z - z) 
- a(p_h, l_h q - q) + b(z_h, l_h q - q) 
+ (y_h - y_h^d, i_h y - y)_{\Omega, \Omega} - b(i_h y - y, p_h) - c(z_h, i_h y - y, z_h) 
+ (\omega y_h + \epsilon^2 p_h \cdot n + c_h, \pi_h u - u)_{0, \Gamma} \right),
\]  
(34)
the term $\Psi_h$ represents the primal–dual mismatch in complementary
\[
\Psi_h := \frac{1}{2} \left( (\sigma_h^b, u_h^b - u)_{0, \Gamma} + (\sigma_h^b, u - u_h^b)_{0, \Gamma} + (\sigma^b, u - u_h^b)_{0, \Gamma} + (\sigma^b, u^b - u_h^b)_{0, \Gamma} \right),
\]  
(35)
and $osc_h$ is given by
\[
osc_h := \frac{1}{2} (f - f_h, z - z_h)_{\Omega, \Omega} - \frac{1}{2} (y^d - y_h^d, y - y_h)_{\Omega, \Omega}
+ \frac{1}{2} \|y^d\|^2_{0, \Omega} - \frac{1}{2} \|y_h^d\|^2_{0, \Omega} + (y^d - y_h^d, y_{\Omega, \Omega}) + (f - f_h, z_h)_{0, \Omega}.
\]  
(36)

Note that $l_h, i_h, \pi_h$ are interpolation operators onto the finite element spaces $W_h, V_h$, and $U_h$, respectively, defined in (28) and (30).

**Proof.** Let $\varphi_h = (\delta y_h, \delta q_h, \delta z_h, \delta p_h, \delta u_h) \in X_h \subset X$. It is noted that the second derivative of Lagrangian $L$ with respect to $x$ does not depend on $x$ and $\sigma$. Then, the optimality conditions in continuous and discrete settings and an application of Taylor expansion yield
\[
0 = \nabla_x L(x, \sigma)(\varphi_h) = \nabla_x L(x_h, \sigma)(\varphi_h) + \nabla_{x\sigma} L(x - x_h, \varphi_h)
= \nabla_x L(x_h, \sigma)(\varphi_h) - \delta u_h, \sigma_h - \sigma)_{0, \Gamma} + \nabla_{x\sigma} L(x - x_h, \varphi_h)
= \nabla_x L(x_h, \sigma_h)(\varphi_h) + (f - f_h, \delta z_h)_{\Omega, \Omega} - (y^d - y_h^d, \delta y_h)_{\Omega, \Omega}
= \delta u_h, \sigma - \sigma_h)_{0, \Gamma} + \nabla_{x\sigma} L(x - x_h, \varphi_h) + (f - f_h, \delta z_h)_{\Omega, \Omega} - (y^d - y_h^d, \delta y_h)_{\Omega, \Omega}.
\]  
(37)
From (37) we have the following relation:
\[
\nabla_{x\sigma} L(x - x_h, x_h - x) = \nabla_{x\sigma} L(x - x_h, x_h - x + \varphi_h) - (\delta u_h, \sigma - \sigma_h)_{0, \Gamma}
- (f - f_h, \delta z_h)_{\Omega, \Omega} + (y^d - y_h^d, \delta y_h)_{\Omega, \Omega},
\]  
(38)
Next, Theorem 3.1 and the equality (38) give us
\[
J(y, u) - J_h(y_h, u_h) = \frac{1}{2} \nabla_{x\sigma} L(x - x_h, x_h - x + \varphi_h) + \frac{1}{2} (\delta u_h, \sigma - \sigma_h)_{0, \Gamma}
+ \frac{1}{2} (f - f_h, \delta z_h)_{\Omega, \Omega} - \frac{1}{2} (y^d - y_h^d, \delta y_h)_{\Omega, \Omega}.
\]
\[ + (\sigma^b, u_h - u^b)_{0, \Gamma} + (\sigma^a, u^a - u_h)_{0, \Gamma} \]
\[ + \frac{1}{2} \|y^d\|^2_{0, \Omega} - \frac{1}{2} \|y^d_h\|^2_{0, \Omega} + (y^d_n - y^d, y)_{0, \Omega} + (f - f_h, z_h)_{0, \Omega} \]
\[ + (y^d - y^d_h, y - y_h)_{0, \Omega}. \]

With the help of the following relation:
\[
\nabla_{x} \mathcal{L}(x_h, \sigma_n)(x - x_h - \varphi_h) = \nabla_{x} \mathcal{L}(x, \sigma_n)(x - x_h - \varphi_h) + \nabla_{x \sigma} \mathcal{L}(x_h - x, x - x_h - \varphi_h)
\]
\[ = \nabla_{x} \mathcal{L}(x, \sigma_n)(x - x_h - \varphi_h) + \underbrace{(\sigma_h - \sigma, u - u_h - \delta u_h)_{0, \Gamma}}_{=0} \]
\[ + \nabla_{x x} \mathcal{L}(x_h - x, x - x_h - \varphi_h), \] (39)

we obtain
\[
J(y, u) - J_h(y_h, u_h) = \left[ \nabla_{x} \mathcal{L}(x_h, \sigma_n)(x - x_h - \varphi_h) - \frac{1}{2} (\sigma_h - \sigma, u - u_h - \delta u_h)_{0, \Gamma} \right]
\[ + \frac{1}{2} (\delta u_h, \sigma_n - \sigma_h)_{0, \Gamma} + \frac{1}{2} (f - f_h, \delta z_h)_{0, \Omega} - \frac{1}{2} (y^d - y^d_n, \delta y_h)_{0, \Omega} \]
\[ + (\sigma^b, u_h - u^b)_{0, \Gamma} - \left( u - u^b, \sigma^b \right)_{0, \Gamma} + (\sigma^a, u^a - u_h)_{0, \Gamma}, \]

\[ - \left( u^a - u^a, \sigma^n \right)_{0, \Gamma} + \frac{1}{2} \|y^d\|^2_{0, \Omega} - \frac{1}{2} \|y^d_h\|^2_{0, \Omega} + (y^d_n - y^d, y)_{0, \Omega} \]
\[ + (f - f_h, z_h)_{0, \Omega} + (y^d - y^d_n, y - y_h)_{0, \Omega} \]
\[ = - \frac{1}{2} \nabla_{x} \mathcal{L}_h(x_h, \sigma_n)(x_h - x + \varphi_h) + \frac{1}{2} (\sigma_h + \sigma, u_h - u)_{0, \Gamma} \]
\[ + \frac{1}{2} (f - f_h, z - z_h)_{0, \Omega} - \frac{1}{2} (y^d - y^d_h, y - y_h)_{0, \Omega} \]
\[ + \frac{1}{2} \|y^d\|^2_{0, \Omega} - \frac{1}{2} \|y^d_h\|^2_{0, \Omega} + (y^d_n - y^d, y)_{0, \Omega} + (f - f_h, z_h)_{0, \Omega}. \]

Then, choosing \( \varphi_h = ((h - y_h, h_q - q_h, h_z - z_h, h_p - p_h, h_n u - u_h) \in X_h \) and using the complementary conditions (19) and (23), we obtain
\[
J(y, u) - J_h(y_h, u_h)
\]
\[ = - \frac{1}{2} \nabla_{x} \mathcal{L}_h(x_h, \sigma_n)((h - y_h, h_q - q_h, h_z - z_h, h_p - p_h, h_n u - u_h)) \]
\[ + \frac{1}{2} \left[ (\sigma^h, u^h - u)_{0, \Gamma} + (\sigma^a, u^a - u)_{0, \Gamma} + (\sigma^b, u^b - u^b)_{0, \Gamma} + (\sigma^a, u^a - u_h)_{0, \Gamma} \right] \]
\[ + \frac{1}{2} (f - f_h, z - z_h)_{0, \Omega} - \frac{1}{2} (y^d - y^d_h, y - y_h)_{0, \Omega} \]
\[ + \frac{1}{2} \|y^d\|^2_{0, \Omega} - \frac{1}{2} \|y^d_h\|^2_{0, \Omega} + (y^d_n - y^d, y)_{0, \Omega} + (f - f_h, z_h)_{0, \Omega}, \]

which is the desired result. \( \square \)

The representation in Theorem 3.2 is not fully a posteriori due to the weights \( \delta x_h - x \) and dependence on the continuous solutions. This fact avoids an immediate numerical implementation of the representation in Theorem 3.2. Now we deduce a fully a posteriori and local indicators from the terms of (33) in Theorem 3.2.

3.1. Primal–dual weighted residuals

First, we concern with an evaluation of the primal-dual weighted residuals \( r(u_h w - w) \) given in (34).
Theorem 3.3. The following estimate holds

\[
| \tau(u_h w - w) | \lesssim \frac{1}{2} \sum_{K \in T_h} \rho_K^r \alpha_K^r + \rho_K^q \alpha_K^q + \rho_K^p \alpha_K^p + \rho_K^\beta \alpha_K^\beta + \rho_K^\theta \alpha_K^\theta,
\]

where

\[
\rho_K^r = \left( \| \mathbf{f}_h - \nabla \cdot (\beta \mathbf{y}_h - \epsilon \frac{1}{2} \mathbf{q}_h) - \alpha \mathbf{y}_h \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \epsilon \frac{1}{2} \mathbf{q}_h \|_{0,E}^2 + \| \beta \cdot \mathbf{y}_h \|_{0,E}^2 + \sum_{E \in \Gamma^+, E \subset \partial K} \| \epsilon \frac{1}{2} \mathbf{C}_{12} \|_{0,E}^2 \right)^{1/2},
\]

\[
\alpha_K^r = \left( \| \mathbf{h}_h - \mathbf{z} \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \{ \mathbf{h}_h - \mathbf{z} \} \|_{0,E}^2 + \| \mathbf{h}_h - \mathbf{z} \|_{0,E}^2 \right)^{1/2},
\]

\[
\rho_K^q = \left( \| \nabla \mathbf{y}_h - \mathbf{q}_h \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \epsilon \frac{1}{2} \mathbf{y}_h \|_{0,E}^2 + \| \epsilon \frac{1}{2} \mathbf{C}_{12} \cdot \mathbf{y}_h \|_{0,E}^2 \right)^{1/2},
\]

\[
\alpha_K^q = \left( \| \mathbf{h}_h - \mathbf{z} \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \{ \mathbf{h}_h - \mathbf{z} \} \|_{0,E}^2 + \| \mathbf{h}_h - \mathbf{z} \|_{0,E}^2 \right)^{1/2},
\]

\[
\rho_K^p = \left( \| \mathbf{h}_h - \mathbf{p} \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \{ \mathbf{h}_h - \mathbf{p} \} \|_{0,E}^2 + \| \mathbf{h}_h - \mathbf{p} \|_{0,E}^2 \right)^{1/2},
\]

\[
\rho_K^\beta = \left( \| \mathbf{y}_h - \mathbf{y}_h^\beta - \nabla \cdot (\epsilon \frac{1}{2} \mathbf{p}_h - \beta \mathbf{z}_h) - \alpha \mathbf{z}_h \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \epsilon \frac{1}{2} \mathbf{p}_h \|_{0,E}^2 + \| \beta \cdot \mathbf{z}_h \|_{0,E}^2 \right)^{1/2},
\]

\[
\rho_K^\theta = \left( \| \mathbf{y}_h - \mathbf{y}_h^\theta - \nabla \cdot (\epsilon \frac{1}{2} \mathbf{p}_h - \beta \mathbf{z}_h) - \alpha \mathbf{z}_h \|_{0,K}^2 + \sum_{E \in E_h^0, E \subset \partial K} \| \epsilon \frac{1}{2} \mathbf{p}_h \|_{0,E}^2 + \| \beta \cdot \mathbf{z}_h \|_{0,E}^2 \right)^{1/2}.
\]
\[
\rho^p_K = \left(\varepsilon^\frac{1}{2} \nabla z_h + \mathbf{p}_h\|_{0,K}^2 + \sum_{E \in \mathcal{E}_h^0, E \in \partial K} \left(\varepsilon \cdot \frac{\|z_h\|_{0,E}^2}{2} + \varepsilon \frac{\|C_{12} \cdot \mathbf{z}_h\|_{0,E}}{2}\right) \right)^{1/2},
\]
\[
\omega^q_K = \left(\|h_0 \mathbf{q} - \mathbf{q}\|_{0,K}^2 + \sum_{E \in \mathcal{E}_h^0, E \in \partial K} \|h_0 \mathbf{q} - \mathbf{q}\|_{0,E}^2 + \|h_0 \mathbf{q} - \mathbf{q}\|_{0,E}^2 \right)^{1/2},
\]
\[
\rho^u_E = \sum_{E \in \mathcal{E}_h^0} \|\omega u_h + \varepsilon^\frac{1}{2} \mathbf{p}_h \cdot \mathbf{n} + \sigma_h\|_{0,E}, \quad \omega^u_E = \sum_{E \in \mathcal{E}_h^0} \|\tau u_h - u\|_{0,E}.
\]

**Proof.** First, we consider the following state residual:

\[
M_y = m_1(u_h, h_0 \mathbf{p} - \mathbf{p}) - a(q_h, h_0 \mathbf{p} - \mathbf{p}) - b(y_h, h_0 \mathbf{p} - \mathbf{p})
+ m_2(u_h, h_0 \mathbf{z} - \mathbf{z}) + (f_h, h_0 \mathbf{z} - \mathbf{z})_{0,\Omega} + b(h_0 \mathbf{z} - \mathbf{z}, \mathbf{q}_h) - c(y_h, h_0 \mathbf{z} - \mathbf{z}).
\]

By the definition of the (bi)-linear form and then integration by parts we have

\[
M_y = \sum_{K \in \mathcal{K}_h} \int_K (f_h - \nabla \cdot (\beta y_h - \varepsilon^\frac{1}{2} \mathbf{q}_h)) \cdot (h_0 \mathbf{z} - \mathbf{z}) \, dx
- \sum_{E \in \mathcal{E}_h^0} \int_E \varepsilon^\frac{1}{2} \left(\|h_0 \mathbf{z} - \mathbf{z}\| + C_{12} \cdot \|h_0 \mathbf{z} - \mathbf{z}\|\right) \|\mathbf{q}_h\| \cdot ds
+ \sum_{E \in \mathcal{E}_h^0} \int_E (\|h_0 \mathbf{z} - \mathbf{z}\| \cdot D_{11} \cdot \|h_0 \mathbf{z} - \mathbf{z}\|) \|\beta\| \|y_h\| \, ds
+ \sum_{E \in \mathcal{E}_h^0} \int_E \varepsilon^\frac{1}{2} C_{11} \|y_h - u_h\| (h_0 \mathbf{z} - \mathbf{z}) \, ds + \sum_{E \in \mathcal{E}_h^0} \int_E |\beta \cdot \mathbf{n}| (y_h - u_h) \cdot (h_0 \mathbf{z} - \mathbf{z}) \, ds
+ \sum_{K \in \mathcal{K}_h} \int_K (\varepsilon^\frac{1}{2} \nabla y_h - \mathbf{q}_h) \cdot (h_0 \mathbf{p} - \mathbf{p}) \, dx
- \sum_{E \in \mathcal{E}_h^0} \int_E \varepsilon^\frac{1}{2} \left(\|h_0 \mathbf{p} - \mathbf{p}\| - C_{12} \cdot \|h_0 \mathbf{p} - \mathbf{p}\|\right) \|\mathbf{y}_h\| \, ds + \sum_{E \in \mathcal{E}_h^0} \int_E \varepsilon^\frac{1}{2} \left(\|u_h - y_h\| - \|h_0 \mathbf{p} - \mathbf{p}\|\right) \, ds.
\]

Then, Cauchy–Schwarz inequality and Young’s inequality yield

\[
M_y \leq \sum_{K \in \mathcal{K}_h} \|f_h - \nabla \cdot (\beta y_h - \varepsilon^\frac{1}{2} \mathbf{q}_h) - \alpha y_h\|_{0,K} \|h_0 \mathbf{z} - \mathbf{z}\|_{0,K}
+ \sum_{E \in \mathcal{E}_h^0} \left(\|\varepsilon^\frac{1}{2} \mathbf{q}_h\|_{0,E} + \|\beta \cdot \mathbf{y}_h\|_{0,E}\right) \|h_0 \mathbf{z} - \mathbf{z}\|_{0,E}
+ \sum_{E \in \mathcal{E}_h^0} \left(\|C_{12} \varepsilon^\frac{1}{2} \mathbf{q}_h\|_{0,E} + \|\varepsilon^\frac{1}{2} C_{11} \cdot \beta \cdot \mathbf{y}_h\|_{0,E}\right) \|h_0 \mathbf{z} - \mathbf{z}\|_{0,E}
+ \sum_{E \in \mathcal{E}_h^0} \varepsilon^\frac{1}{2} C_{11} \|u_h - y_h\|_{0,E} \|h_0 \mathbf{z} - \mathbf{z}\|_{0,E} + \sum_{E \in \mathcal{E}_h^0} |\beta \cdot \mathbf{n}| \|u_h - y_h\|_{0,E} \|h_0 \mathbf{z} - \mathbf{z}\|_{0,E}
+ \sum_{K \in \mathcal{K}_h} \|\varepsilon^\frac{1}{2} \nabla y_h - \mathbf{q}_h\|_{0,K} \|h_0 \mathbf{p} - \mathbf{p}\|_{0,K}.
\[ + \sum_{E \in \mathbb{E}_h^p} \| \varepsilon^{\frac{1}{2}} \{ \mathbf{y}_h \} \|_{0, E} h \| h \mathbf{p} - \mathbf{p} \|_{0, E} + \| C_{12} \varepsilon^{\frac{1}{2}} \{ \mathbf{y}_h \} \|_{0, E} \| h \mathbf{p} - \mathbf{p} \|_{0, E} \]
\[ + \sum_{E \in \mathbb{E}_h^q} \varepsilon^{\frac{1}{2}} \| u_h - \mathbf{y}_h \|_{0, E} \| h \mathbf{p} - \mathbf{p} \|_{0, E} \leq \sum_{K \in \mathcal{T}_h} \rho_K^\varphi \omega_K^\varphi + \rho_K^\varphi \omega_K^\varphi. \]

Analogously, we derive the estimates for the adjoint and the control. \( \square \)

In the a posteriori error estimates (40), the residuals of the state system are weighted by the adjoint variables, in turn, those of the adjoint system by the state variables. In this way, the proposed estimator exhibits particular sensitivities of the optimization problem. We note that the estimates in (40) still depend on the continuous solutions. To overcome this difficulty, we replace \( \mathbf{y}, \mathbf{z}, \mathbf{p}, \mathbf{u} \) by \( \mathbf{y}_h, \mathbf{z}_h, \mathbf{p}_h, \mathbf{u}_h \). On the other hand, we use an average technique for the interpolation functions \( \zeta \in \{ h, y, h, q, h, z, h, p \} \) in the element \( K \in \mathcal{T}_h \)

\[ \zeta |_{K} := \text{card}(\mathcal{N}(K))^{-1} \sum_{K \in \mathcal{N}(K)} \zeta_K, \]  

where \( \mathcal{N}(K) := [K] \cup \{ K' | K \cap K' \neq \emptyset \} \). Note that the contributions coming from the edges in (40) are eliminated with the help of the trace inequality, see, e.g., [60, Section 1.6]. Further, typically \( \| \omega u_h + \varepsilon^{\frac{1}{2}} \mathbf{p}_h \cdot \mathbf{n} + \sigma_h \|_{0, E} \) is small, or, when the same ansatz is used for discretization, it is even zero.

Hence, a posteriori estimate for the primal–dual weighted residuals becomes

\[ |r_h(w - w)| \leq \frac{1}{2} \sum_{K \in \mathcal{T}_h} \rho_K^\varphi \omega_K^\varphi + \rho_K^\varphi \omega_K^\varphi + \rho_K^\varphi \omega_K^\varphi + \rho_K^\varphi \omega_K^\varphi, \]  

where \( \omega_K^\varphi \) with \( \nu \in \{ z, p, y, q \} \) are approximations to \( \omega_K^\varphi \), obtained by (41).

3.2. Primal–dual mismatch in complementary

Now we concentrate the errors coming from complementary slackness (35). It can be written as

\[ \psi_h := \frac{1}{2} \left[ (\sigma_h^a, u_h^a - u)_{0, r} + (\sigma_h^a, u - u_h^a)_{0, r} + (\sigma_h^b, u_h^b - u^b)_{0, r} + (\sigma_h^a, u^2 - u_h^2)_{0, r} \right]. \]  

This term cannot be immediately handled due to continuous unknowns \( u, \sigma_h^b, \) and \( \sigma_h^a \). Using discrete and continuous complementary conditions in (21) and (25), we derive the following estimates on the respective sets:

\[ \psi_h((I \cap I_h)) = 0 := \psi^1, \]
\[ \psi_h((I \cap \mathcal{A}_0)) = \frac{1}{2} (\sigma_h^a, u - u_h^a)_{0, r} + \frac{1}{2} (\sigma_h^a, -u_h^2 - \frac{\varepsilon}{\omega} \mathbf{p} \cdot \mathbf{n})_{0, r} \]
\[ \leq \frac{1}{2} \| \sigma_h^a \|_{0, \mathcal{A}_0} \left( \| u_h^a + \frac{\varepsilon}{\omega} \mathbf{p} \cdot \mathbf{n} \|_{0, \mathcal{A}_0} + \frac{\varepsilon}{\omega} \| \mathbf{p} - \mathbf{p} \cdot \mathbf{n} \|_{0, \mathcal{A}_0} \right) \]
\[ := \psi^2, \]
\[ \psi_h((I \cap \mathcal{A}_h)) = \frac{1}{2} (\sigma_h^b, u_h^b - u_h^b)_{0, r} + \frac{1}{2} (\sigma_h^b, u_h^2 + \frac{\varepsilon}{\omega} \mathbf{p} \cdot \mathbf{n})_{0, r} \]
\[ \leq \frac{1}{2} \| \sigma_h^b \|_{0, \mathcal{A}_h} \left( \| u_h^b + \frac{\varepsilon}{\omega} \mathbf{p} \cdot \mathbf{n} \|_{0, \mathcal{A}_h} + \frac{\varepsilon}{\omega} \| \mathbf{p} - \mathbf{p} \cdot \mathbf{n} \|_{0, \mathcal{A}_h} \right) \]
\[ := \psi^3, \]
\[ \psi_h((\mathcal{A}_0 \cap I_h)) = \frac{1}{2} (\sigma_h^a, u^2 - u_h^2)_{0, \mathcal{A}_0 \cap I_h} \]
\[ \leq \frac{\varepsilon}{2} (u - u_h, u - u_h)_{0, \mathcal{A}_0 \cap I_h} + \frac{\varepsilon}{2} ((\mathbf{p} - \mathbf{p}_h) \cdot \mathbf{n}, u - u_h)_{0, \mathcal{A}_0 \cap I_h} \]
\[ \leq \frac{1}{2} \| u^2 - u_h \|_{0, \mathcal{A}_0 \cap I_h} \left( \| u^2 - u_h \|_{0, \mathcal{A}_0 \cap I_h} + \sqrt{\varepsilon} \| \mathbf{p} - \mathbf{p}_h \cdot \mathbf{n} \|_{0, \mathcal{A}_0 \cap I_h} \right) \]
\[ := \psi^4, \]
\[ \Psi_h(A_a \cap A_{b,h}) = \frac{1}{2} (\sigma_h^b, u^b - u)_{0, A_a \cap A_{b,h}} + \frac{1}{2} (\sigma_h^a, u^a - u_h)_{0, A_a \cap A_{b,h}} \]
\[ = \frac{1}{2} (\sigma_h^b, u_h - u)_{0, A_a \cap A_{b,h}} + \frac{\omega}{2} (u - u_h, u - u_h)_{0, A_a \cap A_{b,h}} \]
\[ + \sqrt{\frac{\epsilon}{2}} (\mathbf{p} - \mathbf{p}_h) \cdot \mathbf{n}, u - u_h)_{0, A_a \cap A_{b,h}} \]
\[ \leq \frac{1}{2} \| u_h - u^a \|_{0, A_a \cap A_{b,h}} \]
\[ \times \left( (\sigma_h^b)_{0, A_a \cap A_{b,h}} + \omega \| u^a - u_h \|_{0, A_a \cap A_{b,h}} + \sqrt{\frac{\epsilon}{2}} \| (\mathbf{p} - \mathbf{p}_h) \cdot \mathbf{n} \|_{0, A_a \cap A_{b,h}} \right) \]
\[ := \psi^5. \]

\[ \Psi_h(A_a \cap A_{a,h}) = \frac{1}{2} (\sigma_h^a, u - u_h)_{0, A_a \cap A_{a,h}} + \frac{1}{2} (\sigma_h^a, u^a - u_h)_{0, A_a \cap A_{a,h}} \]
\[ = \frac{1}{2} (\sigma_h^a, u - u_h)_{0, A_a \cap A_{a,h}} \]
\[ + \frac{1}{2} (\omega u + \sqrt{\frac{\epsilon}{2}} \mathbf{p} \cdot \mathbf{n} - \sqrt{\frac{\epsilon}{2}} \mathbf{p}_h \cdot \mathbf{n} + \sigma_h^a, u - u_h)_{0, A_a \cap A_{a,h}} \]
\[ \leq \| u^a - u_h \|_{0, A_a \cap A_{a,h}} \]
\[ \times \left( (\sigma_h^a)_{0, A_a \cap A_{a,h}} + \frac{\omega}{2} \| u^a - u_h \|_{0, A_a \cap A_{a,h}} + \frac{\sqrt{\epsilon}}{2} \| (\mathbf{p} - \mathbf{p}_h) \cdot \mathbf{n} \|_{0, A_a \cap A_{a,h}} \right) \]
\[ := \psi^6. \]

\[ \Psi_h(A_b \cap \mathcal{I}_h) = \frac{1}{2} (\sigma_h^b, u_h - u^b)_{0, A_b \cap \mathcal{I}_h} \]
\[ = \frac{\omega}{2} (u_h - u, u_h - u)_{0, A_b \cap \mathcal{I}_h} + \frac{\sqrt{\epsilon}}{2} \| (\mathbf{p}_h - \mathbf{p}) \cdot \mathbf{n}, u_h - u)_{0, A_b \cap \mathcal{I}_h} \]
\[ \leq \frac{1}{2} \| u_h - u^b \|_{0, A_b \cap \mathcal{I}_h} \left( \omega \| u_h - u^b \|_{0, A_b \cap \mathcal{I}_h} + \frac{\sqrt{\epsilon}}{2} \| (\mathbf{p}_h - \mathbf{p}) \cdot \mathbf{n} \|_{0, A_b \cap \mathcal{I}_h} \right) \]
\[ := \psi^7. \]

\[ \Psi_h(A_b \cap A_{a,h}) = \frac{1}{2} (\sigma_h^a, u - u_h)_{0, A_b \cap A_{a,h}} + \frac{1}{2} (\sigma_h^b, u^b - u_h)_{0, A_b \cap A_{a,h}} \]
\[ \leq \frac{1}{2} (\sigma_h^a, u - u_h)_{0, A_b \cap A_{a,h}} + \frac{\omega}{2} (u - u_h, u - u_h)_{0, A_b \cap A_{a,h}} \]
\[ + \frac{\sqrt{\epsilon}}{2} \| (\mathbf{p}_h - \mathbf{p}) \cdot \mathbf{n}, u_h - u)_{0, A_b \cap A_{a,h}} + \frac{1}{2} (\sigma_h^a, u - u_h)_{0, A_b \cap A_{a,h}} \]
\[ \leq \| u^b - u_h \|_{0, A_b \cap A_{a,h}} \]
\[ \times \left( (\sigma_h^b)_{0, A_b \cap A_{a,h}} + \frac{\omega}{2} \| u^b - u_h \|_{0, A_b \cap A_{a,h}} + \frac{\sqrt{\epsilon}}{2} \| (\mathbf{p}_h - \mathbf{p}) \cdot \mathbf{n} \|_{0, A_b \cap A_{a,h}} \right) \]
\[ := \psi^8. \]

\[ \Psi_h(A_b \cap A_{b,h}) = \frac{1}{2} (\sigma_h^b, u_h - u)_{0, A_b \cap A_{b,h}} + \frac{1}{2} (\sigma_h^b, u^b - u_h)_{0, A_b \cap A_{b,h}} \]
\[ \leq \| u_h - u^b \|_{0, A_b \cap A_{b,h}} \]
\[ \times \left( (\sigma_h^b)_{0, A_b \cap A_{b,h}} + \frac{\omega}{2} \| u_h - u^b \|_{0, A_b \cap A_{b,h}} + \frac{\sqrt{\epsilon}}{2} \| (\mathbf{p}_h - \mathbf{p}) \cdot \mathbf{n} \|_{0, A_b \cap A_{b,h}} \right) \]
\[ := \psi^9. \]

Hence, we obtain the following estimate for the primal-dual mismatch in complementary
\[ |\Psi(\Omega)| \leq \sum_{i=1}^{9} |\psi^i| := \psi. \] (45)
The estimates in (45) are computable a posteriori except \( \| (p - p_h) \cdot n \|_{0.5} \) for any set \( S \). The continuous solutions are approximated as follows

\[
\bar{\zeta}_h := \operatorname{card}(\mathcal{N}(E))^{-1} \sum_{E \in \mathcal{N}(E)} \zeta_E,
\]

where

\[
\mathcal{N}(E) := \{ E \cup \{ E' \mid E \cap E' \neq \emptyset \} \}.
\]

However, the estimates in (45) are still not fully a posteriori due to the active or inactive set in continuous setting. By following the steps in [9, Section 3.3], we can derive estimates continuous active or inactive sets by

\[
\chi^A_h = 1 - \frac{u_h - u^d}{\gamma h^r + u_h - u^d}, \quad \chi^A_0 = 1 - \frac{u^d - u_h}{\gamma h^r + u^d - u_h}, \quad \chi^I_h = 1 - \chi^A_h - \chi^A_0,
\]

where \( \gamma \) denotes some positive constant and \( r > 0 \) is fixed. Note that \( \chi^A_0 = 1 \in \mathcal{A}_{h,0} \) and \( \chi^A_0 = 1 \in \mathcal{A}_{h,1} \).

Let \( \chi(S) \) denote the characteristic function of a set \( S \subset \Omega \). For instance, assume that \( E \subset \mathcal{A}_h \). Then

\[
\| \chi(\mathcal{A}_h) - \chi^A_h \|_{0,E} \leq \left( \frac{\gamma h^r}{\gamma h^r + u_h - u^d} \right) \leq \min\{1, \gamma^{-1} h^{-r} \| u - u_h \|_{0,E} \},
\]

which tends to zero whenever \( \| u - u_h \|_{0,E} = O(h^q) \) with \( q > r \). If \( E \not\subset \mathcal{A}_h \), then we have two cases:

(i) If \( u_h - u^d > \gamma h^r \) for some \( 0 \leq \mu < 1 \), then

\[
\| \chi(\mathcal{A}_h) - \chi^A_h \|_{0,E} = \left( \frac{\gamma h^r}{\gamma h^r + u_h - u^d} \right) \leq h^{(1-\mu)r} \to 0 \text{ as } h \to 0.
\]

(ii) If \( u_h - u^d \leq \gamma h^r \) for some \( 0 \leq \mu < 1 \), then the measure of this set tends to zero as \( h \to 0 \).

In analogous way, we can find approximations for the sets \( \mathcal{A}_h \) and \( \mathcal{I}_h \). Now, we have the following approximation, for instance \( S = \mathcal{A}_h \cap \mathcal{I}_h \):

\[
\chi(S) \approx \chi^A_h \chi(I_h) := \chi^S_h.
\]

We then use

\[
\| \chi^S_h(u_h - u^d) \|_{0,\Omega} \quad \text{instead of} \quad \| u_h - u^d \|_{0,\mathcal{A}_h \cap \mathcal{I}_h},
\]

and analogously for other terms in (45). Consequently, we obtain an a posteriori estimate for the primal–dual mismatch in complementary

\[
|\psi(\Omega)| \lesssim \sum_{i=1}^g |\tilde{\psi}_i| := |\tilde{\psi}(\Omega)|.
\]

3.3. Primal-dual weighted data oscillations

Last we consider the data oscillation term in (36)

\[
\operatorname{osc}_h := \frac{1}{2} \left( f - f_h, z - z_h \right)_{0,\Omega} - \frac{1}{2} \left( y^d - y_h^d, y - y_h \right)_{0,\Omega} + \frac{1}{2} \left( \| y^d \|_{0,\Omega}^2 - \| y_h^d \|_{0,\Omega}^2 + \| y_h^d - y^d \|_{0,\Omega} + \left( f - f_h, z_h \right)_{0,\Omega} \right),
\]

and can be estimated by means of

\[
\overline{\operatorname{osc}}_h := \sum_{K \in \mathcal{T}_h} \left( \frac{1}{2} \left( f - f_h \right)_{0,K} \left( z_h - z_h \right)_{0,K} + \frac{1}{2} \| y^d - y_h^d \|_{0,K} \| y_h - y_h \|_{0,K} + \left( f - f_h, z_h \right)_{0,K} \right),
\]

where \( \tilde{y}_h, \tilde{z}_h \) are defined in the same way as done in (41).

4. Numerical experiments

We first give a brief overview of the adaptive finite element method (AFEM) in Section 4.1. Then, we establish an optimization algorithm on every adaptive refinement level in Section 4.2. Last, Section 4.3 contains some numerical results to show the efficiency of the derived estimator in Section 3.
4.1. The adaptive loop

An adaptive procedure based on the goal-oriented a posteriori error estimators for the LDG discretization of the optimization problem (2)–(4) consists of successive loops of the sequence given in (1). The mesh adaption process is guided iteratively by local indicators relying on the solutions of the considered on the current mesh. The Algorithm 1 repeats the adaptive procedure until a given complexity #vertices, i.e., the number of vertices.

Algorithm 1 AFEM Algorithm

**Input:** Triangulation $\mathcal{T}_h$, data $f$, $y^d$, $u^0$, $u^h$, complexity #dof, bulk parameter $\theta$.

**Loop**

\[
\begin{align*}
(y_h, \mathbf{p}_h, z_h, q_h, u_h, \sigma_h) &= \text{solve}\left(\mathcal{T}_h, u_0, f, y^d, u^0, u^h\right) \\
\eta &= \text{estimate}\left(\mathcal{T}_h, y_h, p_h, z_h, q_h, u_h, \sigma_h, f, y^d, u^0, u^h\right) \\
\text{if} \quad \#\text{dof}(\mathcal{T}_h) > \#\text{vertices} \quad \text{then} \\
\text{return} \quad \left(\mathcal{T}_h, y_h, \mathbf{p}_h, z_h, q_h, u_h, \sigma_h\right) \\
\text{end if} \\
M_h &= \text{mark}\left(\mathcal{T}_h, \eta, \theta\right) \\
\mathcal{T}_h &= \text{refine}\left(\mathcal{T}_h, M_h\right) \\
\text{end loop}
\end{align*}
\]

The **SOLVE** step (subroutine solve) is the numerical solution of the optimal control problem with respect to the given triangulation $\mathcal{T}_h$ using the LDG discretization and the primal-dual active set (PDAS) algorithm as a semi-smooth Newton step, see, e.g., [61]. The **ESTIMATE** step (subroutine estimate) requires the computation of the estimates for the weighted dual residuals, the primal-dual mismatch complementary, and the data oscillations, derived in Section 3. We use a bulk criterion in the **MARK** step (subroutine mark) to specify the elements in $\mathcal{T}_h$ by using the a posteriori error estimator and by choosing subsets $M_h \subset \mathcal{T}_h$ such that the bulk criterion is satisfied for a given marking parameter $\Theta$ with $0 < \Theta < 1$:

\[
\Theta \sum_{K \in \mathcal{T}_h} \eta_K \leq \sum_{K \in M_h} \eta_K,
\]

where $\eta_K$ is the a posteriori error estimator derived in Section 3. Bigger values for the parameter $\Theta$ will result in more refinement of triangles in one loop, whereas smaller $\Theta$ will result in a more optimal grid but more refinement loops. Finally, in the **REFINE** step (subroutine refine), the marked elements are refined by longest edge bisection, whereas the elements of the marked edges are refined by bisection strategy.

Algorithm 2 Active Set Algorithm

**Input:** Given the parameter $\gamma$.

Set $k = 0$.

Set initial values for $u^0_h$, $\sigma^0_a$, and $\sigma^0_b$.

**Calculate indices of the initial active sets** $\mathcal{A}_a^0, \mathcal{A}_b^0$, and the inactive set $\mathcal{I}_h^0$.

**for** $k = 1, 2, \ldots$ **do**

Solve (50) for $y^k_h, u^k_h, z^k_h, \sigma^k_a$, and $\sigma^k_b$.

**Calculate indices of active sets** $\mathcal{A}_a^k, \mathcal{A}_b^k$, and inactive set $\mathcal{I}_h^k$.

$\mathcal{A}_a^k = \{\sigma^k_a - \gamma(u^k_a - u^k_h) < 0\}, \mathcal{A}_b^k = \{\sigma^k_b + \gamma(u^k_b - u^k_h) > 0\},$

$\mathcal{I}_h^k = 1\setminus(\mathcal{A}_a^k \cup \mathcal{A}_b^k)$.

**if** $\mathcal{A}_a^k = \mathcal{A}_a^{k+1}$, $\mathcal{A}_b^k = \mathcal{A}_b^{k+1}$, and $\mathcal{I}_h^k = \mathcal{I}_h^{k+1}$ **then**

STOP.

**end if**

Set $k := k + 1$.

**end for**

4.2. Optimization algorithm

Algorithm 2 describes the primal-dual active set (PDAS) strategy as a semi-smooth Newton step, see, e.g., [61]. In the procedure, we solve the following discrete linear system:

\[
\mathbf{K} = \begin{pmatrix}
N_1 & A_a & \cdot & \cdot \\
\cdot & \omega M_B & N_2 & M_B \\
A_a & \cdot & \mathcal{N}_3 & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \omega X_{A_a,b} & \cdot & X_h \\
\cdot & \cdot & \cdot & -X_h
\end{pmatrix}
\begin{pmatrix}
Z_h \\
u_h \\
\sigma^h_a \\
\sigma^h_b
\end{pmatrix} = \begin{pmatrix}
F_a \\
\cdot \\
\cdot \\
\cdot
\end{pmatrix}.
\]

(50)
where
\[ N_1 = \begin{pmatrix} \cdots & \cdots & \cdots \\ \cdots & \cdots & -M \\ \cdots & -M & \cdots \end{pmatrix}, \quad N_2 = \begin{pmatrix} M_{g1}^T \\ M_{g2} \end{pmatrix}, \quad N_3 = \begin{pmatrix} -M_{g1} \\ -M_{g2} \\ SD + M_{gC} \end{pmatrix}, \]
\[ Y_h = \begin{pmatrix} q_h \\ y_h \end{pmatrix}, \quad Z_h = \begin{pmatrix} p_h \\ z_h \end{pmatrix}. \]

The mass matrices \( M \) and \( M_g \) on the domain and boundary are defined by
\[ M_{ij} = \int_K \varphi_i \varphi_j \, dx, \quad (M_g)_{ij} = \int_{\partial K} \varphi_i \varphi_j \, ds, \]
respectively. For all \( E \in \mathcal{E}^3 \), the variants of mass matrices are given by
\[ (M_{g1})_{ij} = \int_E \varepsilon_1 \varphi_i \varphi_j \, ds, \quad (M_{g2})_{ij} = \int_E \varepsilon_2 \varphi_i \varphi_j \, ds, \]
\[ (M_{gC})_{ij} = \int_E |\beta \cdot n| \varphi_i \varphi_j \, ds, \quad SD_{ij} = \int_E \frac{1}{h_E} \varphi_i \varphi_j \, ds, \]
where \( n = (n_1, n_2)^T \) and \( E^- \) denotes the inflow boundary.
\[ X_{A_0, h}, X_{A_0, b}, \text{ and } X_{I_0, h} \]
denote the characteristic functions of \( A_0, h, \text{ and } I_0, h \), respectively, defined on the boundary \( \mathcal{E}^3 \).
The bi-(linear) forms of the state system in (17a)-(17b) are represented by \( A_0 \) and \( J_0 \), whereas \( A_0 \) and \( J_0 \) correspond to the bilinear forms of the adjoint system in (17c)-(17d).

4.3. Numerical results

We now present several numerical results in order to examine the quality of derived estimators in Section 3 and the performance of the adaptive loop introduced in Section 4.1. We use piecewise linear polynomials for the approximation of the state, the adjoint, the control, and the Lagrange multipliers. The effectivity index is computed according to
\[ \text{effectivity index} = \frac{\eta_h}{\| J(y, u) - J_h(y_h, u_h) \|}, \quad (51) \]
where \( \eta_h \) consists of the approximations of the primal-dual residuals, the primal-dual mismatch in complementary, and the data oscillations.

In our numerical experiments, the corresponding error estimators are denoted by superscript "A" for adaptive refinement and "U" for uniform refinement. For instance, \( J_h^* \) represents the value of the objective function computed on the adaptively refined mesh, whereas \( J_h^U \) is the value of the objective function computed on the uniformly refined mesh. Moreover, since we have no explicit expression of the analytic solution in our numerical examples, the solutions \( y^*, u^* \) obtained on adaptively refined fine meshes are taken as a reference solutions. Then, the value of the reference objective solution is denoted by \( J^* := J(y^*, u^*) \), computed exactly from the solutions \( y^*, u^* \).

4.3.1. Example 1

Our first example defined in the unit square \( \Omega = [0, 1] \times [0, 1] \) has been adopted from [31]. The rest of the data are
\[ f = 0, \quad y^d = \frac{1}{(\chi_1^2 + \chi_2^2)^{1/3}}, \quad \beta = (1, 1)^T, \quad \alpha = 1, \quad \omega = 1. \]
The control set is given by
\[ U^{ad} = \{ u \in L^2(\Gamma') : -0.75 \leq u(x) \leq 0 \ \text{a.e.} \ \ x \in \Gamma' \}. \]
We have no explicit expression of the analytic solution, therefore we solve the problem numerically for \( \epsilon = 10^{-1} \) using 11,374 vertices and 19,043 elements, and then obtained solutions \( y^*, u^* \) are used as a reference solution to make a comparison with others. The value of the reference objective function for \( \epsilon = 10^{-1} \) is \( J(y^*, u^*) = 5.646 \). We note that it is a difficult task to determine \( J^* \) as accurate as possible. Therefore, the errors and the effectivity indices should be treated with care.

Fig. 1 displays the performance of the error estimator proposed in Section 3 in terms of the number of vertices for the marking parameter \( \theta = 0.65 \) and the diffusion parameter \( \epsilon = 10^{-1} \) on adaptively and uniformly refined meshes. The left plot shows the convergence of \( J_h^* - J^* \) on the adapted meshes compared to the convergence of \( J_h^U - J^* \) on the uniform meshes. One can observe a reduction of complexity for a certain accuracy in the objective value. The middle plot displays the comparison of convergence of the error estimators as a function of the number of vertices in logarithmic scale for adaptive versus uniform refinement. Last, the right plot exhibits the actual sizes of the state, adjoint, data oscillation, and complementary components of the error estimator. The refinement process is dominated by the contribution of the data oscillations. All parts of the estimators converge to zero, and the estimated error \( \eta_h \) on adapted meshes is smaller compared to the ones on uniform meshes.
Convergence history for $\epsilon = 10^{-1}$ on adaptively and uniformly refined meshes are exhibited in Tables 1 and 2, respectively. Despite oscillations, the reduction of estimators $\eta_h^A$ is close to $N^{-1/2}$, which is the optimal rate we can expect with linear elements. Generally, it is expected that the effectivity index should be close to one however for our example the value of effectivity index is increasing as we refine the mesh. Computation of the reference solution or approximation of the dual solution in the estimator can be reason of this case. However, the results in Table 1 show that the estimator $\eta_h^A$ becomes reliable.

Fig. 2 shows computed solutions of the control for various values of the diffusion parameter $\epsilon$. As expected, the control constraints are satisfied even for convection dominated case. Last, the adaptively generated meshes are depicted in Fig. 3.

### Table 1

<table>
<thead>
<tr>
<th>vertices (N)</th>
<th>$\eta_h^A$</th>
<th>order</th>
<th>$J_h^A - J^*$</th>
<th>Eff. Ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>1.37e+00</td>
<td>-</td>
<td>2.38e+00</td>
<td>0.58</td>
</tr>
<tr>
<td>38</td>
<td>3.55e+00</td>
<td>0.04</td>
<td>1.28e+00</td>
<td>1.05</td>
</tr>
<tr>
<td>59</td>
<td>1.06e+00</td>
<td>0.55</td>
<td>8.18e-01</td>
<td>1.30</td>
</tr>
<tr>
<td>96</td>
<td>8.14e-01</td>
<td>0.54</td>
<td>5.04e-01</td>
<td>1.05</td>
</tr>
<tr>
<td>174</td>
<td>5.61e-01</td>
<td>0.62</td>
<td>3.22e-01</td>
<td>1.74</td>
</tr>
<tr>
<td>333</td>
<td>3.03e-01</td>
<td>0.95</td>
<td>1.91e-01</td>
<td>1.59</td>
</tr>
<tr>
<td>637</td>
<td>2.27e-01</td>
<td>0.44</td>
<td>1.09e-01</td>
<td>2.07</td>
</tr>
<tr>
<td>1016</td>
<td>1.41e-01</td>
<td>1.02</td>
<td>6.15e-02</td>
<td>2.28</td>
</tr>
<tr>
<td>1707</td>
<td>9.17e-02</td>
<td>0.82</td>
<td>3.43e-02</td>
<td>2.68</td>
</tr>
<tr>
<td>3272</td>
<td>6.59e-02</td>
<td>0.51</td>
<td>1.74e-02</td>
<td>3.78</td>
</tr>
<tr>
<td>6538</td>
<td>4.94e-02</td>
<td>0.42</td>
<td>6.50e-03</td>
<td>7.59</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th># vertices (N)</th>
<th>$\eta_h^A$</th>
<th>order</th>
<th>$J_h^U - J^*$</th>
<th>Eff. Ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>1.37e+00</td>
<td>-</td>
<td>2.38e+00</td>
<td>0.58</td>
</tr>
<tr>
<td>89</td>
<td>1.28e+00</td>
<td>0.06</td>
<td>1.38e+00</td>
<td>0.93</td>
</tr>
<tr>
<td>289</td>
<td>1.02e+00</td>
<td>0.18</td>
<td>7.70e-01</td>
<td>1.32</td>
</tr>
<tr>
<td>1089</td>
<td>7.73e-01</td>
<td>0.21</td>
<td>4.08e-01</td>
<td>1.89</td>
</tr>
<tr>
<td>4225</td>
<td>5.58e-01</td>
<td>0.24</td>
<td>2.13e-01</td>
<td>2.61</td>
</tr>
<tr>
<td>16541</td>
<td>3.60e-01</td>
<td>0.32</td>
<td>1.11e-01</td>
<td>3.24</td>
</tr>
</tbody>
</table>

4.3.2. Example 2

Our second example, modified from [34], is defined in a polygonal domain with maximum interior angle $\theta = \frac{5}{6} \pi$ as shown in Fig. 4. The remaining data of the problem are given by

$$y^d = \begin{cases} -1, & 0 \leq x_2 < 0.5, \\ 1, & 0.5 \leq x_2 < 1, \end{cases} \quad f = 1, \quad \beta = (2, 0)^T, \quad \alpha = 1, \quad \omega = 1.$$  

We choose the control set as

$$U^{ad} = \{ u \in L^2(\Gamma') : \ 0 \leq u(x) \leq 0.5 \ \text{a.e.} \ x \in \Gamma \}.$$  

As previous example, an analytical representation is not known. As a substitute for the exact solution of the case $\epsilon = 10^{-1}$, we have chosen the computed solution with respect to a sufficiently fine simplicial triangulation of the
computational domain with 8,707 vertices and 15,389 elements obtained by adaptive refinement, see Fig. 5 for the corresponding discrete solutions. The value of reference objective function is $J^* = 2.445$.

In Fig. 6, we show the convergence comparison in the quantity of interest (objective functional) $j_h - J^*$ on the adapted meshes and on the uniform meshes (left), the convergence of the error estimator in adaptive versus uniform refinement (middle), and the actual sizes of the state, adjoint, data oscillation, and complementary components of the error estimator (right). As previous example, the error estimator on adaptively refined meshes exhibits a better convergence. Although the complementary component of the estimator converges to zero, it does not decrease monotonically as the other terms of the estimator.

In Table 3, we observe that $\eta_0^h$ provides an upper bound for the absolute error in the objective function. Reduction of the estimator is around the optimal rate $N^{-1/2}$, where $N$ is the number of vertices. Moreover, convergence history on uniformly refined meshes is exhibited in Table 4.
We next have a closer look at the convergence of $J_h - J^*$ and the estimator $\eta$. Fig. 7 illustrates the behaviour of our estimator for different values of the diffusion parameter $\epsilon = 10^0, 10^{-1},$ and $10^{-2}$ on adaptively and uniformly refined meshes with the marking parameter $\theta = 0.75$. After a few steps, the adaptive refinements lead to better convergence than the uniform refinements for all cases.
Table 3
Section 4.3.2: Convergence history of the adaptive method for $\epsilon = 10^{-1}$ and $\theta = 0.65$.

<table>
<thead>
<tr>
<th># vertices</th>
<th>$\eta_0^A$</th>
<th>order</th>
<th>$J_0^A - J^*$</th>
<th>Eff. Ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>8.06e−01</td>
<td>-</td>
<td>1.30e+00</td>
<td>0.62</td>
</tr>
<tr>
<td>59</td>
<td>6.93e−01</td>
<td>0.20</td>
<td>8.88e−01</td>
<td>0.78</td>
</tr>
<tr>
<td>113</td>
<td>5.55e−01</td>
<td>0.34</td>
<td>7.02e−01</td>
<td>0.79</td>
</tr>
<tr>
<td>210</td>
<td>4.62e−01</td>
<td>0.30</td>
<td>3.90e−01</td>
<td>1.18</td>
</tr>
<tr>
<td>327</td>
<td>3.60e−01</td>
<td>0.57</td>
<td>2.75e−01</td>
<td>1.31</td>
</tr>
<tr>
<td>567</td>
<td>2.70e−01</td>
<td>0.52</td>
<td>1.64e−01</td>
<td>1.64</td>
</tr>
<tr>
<td>1006</td>
<td>2.03e−01</td>
<td>0.49</td>
<td>1.06e−01</td>
<td>1.91</td>
</tr>
<tr>
<td>1833</td>
<td>1.56e−01</td>
<td>0.44</td>
<td>6.09e−02</td>
<td>2.57</td>
</tr>
<tr>
<td>3023</td>
<td>1.23e−01</td>
<td>0.48</td>
<td>3.04e−02</td>
<td>4.04</td>
</tr>
<tr>
<td>4904</td>
<td>9.71e−02</td>
<td>0.48</td>
<td>1.24e−02</td>
<td>7.84</td>
</tr>
</tbody>
</table>

Table 4
Section 4.3.2: Convergence history for $\epsilon = 10^{-1}$ on uniformly refined meshes.

<table>
<thead>
<tr>
<th># vertices (N)</th>
<th>$\eta_N^U$</th>
<th>order</th>
<th>$J_N^U - J^*$</th>
<th>Eff. Ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>8.06e−01</td>
<td>-</td>
<td>1.30e+00</td>
<td>0.62</td>
</tr>
<tr>
<td>117</td>
<td>6.73e−01</td>
<td>0.15</td>
<td>7.24e−01</td>
<td>0.92</td>
</tr>
<tr>
<td>425</td>
<td>4.58e−01</td>
<td>0.23</td>
<td>3.65e−01</td>
<td>1.36</td>
</tr>
<tr>
<td>1617</td>
<td>3.54e−01</td>
<td>0.25</td>
<td>1.75e−01</td>
<td>2.03</td>
</tr>
<tr>
<td>6305</td>
<td>2.49e−01</td>
<td>0.26</td>
<td>7.79e−02</td>
<td>3.19</td>
</tr>
</tbody>
</table>

Fig. 8. Section 4.3.2: Computed solutions of the control for different values of $\epsilon = 10^{0}$, $10^{-1}$, and $10^{-2}$ (from left to right).

Fig. 9. Section 4.3.2: Adaptively generated meshes for various values of $\epsilon = 10^{0}$, $10^{-1}$, and $10^{-2}$ with the marking parameter $\theta = 0.75$.

5. Conclusions

In this paper, we have studied goal-oriented a posteriori error estimates of local discontinuous Galerkin method for the numerical approximation of Dirichlet boundary control problem governed by a convection diffusion equation with bilateral control constraints. We derive primal-dual weighted error estimates for the objective functional with an error term representing the mismatch in the complementary system due to the discretization. The numerical results show that the adaptive refinements are superior to uniform refinements. We have obtained a reduction of complexity for a certain
accuracy in the objective value and have derived reliable error estimator. Future work will include the extension of our results to Dirichlet boundary optimal control problems with state constraint conditions.
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