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Abstract 

We solve the Schrödinger wave equation for the generalized Morse and Cusp molecular 

potential models. In the limit of high temperature, at first, we need to calculate the 

canonical partition function which is basically used to study the behavior of the 

thermodynamic functions. Based on this, we further calculate the thermodynamic 

quantities such as the free energy, the entropy, the mean energy and the specific heat. 

Their behavior with the temperature has been investigated. In addition, the susceptibility 

for two level systems is also found by applying the incident time dependent field. 
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1. Introduction 

When a particle is under the influence of a potential field, the thermodynamic interaction 

effects must be taken into consideration. Therefore, we need to find the exact analytical 

bound state solutions of the Schrödinger wave equation for a particle under the effect of 

these physical potentials. The potential models under present study are widely used in 
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many branches of physics such as chemical physics, atomic physics, and nuclear physics 

(see for example [1-11]).  

For example, the molecular Morse potential was studied widely since 1929 from various 

approaches. Therefore, many authors have solved the Schrodinger equation for some 

molecular potential models. A realization of the raising and lowering Ladder operators 

for the Morse potential was presented. Closed analytical expressions for the matrix 

elements of different operators that satisfy the commutation relations for the SU(2) group 

were found [12, 13]. The analytical solutions of the two-dimensional Schrodinger 

equation with the Morse potential were obtained by the series expansion method. The 

method was generalized to D-dimensional Schrodinger equation with Morse potential 

expanded in series about the origin. The series solutions of the Schrodinger equation with 

position-dependent mass for the Morse potential were found [14, 15]. The exact 

quantization rule method employed to obtain the arbitrary l  state energy solutions of the 

rotating Morse potential [16]. Further, the Morse potential in the momentum 

representation was presented analytically by hypergeometric functions [17, 18].   

On the other hand, the approximate solution of the Dirac equation for the Rosen-Morse 

potential including the spin-orbit centrifugal term was obtained [19]. Overmore, at low 

momentum, the exact solutions of the bound and scattering states of the one-dimensional 

Dirac equation with an asymmetric cusp potential were studied [20].            

The study of the thermodynamic functions for various potential models within non-

relativistic regime has recently received much interest. For instance, many authors have 

used a method mainly based on the so called Huriwitz zeta function or even other 

different methods to analyze the thermodynamic properties of a few physical systems 

[21,22,23,24].  

A recent study in this topic is wide. For example, the exact solutions of a one-

dimensional Schrodinger equation with a harmonic oscillator plus inverse square 

potential were obtained to study the hidden symmetries and thermodynamic properties 

using the algebraic approach [25].  Further, a modified Rosen-Morse potential was solved 

for energy spectrum to study the thermodynamic properties by proper quantization rule 

[26].  
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In order to study the thermodynamic properties of the non-relativistic particles, we need 

to employ the canonical partition function which is usually considered as the building 

block in statistical thermodynamics as the role of the wave function in quantum physics.  

We first introduce the Schrödinger wave equation with Morse and Cusp molecular 

potential models. Followed by using some well-known appropriate methods, we can 

calculate the energy eigenvalues and the corresponding wave functions. Further, we 

attempt to analyze and find some of the thermodynamic quantities such as the free 

energy, the entropy, the mean energy and the specific heat for the Schrödinger wave 

equation with the generalized Morse and Cusp molecular potential models.  

This work is organized as follows. In Sec. 2, we calculate the canonical partition function 

which is basically used to study the behavior of the thermodynamic quantities for the 

generalized Morse, and the Cusp potential models. Finally, in Section 3 we give our 

results and present the concluding remarks on these results.  

 

2   The Schrödinger Wave Equation  

The radial part of the time-independent Schrödinger equation can be written as 
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with the effective potential that includes the rotational states has the form  

  2 2( ) ( ) ( ),  ( ) 1 2 ,effV z V z V z V z z      

where m is the mass of the particle and nE  is its  non-relativistic binding energy. 

 

2.1. The Generalized Morse Potential 

This potential takes the general form [27, 28]  

      ee rrrzzVzVzV  ,exp22exp)( 21  ,      (2) 

where 1V  and 2V  are the strength parameters of the potential.  

In following Refs.  [29, 30], the effective potential can simpler expanded in an 

exponential form as in (2) by using the Pekeris approximation:  
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where the coefficients ,ia  with 1,2,3i   are defined as  

2

1 331  a , 2

2 64  a and 2

3 31  a . 

Now after substituting Eq. (3) into Eq. (1) along with some identifications: 
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it becomes 
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After making further change of variables  zy  exp  and replacing )(zR  by )(yR , Eq. 

(5) leads, 

2
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Now, defining a new wave function and a new variable, 

     zyyRyy k    exp, ,     (7) 

with k  to be calculated later on, then Eq. (6) can be rewritten in the form: 
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If k which is specifically chosen to satisfy the condition: 

 CkCk  022 ,     (9) 

then Eq. (8) can be transformed as  
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Since 0A , we can pick up the following suitable ansatz for the wave function: 
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     yfyAy  exp ,     (11) 

then, Eq. (10) becomes a differential equation satisfying another function ( )f y ,  

      0)(12
)(

212
)( 2

2

2
2  yfBAk

dy

ydf
yAk

dy

yfd
y  .     (12) 

At this stage, we select 2 ,y A   therefore we have 
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which is simply the known confluent hypergeometric equation [31, 32] with a given 

solution: 
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Now to calculate the wave function, we  combine Eqs. (7), (9) and (11), we get the final 

result  

  1 1

1 2
( ) exp ;2 1; ( )

2 2

C

A B A
R y z y y F k k y z

A



 

   
         

   
,     (15) 

where  zzy  exp)( . Finally, we want to calculate the bound state energy equation. To 

achieve this, we follow Ref. [33] and find 

1
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B
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Making use of Eqs. (4) and (9) together with Eq. (16), we can immediately arrive at the 

energy spectrum for any ro-vibrational   state as  
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where  
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 Our results are in high agreement with Refs. [33, 

34]. Further, for the vibrational states 0,  we can obtain the energy spectrum of the 

molecular Morse potential as 
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As a result, it is obvious that the energy spacing difference between levels decreases by 

decreasing the well width. 

 

a) Thermal  properties: 

 To study the thermal properties, we can follow Ref. [35]. Therefore, as a first step, we 

seek to find the canonical partition function Z  and study the thermodynamic properties of 

the molecular Morse potential model. At first, we recast Eq. (17) in a rather simpler form 

as 
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   It is worth noting that in the Morse potential, the quantum number 

n  cannot be taken as infinite large number, there exists an upper limit max .n   This is 

because the bound states of the Morse potential are finite [36]. 

In addition, we introduce the canonical partition function in the form: 

  
0

( , ) exp n

n B

E
Z

k T






 
   

 
 , (20) 

where T and Bk  are the temperature and the Boltzmann constant, respectively. On 

substituting Eq. (19) into Eq. (20), the canonical partition function, at temperatureT , can 

be easily calculated through the Boltzmann factor as 
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with the following identifications  
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At high temperature, we can use the approximation  
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Under the classical limit, while considering the above approximation and with large   

and small  , the sum can be replaced by the integral form: 
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Moreover, it is well known that the imaginary error function in Eq. (24) is called an entire 

function and can be defined as )()( ixiErfxErfi  . Here, Erf  denotes the error function 

which is a special function of sigmoid shape that occurs in probability, statistics and 

partial differential equations.  

In maple and mathematica software codes, the error function can be defined as 

)(
2

0

2

xErfidte
x

t 


 [22, 32]. This imaginary error function can be implemented in 

mathematica as ][xErfi .  

The other thermodynamic properties of the system can be easily obtained from partition 

function. In fact, any other parameter that might contribute to the energy should also 

appear in the argument of Z [35]. Here we display these thermal quantities as follows. 

The mean energy U  can be defined as 
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Figure 1 plots the variation of the mean energy U  (in MeV  units) with the temperature 

T  for a nonrelativistic particle in the field of the generalized Morse potential. For the 

rotational 2  state, it is obvious that U  increases with the increasing temperature T    

until it reaches its maximum value at large temperature at nearly100 K . 

The  xErfi  function in Eq. (25) is appeared as [22, 32]: 
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Further, the Dowson’s integral is defined in mathematica as  [ ]Dowson F x . Also, 

Dawson's integral is defined in maple as follows: 
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Next, the specific heat C  is being calculated as 
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(26) 

Figure 2 shows the behavior of the specific heat C  versusT . In this regards, it is seen 

that the specific heat decreases with the increasing temperature. Notice that the specific 
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heat of a nonrelativistic particle under the influence of the generalized Morse potential 

approaches zero for the rotational  2  state.  

Now, the ztlohmleH free energy F  takes the form  
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Fig. 3a shows the behavior of the free energy F  with the temperatureT . At very low 

temperatures nearly 0 C T 2 C   the free energy goes down in the negative region 

(strongly attractive) then increases (weakly attractive) and starts to increase in the 

positive region (repulsive). In On the other hand, in Fig. 3b, the free energy increases 

rapidly in the positive region and becomes strongly attractive at high temperatures.  

Now, here we write a description for the reminders about the entropy then calculate the 

entropy from the partition function. Finally, the entropy is a fundamental measure of 

information content which can be applied in a wide variety of fields. Further, it plays an 

important role in thermodynamics and is a central second law of thermodynamics. 

Entropy helps to measure the amount of order and disorder and/or chaos and can be 

defined and measured in many other fields than the thermodynamics. For instance, in 

classical physics, entropy is defined as the quantity of energy incapable of physical 

movements. Thus, the entropy S  given as                               
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(28) 

Fig. 4a shows the behavior of the entropy S   at low temperature T . The entropy falls 

down in the interval nearly 0 C T 2 C    but remains in the positive (repulsive) regime 

then starts to increase back and returns to its initial value in the interval 

nearly 2 C T 10 C  . 
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However, in Fig. 4b, the entropy increases rapidly in the positive regime with high 

temperature. 

We can also  extend our calculations of the canonical partition function to an interaction-

free N-body system via NZZ  . The dependence on N and volume comes via the 

dependence on the energy eigenvalues nE .  

b) Optical properties 

Now, let us consider a two-level system with an electric field applied in z-direction of this 

potential as zEeF


 . The Hamiltonian of the system splits into two parts with the 

interaction of an electromagnetic wave in the dipole approximation is: zEeHH


 0 , 

where 0H  and E


 are the unperturbed part and the external electric field, respectively 

[23, 24], and e is the absolute value of the electron charge.  

Using the time-independent, non-degenerate perturbation theory [37], if 
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and the wave function as follows 
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where no degeneracy for this state, )0(

0  is expected to be a parity eigenstate. Hence, 

0nnz  and by using the unperturbed wave functions, the matrix elements are evaluated. 

To obtain of the first-order and third-order susceptibilities, first, we apply the incident 

field as follows:    tiEtE j

j

j   exp)( . Now, by using the compact density-matrix 

approach [38] and based on the Fermi golden rule in quantum mechanic, we obtain the 

linear susceptibility, namely, first-order susceptibility as 
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and third order nonlinear susceptibility as 
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where jiij EEE  and 
nnkkjiij qzM   , and s , rn  and I are the density, refractive 

index and incident optical intensity, respectively. Therefore, we can write the total 

susceptibility as  

       II ,, )3()1(   .     (33) 

 

2.2. Cusp potential 

For several reasons, a Cusp potential is of much interest in physics. If the parameter 0V  

becomes attractive 00 V , it can be regarded as a screened one-dimensional Coulomb 

potential [39]. In addition, for theoretical prediction of many physical properties of 

diatomic molecules requires knowledge of the radial wave functions of its scattering 

states and phase shifts. Furthermore, there is one noticeable difference between the 

Wood-Saxon and Cusp potentials. The Cusp potential does not exhibit a square barrier 

limit.  

Now, if we take in Eq. (2), 01 V , 022 VV   and A
~

1 , then the generalized Morse 

potential turn out to the Cusp potential. This Cusp potential has the form:  

 zVxV  exp)( 0 ,   A
~

1 , 
    

(34) 

where the parameter 0V  shows the height of barrier or the depth of the well and the 

positive constant A
~

 determines the shape of the potential [40. Substituting this potential 

into Eq. (1) for 0z , we obtain  
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To avoid any repetition in the above calculations, we can only obtain the energy and the 

wave function for this potential with the substitution of 01 V , 022 VV   and A
~

1  

into Eq. (17) and (15), and other calculated thermodynamic and optical quantities, too.  

 

3. Results and Concluding Remarks  

In this work, we studied the thermodynamic quantities of a nonrelativistic particle 

moving under the field of the generalized Morse and the Cusp potentials. We have also 

investigated the optical properties for two-level systems for the generalized Morse 

potential. The thermal quantities like the mean energy increases with the increasing 

temperature until it becomes static at high temperature, However the specific heat 

decrease with the increasing temperature and approaches to zero at high temperature. 

The behavior of the free energy with temperature has been shown. At very low 

temperature it is like an attractive well. However, it increases rapidly at high temperature 

(the repulsive regime). Finally the entropy is in the repulsive well at relatively low 

temperature but increase rapidly at high temperature.  

At the end, it is found that the cusp potential has a very similar behavior as the 

generalized Morse potential. 

 

References 

[1]. Suparmi A., Cari C. and Deta U.A. Chin. Phys. B 23(9) (2014) 090304. 

[2]. Aslanzadeh M. and Rajabi A.A. Eur. Phys. J. A 50 (2014) 151. 

[3]. Wei G.-F. and Dong S.-H. Phys. Lett. B 686 (2010) 288. 

[4]. Zhang X.-C., Liu Q.-W., Jia C.-S. and Wang L.-Z. Phys. Lett. A 340 (2005) 59. 

[5]. Durmus A. and Ozfidan A. J. Math. Phys. 55 (2014) 102105. 

[6]. Barakat T. and Abdalla S. J. Math. Phys. 54 (2013) 102105. 

[7]. Hassanabadi H., Maghsoodi E., Zarrinkamar S. and Rahimov H. Mod. Phys. Lett. A 

26(36) (2011) 2703. 

[8]. Obong H.P., Ikot A.N. and Owate I.O. J. Kor. Phys. Soc. 66(6) (2015) 867. 



 13 

[9]. Panahi H. and Jahangiri L. Ann. Phys. 354 (2015) 306. 

[10]. Eshghi M. and Ikhdair S.M. Math. Meth. Appl. Sci. 37 (2014) 2829. 

[11]. Eshghi M. and Ikhdair S.M. Z. Naturforsch. 69a (2014) 111. 

[12]. Dong S- H., Lemus R., and Frank A. Int. J. Quan. Chem. 86 (2002) 433. 

[13]. Dong S- H. Cand. J. Phys. 80(2) (2002) 129. 

[14]. Dong S- H., Sun G- H. Phys. Lett. A 314(4) (2003) 261. 

[15]. Yu J., Dong S- H., and Sun G- H. Phys. Lett. A 322(5-6) (2004) 290. 

[16]. Qiang W- C., and Dong S- H. Phys. Lett. A 363(3) (2007) 169. 

[17]. Sun G- H., and Dong S- H. Communications in Theoretical Phys. 58 (2012) 815. 

[18]. Dong S- H. “Factorization Method in Quantum Mechanics”, Springer, 2007. 

[19]. Ikhdair S. M. J. Math. Phys. 51 (2010) 023525.  

[20]. Yu J., Dong S- H., Antellon A., and Lozada-Cassou M. European Phys. Journal C 

45(2) (2006) 525.      

[21]. Onate C.A. and Ojonubah J.O. Int. J. Mod. Phys. E 24(3) (2015) 155020-1 

[22]. Ikhdair S.M. and Falaye B.J. Chem. Phys. 421 (2013) 84. 

[23]. Xiao D.-L., Lai M.-Y. and Pan X.-Y. Chin. Phys. B 25(1) (2016) 010307. 

[24]. Sanos V., Maluf R.V. and Almeida C.A.S. Ann. Phys. 349 (2014) 402. 

[25]. Dong S- H., Lozada-Cassou M., Yu J., Jimenez-Angeles F., and Riverra A. L. Int. J. 

Quan. Chem. 107(2) (2007) 366. 

[26]. Dong S- H., and Cruz-Irisson M. J. Math. Chem. 50(4) (2012) 881.  

[27]. Morse P.M. Phys. Rev. 34 (1929) 57. 

[28]. Zhang L.H., Li X.P. and Jia C.S. Int. J. Theor. Phys. 111 (2011) 1870. 

[29]. Pekeris C.L. Phys. Rev. 45 (1934) 98. 

[30]. Flugge S., “Practical quantum mechanics”, Springer, Berlin, 1974. 

[31]. Anderws G.E., Askey R. and Roy R., “Special Functions”, London, Cambridge 

University Press, 2000. 

[32]. Abramovitz M. and Astegun I.A., “Handbook of mathematical functions with 

formulas, graphs, and mathematical tables”, Dover, NY, 1972, pp. 295. 

[33]. Berkdemir C. and Han J. Chem. Phys. Lett. 409 (2005) 203. 

[34]. Bayrak O. and Boztosunt I. arxiv: nucl-th/0604042v1, (2006). 



 14 

[35]. Pathria R.K., “Statistical Mechanics”, 1st edn., Pergamon Press, Oxford, 1972. 

[36]. Alhaidari A. D. Phys. Rev. Lett. 87 (2001) 210405; Errata Phys. Rev. Lett. 88 

(2002) 189901. 

[37]. Sakurai J.J., “Modern Quantum Mechanics”, Addison-Wesley, MA, 1994. 

[38]. Boyd R.W., “Nonlinear Optics”, Academic Press, Elsevier, SanDiego, 2008. 

[39]. Villalba V.M. and Greiner W. Phys. Rev. A 67 (2003) 052707. 

[40]. Ikot A.N., Hassanabadi H., Nalehi N., Obong H.P. and Onyeaju M.C. Ind. J. Phys. 

(2015), doi: 10.1007/s12648-0700-1. 



 15 

 

 

 

Fig. 1 The behavior of the mean energy U with the temperature T 

 

 

Fig. 2 The behavior of the specific heat C with the temperature T.  

 

 

Fig 3a. The behavior of the free energy F with the low temperature T 

 

 

Fig 3b. The behavior of the free energy F with the high temperature T 
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Fig 4a. The behavior of the entropy S with the low temperature T 

 

 

 

Fig 4b. The behavior of the entropy S with the high temperature T 

 

 

 

 


