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ABSTRACT

A REDUCED COMPLEXITY GENERIC NOMA MAP RECEIVER FOR
WIDEBAND MIMO CHANNELS

Şatana, Hasan Aykut

M.S., Department of Electrical and Electronics Engineering

Supervisor: Assist. Prof. Dr. Gökhan Muzaffer Güvensen

September 2020, 71 pages

Multiple input and multiple output (MIMO) technology and non-orthogonal multi-

ple access (NOMA) are two important concepts for the next generation communi-

cation systems since they bring many advantages over conventional orthogonal sys-

tems. While there are numerous research over MIMO and power domain NOMA

integration, the combination of MIMO and practical code domain NOMA schemes

has not been investigated much in the literature, which is the subject of this thesis. In

this study, we propose a generic maximum a posteriori (MAP) receiver based on the

Ungerboeck observations from multiuser, where sparse code multiple access (SCMA)

and multi-user shared access (MUSA) can be directly adapted. The proposed tech-

nique utilizes channel division multiple access (ChDMA) and code domain NOMA

schemes on which a novel receiver architecture is structured at significantly reduced

complexity. It outperforms conventional MMSE-SIC methods with very limited num-

ber of radio frequency (RF) chains and lower complexity. In addition, we provide an

analysis in terms of bit-error rate and achievable information rate (AIR) showing mis-

matched decoding capacity under different code length and overloading scenarios for
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uplink transmission where flexible structure of MUSA is exploited.

Keywords: NOMA, MIMO, Equalization, Multi-User Detection, MUSA, SCMA
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ÖZ

GENİŞ BANTLI ÇOKLU GİRİŞ ÇOKLU ÇIKIŞ KANALLAR İÇİN DÜŞÜK
KARMAŞIKLIKLI NOMA MAP ALICISI

Şatana, Hasan Aykut

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi: Dr. Öğr. Üyesi. Gökhan Muzaffer Güvensen

Eylül 2020, 71 sayfa

Çoklu giriş ve çoklu çıkış (MIMO) teknolojisi ve ortogonal olmayan çoklu erişim

(NOMA), geleneksel sistemlere göre birçok avantaj sağladıkları için gelecekteki kab-

losuz sistemler için çok önemli yöntemlerdir. Güç alanı NOMA yöntemleri ile yo-

ğun MIMO sistemleri üzerine araştırmalar mevcutken, bu tezin konusu olan pratik

kod alanında NOMA şemalarının yoğun MIMO ile entegrasyonu konusunda çok az

çalışma vardır. Bu tezde, seyrek kodlu çoklu erişim (SCMA) ve çok kullanıcılı pay-

laşımlı erişimin (MUSA) doğrudan uyarlanabildiği çok kullanıcılı Ungerboeck göz-

lemlerine dayalı genel bir maksimum artçıl kestirimli (MAP) alıcı öneriyoruz. Öne-

rilen teknik ile kod alanındaki dizin modülasyonunu ve kanal bölmeli çoklu erişim

(ChDMA) yöntemleri önemli ölçüde azaltılmış karmaşıklıklı yeni bir alıcı mimari-

sinde birleştirilmiştir. Önerilen yöntem sınırlı sayıda radyo frekansı (RF) zincirleri ile

ve daha düşük karmaşıklıkla geleneksel MMSE-SIC yöntemlerinden daha iyi perfor-

mans gösterir. Ayrıca bu çalışmada, MUSA’nın esnek yapısı kullanılarak farklı kod

uzunluğu ve aşırı yükleme senaryoları altında uyumsuz kod çözme kapasitesini gös-

teren ulaşılabilir bilgi hızı (AIR) ve bit hata oranı açısından analizler gösterilmiştir.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

In this thesis, we will focus mostly on the multiple access (MA) concept and multi-

user detection (MUD) with reduced complexity receivers in cellular networks which

explains how millions of subscribers are served by telecommunication operators si-

multaneously. Combining multiple signals coming from each user and transmitting

them over a common channel is known as multiplexing. When multiplexing is used

to allow multiple users to communicate over a single common channel and share a

finite amount of radio spectrum simultaneously, it is called multiple access. There are

two types of MA channels: first are uplink channels which correspond to a multiple

transmitter to one receiver structure and are also the main interests throughout this

thesis, and second are donwlink channels which correspond to a single transmitter to

multiple receiver structure.

Telecommunication systems have employed several ways to share a finite spectrum

resource among users in frequency, time or code domain from the first generation

(1G) to fifth generation (5G), and MA has been the key technology to distinguish dif-

ferent wireless systems. For more than 80 years, various methods have been created

and tested for MA schemes in communication to use the spectrum efficiently. As a

result of the studies, techniques such as, frequency-division multiple access (FDMA),

time-division multiple access (TDMA), code-division multiple access (CDMA), and

orthogonal frequency-division multiple access (OFDMA) has been developed. In

these conventional multiple access schemes, except for CDMA, different users are

allocated to orthogonal resources in either the time, frequency, or code domain in or-

1



der to avoid inter-user interference, making signal and message detection relatively

simple. However, these orthogonal multiple access (OMA) methods can only support

a limited numbers of users due to limitations in the numbers of orthogonal resource

blocks, which limits the spectral efficiency and the capacity of current networks [3].

Considering the internet of things (IoT), machine-type communication (MTC), and

mobile Internet requirements, spectral efficiency becomes one of the key challenges

handling such data traffic [4, 8, 9]. Additionally, massive connectivity, low latency,

and short packet duration are needed for 5G communication. Recently, Non Orthog-

onal Multiple Access (NOMA) has been investigated to deal with the problems of

OMA. Unlike conventional OMA methods, NOMA uses non-orthogonal physical re-

sources such as time and frequency where overloading can be realized. Therefore,

NOMA can support more users as 5G networks require by fully utilizing the lim-

ited spectrum resources. However, this process creates extra interferences due to the

non-orthogonality among resources, requiring more complex receiver structures. [8]

NOMA schemes were initially introduced for single-antenna systems and their ex-

tension to multiple input multiple output (MIMO) systems is nowadays an important

research direction. In addition, low-complexity interference cancellation algorithms

should be developed so that NOMA schemes become more practical. The high com-

plexity of the message passing algorithm (MPA) and the error propagation of the suc-

cessive interference cancellation (SIC) are the two main problems of current receiver

architectures. Conventional and advanced receivers for some NOMA schemes are

described in [10] and references therein. Factor graph based iterative receivers for a

downlink MIMO-SCMA system with cooperation is proposed and performance com-

parison with existing receivers is provided where the number of antennas is equal to

number of physical resources in [11]. Overloaded and coded massive MIMO-NOMA

systems and capacity-achieving low-complexity Linear Minimum Mean Square Er-

ror (LMMSE) detection based receivers are studied in [12, 13]. A Gaussian message

passing algorithm is proposed for overloaded massive MIMO system in [14]. In [15],

beamspace MIMO at mm-wave bands is integrated with Sparse Code Multiple Ac-

cess (SCMA), which is one of the popular NOMA schemes in code domain, where

the number of RF chains is equal to the number of physical resources.

Although there are some efforts to combine NOMA with MIMO systems, there is a

2



lack of literature for the adaptation of some practical NOMA schemes such as multi-

user shared access (MUSA) to MIMO architecture employing single-carrier in wide-

band mm-wave channels. Code domain NOMA schemes are generally considered

with multicarrier transmission since inter-symbol interference (ISI), which is a signal

distortion due to the other sent symbols is a serious problem for single carrier (SC)

systems [4, 9] and low complexity receivers considering the ISI mitigation for single

carrier systems have not been proposed yet. That is, most of the existing researches

for massive MIMO systems adopt a flat-fading channel model by considering the use

of orthogonal frequency division multiplexing (OFDM) [16].

A generic low complexity receiver design for fifth-generation (5G) NOMA wireless

networks and beyond are cutting-edge research topics that motivate a very wide range

of research problems [3]. In the light of these motivations, in this thesis we provide a

generic unification of practical code domain NOMA schemes which are SCMA and

MUSA and MIMO architecture with a reduced complexity MUD receiver implemen-

tation where the number of antenna elements/RF chains is limited.

1.2 Multiple Access Concept from 1G to 4G

1.2.1 First Generation (1G) with Frequency Division Multiple Access (FDMA)

1G was officially introduced in 1982 by Bell Labs, and it was popularly known as

the Advanced Mobile Phone System (AMPS) [1]. Here, the key idea was to divide

geographical areas into cells and implement frequency reuse to serve each cell with

a base station. That is, since the transmitted signal power falls off with distance,

with 1G two users can operate on the same frequency at separate cells with very low

interferences.

The technology used was analog frequency modulation (FM), and the spectrum was

divided firstly into 30 kHz then reduced to 10 kHz segments, called channels which

utilized the entire bandwidth for a single user. First generation analog systems used

FDMA to provide each user a duplex channel. FDMA which uses frequency divi-

sion multiplexing, provides chunks of the frequency spectrum to each user for data
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transmission. Guard bands are introduced to avoid any interference due to imperfect

filtering, adjacent channel interference and Doppler effects. An illustration of FDMA

channels is given in Figure 1.1.

Figure 1.1: Frequency-Division Multiple Access [1]

1.2.2 Second Generation (2G) with Time Division Multiple Access (TDMA)

Second generation (2G) cellular telecom networks were commercially launched in

1991 in Finland by the European Telecommunications Standards Institute (ETSI)

based on Global System for Mobile Communications (GSM) standards. The key

difference from 1G is the shift from analog to digital communication enabling better

quality voice communication via voice coders, supports of data services, data security

and increased system capacity. 2G introduced data services for mobile, starting with

SMS text message. During these times, Internet was becoming popular and transfer

of data was becoming more of a prevalent issue, therefore, in the later release of 2G

which are General Packet Radio Service (GPRS) and Enhanced Data Rates for GSM

Evolution (EDGE) mobile phones started supporting web browsing as the multimedia

services with up to 500 Kbps data rate with digital GMSK and 8PSK modulations. [1]

In 2G, in order to increase system capacity, along with the frequency band division

into channels, time also was divided into slots using TDMA. TDMA uses time divi-

sion multiplexing which allows multiple users to share a common frequency band by

allocating different non overlapping cyclically-repeating time slots which are orthog-

onal in signaling dimension, as shown in Figure 1.2. These TDMA channels use the
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whole system bandwidth, called a wideband system. Hence, some form of ISI miti-

gation is required. In TDMA, due to the cyclically-repeating structure, transmission

is not continuous for users. Unlike FDMA, in TDMA it is possible to assign multi-

ple channels to a single user, however, synchronization among the different users to

maintain orthogonality is required. Multipath, can also destroy time-division orthog-

onality, significantly reducing the system capacity [3]. Apart from these, in TDMA,

receiver complexity is exponential according to the modulation scheme, constellation

size , and number of antennas involved. [1]

Figure 1.2: Time-Division Multiple Access [1]

1.2.3 Third Generation (3G) with Code Division Multiple Access (CDMA)

After EDGE was successfully implemented, the creation of such a large and com-

plex system specifications required a well-structured organization. This gave birth

to 3GPP and which determines the standards that can maintain the requirement for

radio technology and effective use of the spectrum. The international telecommuni-

cations union (ITU) provided 3G goals, and the 3GPP standards created specifications

to support implementations which satisfied these requirements. With this generation,

users are provided the ability to surf the Internet and have simultaneous voice and

data services. According to 3GPP standards, 3G uses QPSK, 16QAM and 64 QAM

digital modulations in time division duplexing (TDD) or frequency division duplex-

ing (FDD) modes with 5 MHz bandwidth,and data rates up to 1 Mbps. In the later

releases, utilizing downlink MIMO operation with higher order modulations 3G pro-
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vides data rates up to 28 Mbps for the downlink and 11 Mbps for the uplink. [3]

In 3G, the MA technique shifted from using TDMA to CDMA, which later evolved

into Wideband CDMA (WCDMA) [1]. CDMA which is based on code division mul-

tiplexing is a technique in which the data bits are modulated by a high frequency

orthogonal or non-orthogonal sequence of bits to spread the signals over a large fre-

quency band as illustrated in Figure 1.3 , and multiple such signals from different

users are then transmitted over the same frequency as in Figure 1.4. In order to

retrieve the signal, the receiver must have the same spreading sequence, which is

multiplied to this composite signal in a process called despreading. In the downlink,

orthogonal spreading codes such as Walsh codes are used although the orthogonality

can be degraded by multipath. As for uplinks, non-orthogonal codes are preferred due

to the difficulty of user synchronization and the complexity of maintaining code or-

thogonality with multipath, as a result, less efforts are required for user coordination

in time and frequency. In addition, non-orthonality in uplinks remove the hard limit

which restrict the number of channels, that is there is no need to search for orthogo-

nality between channels. However, non-orthogonal codes cause mutual interference

between users since the system bandwidth is shared among more users at the same

time with non-orthogonal codes, which reduces the performance of all the users. [3]

Figure 1.3: Generation of CDMA [2]

A non-orthogonal CDMA scheme also suffers from near-far effect, which must be

compensated with power control mechanism. The near-far effect arises in the uplink

because the channel gain between a user’s transmitter and the base station’s receiver

is different for different users. For example, considering two users, one is close to

the BS and the other is far away: If both users transmit at the same power level,
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Figure 1.4: Code-Division Multiple Access [1]

the signals from far user is lost in close user’s signal. Therefore, power control is

implemented in order to make all users’ signal power roughly equal at the receiver so

that fading effects are gone and the near-far problem can be eliminated [3].

CDMA with non-orthogonal spreading codes can also use MUD to reduce interfer-

ence between users [1], since MUD provides significant performance improvements

even under perfect power control. An example of MUD is a rake receiver, which

is used for the reception of WCDMA signals and is, designed to counter the effects

of multipath fading with time diversity. Also, in CDMA systems, receiver complex-

ity grows linearly with data rate, modulation scheme used, and number of antennas

supported [3].

CDMA evolution reached to its limits and it could not be developed further even

when the higher order modulations and MIMO was used for spatial multiplexing

to increase the data rate within an allowed spectral bandwidth. Additionally carrier

aggregation methods were tried, which increased the spectral bandwidth, but still

spectral efficiency remained unchanged. Unfortunately, signal spreading operation

which causes bandwidth expansion, and not being able to reach the desired high data

rates prohibited the evolution of WCDMA system any further.
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1.2.4 Fourth Generation with Orthogonal Frequency Division Multiple Access

(OFDMA)

The fourth generation (4G) was created to support exponential system capacity and

data rate needs since much higher rates were required to allow mobile Internet access

with video applications. At this point in the cellular evolution, the industry con-

verged to a single standard, Long Time Evolution (LTE) . The LTE cellular system is

based on OFDMA. The frequency bandwidth options have been expanded to 1.4, 3,

5, 10, 15, and 20 MHz for flexible bandwidth formation [3]. OFDMA uses FDMA

technique via inverse fast Fourier Transform (IFFT and FFT) operations where the

divided frequencies are 15 kHz apart. Each frequency channel is called a subcarrier,

and in OFDMA it is required to keep the spacing between subcarriers less than the

coherence bandwidth of the wireless channel, unlike CDMA. As a result of this se-

lection, each subcarrier sees a flat frequency response at the receiver, which enables

the receiver to make frequency domain equalization and hence mitigate the flat chan-

nel effects of transmission. In other words, the receiver does not have to deal with

complex time domain equalization techniques as in TDMA while using the OFDMA,

making it an attractive option for multipath ISI channels.

A block diagram providing an example of the OFDMA waveform generation is pro-

vided in Figure 1.5. Some of the important points related to the OFDMA method

are the following: firstly the number of subcarrier directly affects the data rate, user

capacity, and occupied bandwidth in the system. Secondly, it is desired to have large

number of subcarriers while keeping occupied bandwidth under control using the

spectral shaping function. In addition, OFDM symbols pretty much suffer from peak

to average power ratio (PAPR), causing vulnerability against power amplifier nonlin-

earities and loss of average transmitted power. Lastly, in order to make a frequency

domain signal processing with FFT with OFDM transmission, circular convolution

needs must be satisfied with the cyclic prefix (CP) which contains the multipath com-

ponents of the wireless channel. This CP duration must be long enough to contains

all corresponding multipaths.

Some methods from 3G cellular system like MIMO and higher order modulations

shows their benefits more in the OFDMA for increasing data rates, as a result, MIMO
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support is needed to accommodate multiple layers through spatial multiplexing with

large constellations in OFDMA.

In OFDMA, users are multiplexed in both the frequency and time domains, as shown

in Figure 1.6 for LTE system. A unit of allocation is called resource block RB. A RB

consist of 12subcarriers by 7 OFDM symbols which is equal to 84 OFDM symbols.

Some of these modulation symbols can be used as pilot for channel estimation instead

of data symbols. Each RB contains 12 x 15 = 180kHz of bandwidth. In the figure,

assuming QPSK modulation, there are four different symbols represented by four

different colors. Each color represents one resource element (RE) and carries two

bits with QPSK modulation.

Figure 1.5: OFDMA waveform generation with K sub-carrier (SC) [3]

Figure 1.6: Time/frequency representation of the OFDM signal for LTE standard. There are four

different symbols (QPSK) each represented by one color [3]
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There are important disadvantages with OFDM that affect the efficiency of the sys-

tems, such as:

• CP overhead: The need for adding the CP introduces redundancy and loss of

spectral efficiency.

• Sensitivity to frequency and timing offsets: Keeping the orthogonality between

subcarriers requires the transmitter and receiver to have the exact same refer-

ence frequency. Any offset can brake the orthogonality and cause inter-carrier

interference (ICI)

• High out-of-band (OOB) emission: Due to the sinc pulses in frequency domain,

OFDM requires infinite bandwidth if there is no spectral shaping control.

• High peak-to-average power ratio (PAPR): PAPR is the result of summation of

sinusoid in the IFFT process, the envelope of the OFDM waveform has a large

variation which result in clipping problems when the signal passes through non-

linear device like a power amplifier.

1.3 Next Generation Multiple Access Technique Non Orthogonal Multiple Ac-

cess Concept (NOMA)

Due to flat fading advantages and for backward compatibility reasons, OFDM will

still be the main waveform for 5G systems with some modifications. Especially

CP overhead and OOB emission issues are widely reconsidered in the 5G systems,

with candidates like Filtered OFDM (F-OFDM), Windowed OFDM (also known as

weighted overlap and add or WOLA-OFDM), Universal Filtered OFDM (UF-OFDM)

and Filter Bank Multi-Carrier (FBMC). However, along with the traditional OMA

structures, NOMA techniques are intensive research subject for the next generations

due to massive connectivity advantages as indicated by 3GPP Release-16 [3].

The key idea behind NOMA is to serve multiple users in the same resource block,

such as a time slot, subcarrier, or spreading code [17]. Considering OFDMA, a RB

cannot be allocated to more that one user, since the user’s signal must be orthogonal

in frequency or time. On the contrary, NOMA allows multiple users to share same
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RE which can be in time, frequency, space or time. In other words, in OMA the

number of users that can be supported is then limited by the number of orthogonal

resources available while NOMA admits and utilize intra-cell interference in the re-

source allocation of users. Therefore, interference cancellation techniques such as

success interference cancellation (SIC) or multi-user detection (MUD) are used to

mitigate this interference [17].

The next generation of wireless networks must support very high throughput, low

latency, and massive connectivity. In terms of massive connectivity, NOMA theo-

retically can serve an arbitrary number of users even within one resource block by

superimposing the signals, therefore, NOMA can be a great candidate to IoT applica-

tions where a large number of devices randomly transmit a small number of packets.

As for low latency requirements: with OMA, any device has to wait until an occupied

RB to becomes available while NOMA supports flexible scheduling since it can ac-

commodate variable number of users. From the point of spectral efficiency, NOMA

is the theoretically optimal way of using the spectrum for both uplink and downlink

communications in a single-cell network since NOMA users can enjoy the whole

bandwidth while the OMA users are limited to a smaller fraction [3].

In the information theoretical perspective, the capacity of MAC under AWGN and

fading channels with NOMA based techniques result in superior rate region as com-

pared to OMA versions, which is valid for all NOMA and OMA schemes [4]. Ca-

pacity analysis are generally presented for two users in the literature, however, it is

given in [4] that the results for the simple two-user case can be extended to the gen-

eral case of an arbitrary number of users. Channel capacity analysis comparison for

NOMA and OMA is given in Figure 1.7 for uplink two user scenario where pi rep-

resent user signal power hi shows the channel of ith user and i = 1, 2. From the

figure, it is observed that uplink NOMA can achieve the capacity region while OMA

is sub-optimum in general except for one point where the user rate-fairness cannot be

maintained.

Although NOMA is a known and accepted technique, there is an arising dispute on

the definition of "non-orthogonality". Throughout this thesis, we consider NOMA

in terms of overloading viewpoint, meaning having more than one user per available
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Figure 1.7: Channel capacity comparison of OMA and NOMA for uplink AWGN channel (a) shows

Symetric channel ; (b) Asymmetric channel [4]

resource element in the time, frequency, code, or space domain. With this definition,

a CDMA system can be seen as a NOMA scheme if it is overloaded. Examples of this

overloading viewpoint are generally defined as code domain NOMA schemes such as,

low density spreading (LDS), LDS-OFDM, SCMA and MUSA. Additionally, by this

viewpoint, the number of receiver antennas have to be less than the number of users

in a MAC since antennas can be considered as new signaling dimensions to assign

users. Therefore, in this thesis, we are focusing on the uplink MIMO MAC where the

number of RF chains is limited in the receiver.

A brief classification for OMA and NOMA schemes can be seen in Figure 1.8.

NOMA schemes can be realized mainly in two domains which are power domain

NOMA or code domain NOMA.

1.3.1 NOMA in the Power Domain

Power domain NOMA exploits the channel strength differences between users in

same resource block where detection is based on different power levels rather than

different frequency or time blocks, and therefore it is the optimal capacity-achieving
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Figure 1.8: Multiple Access Schemes Brief Classification [4]

MA technique in a single-cell network. The spectrum and power allocation for power

domain NOMA is graphically compared with that of OMA in Figure 1.9. Since users

are separated in power rather than frequency, instead of multi-carrier modulation tech-

niques, single carrier modulation types are preferred for power domain NOMA.

Figure 1.9: OMA and NOMA power and spectral allocations [3]

Knowing that OMA is strictly suboptimal, to be specific, the capacity region is achieved

by point-to-point codes, successive cancellation decoding, and time-sharing. Con-

sidering a K user MAC, the users transmit their signals concurrently and the base

station applies Succesive Interference Cancallation (SIC) decoding. Dual case is

valid in broadcasting where the user equipment’s receiver first decodes the strongest

user’s signal then removes them from received signals. Based on information theory,
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non-orthogonal multiplexing using superposition coding at the transmitter and using

SIC at the receiver is the optimum from the perspective of achieving the capacity

region [4].

Due to the some practical issues like power allocation to the users, signaling overhead,

error propagation in SIC, to achieve further improvements power domain NOMA and

MIMO combination is studied much in the literature. Apart from the superiority of

MIMO-NOMA over MIMO-OMA techniques in terms of capacity, in the realistic

hardware setups the cell throughput of MIMO-NOMA with power domain is %30

higher as compared to MIMO-OFDMA solutions [4]. However, most of the analysis

work on power domain NOMA is limited to single-cell analysis [3]. Particularly, as

wireless networks get crowded, inter-cell interference (ICI) becomes a major prob-

lem, which might reduce the advantages of power domain NOMA.

1.3.2 NOMA in Code and Other Domains

Code-domain NOMA assigns non-orthogonal codes to the each user within the same

time-frequency resource block, supporting overloaded transmission. It is a trade-

off between system performance and the receiver complexity, and has a spreading

and shaping gain with the cost of extra signal bandwidth in comparison with power-

domain NOMA [3]. Code-domain NOMA is known as the multi-carrier NOMA since

there is not any receiver that offers ISI equalization with a reasonable complexity with

the single-carrier solutions, which is the topic of this thesis work.

The code domain NOMA concept came from the classical CDMA systems. Unlike

CDMA, spreading sequences are restricted to sparse or low cross-correlation short

sequences in code domain NOMA where higher overloading scenarios can be real-

ized. Code domain NOMA schemes and the improvements can be followed from the

Figure 1.8. Initial form of code domain NOMA structures based on the low density

spreading (LDS) which is extended later to LDS-CDMA in [18] and LDS-OFDMA

in [19]. LDS-CDMA is based on sparse spreading sequences together with low com-

plexity MUD based decoding whereas the LDS-OFDM exploits all of OFDM advan-

tages that removes the ISI. LDS methods are designed to limit the amount of interfer-

ence between users in chip level. An important extension of the LDS-CDMA method
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is SCMA in [20] which shows better performance still keeping the lower complexity.

Another improved extension forms of the CDMA is Successive interference cancel-

lation amenable multiple access (SAMA) in [21] and MUSA in [22] which utilizes

specifically designed short spreading sequences with SIC based receivers.

Apart from the power domain and code domain NOMA schemes, there are also dif-

ferent types of NOMA schemes. One example can be the Spatial Division Multiple

Access (SDMA) in [23] where combination of classical CDMA spreading sequences

and unique channel impulse responses of each user is utilized to distinguish users.

Therefore, SDMA enables robust NOMA transmission against ISI in dispersive chan-

nels. However, SDMA requires accurate channel information which might be difficult

to provide for most of the scenarios. Due to this reason, SDMA needs joint iterative

channel and data estimation algorithm for the MUD designs. Another example of

this class is the pattern division multiple access (PDMA) in [24] which exploits non-

orthogonal patterns designed to minimize correlation among users while maximizing

the diversity. In PDMA, multiplexing can be done in code, power or spatial domains.

Third example of this class of NOMA is Signature-Based NOMA scheme (S-NOMA)

in [25]. In this scheme, data or bits of each users are multiplexed with the help of spe-

cific signature pattern. As a fourth class interleave-grid multiple access (IGMA) [26]

can be given where users are differentiated by different grid mapping patterns. There

are also another NOMA schemes such as spreading based non orthogonal coding mul-

tiple access (NCMA), bit division multiple access (BDM) where users are partitioned

in bit levels [4] and compressive sensing based NOMA methods in [4]

Among all the NOMA schemes, two promising code domain NOMA schemes which

are SCMA and MUSA becomes more popular due to their capacity achieving perfor-

mances with low complexity transmitter and receiver designs. In this thesis, for all

the performance measurements of the proposed receiver architecture, we will employ

these two schemes. In the following sections SCMA and MUSA will be investigated

in a more detailed way.
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1.3.2.1 Sparse Code Multiple Access (SCMA)

SCMA is based on the non-orthogonal spreading technique where the multi-dimensional

QAM symbol modulation and spreading are combined together. Shaping gain stemmed

from multi-dimensional constellation is the main performance improvements against

low density spreading (LDS) [20, 27]. In SCMA, different users have different code-

books via sparsity in codewords. Utilizing sparsity of codewords allows comparably

low complexity MUD based MPA at the receiver since each resource element (RE)

in codewords are shared among a subset of active users. The sparsity of the signal

provides a small collision of users’ data reducing the Multi-user interference at the

receiver side which is based on chip rate processing.

SCMA decoder can be defined as f : Blog2(M) → X, x = f(b) where X ⊂ CNc

with cardinality |X| = M . x is an sparse Nc dimensional complex codeword. That

is, SCMA encoder is f := Vg where binary mapping matrix V ∈ BK×Nc with

Nc − d all zero rows so that after eliminating them identity matrix INc is remained.

Resulting codebook includes M codewords and each consist of Nc complex values

with d non-zero elements that comes from a multi-dimensional constellations [27].

Figure 1.10 shows an example of codebooks for transmitting K = 6 users that are

identified as the data layers. In this example figure, each of the codebook has 8

multi-dimensional complex codewords from Figure 1.11. The length of codewords

Nc = 4 for this example scheme. While transmitting, the codeword of each user/layer

is selected based on the input bit sequence. The overloading factor can be expressed

as K/Nc for the SCMA based transmissions.

Current SCMA system requires a reduced complexity receiver independent from the

cardinality size, optimum codebook design, optimum multi-constellation design and

flexibility for different overloading scenarios for future works [3].

Although current SCMA designs are always used with OFDM modulation in order

not to deal with the complex ISI problem at the receiver during message passing,

in this thesis, with the proposed UMPA-BDF receiver design allows usage of single

carrier system with lower complexities.

16



Figure 1.10: SCMA codebook bit-to-codeword mapping. [5]

Figure 1.11: Example of SCMA 8-point codebook [5]

1.3.2.2 Multi-User Shared Access (MUSA)

MUSA is a code domain NOMA scheme, which can be regarded as the improved

version of CDMA [22]. Unlike CDMA, MUSA can employ overloading via non-

orthogonal low correlation complex spreading sequences at transmitter [28], as a re-

sult, it is an important candidate to support massive connectivity that 5G demands

considering the potential scalability issues of SCMA.

MUSA provides grant-free access where each user can select the spreading code au-

tonomously, eliminating the need of resource coordination by base station. Therefore,

it minimizes signaling overhead and power consumption at the same time [22].
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In the Figure 1.12, the transmitter and receiver structure of the NOMA with MUSA

scheme can be seen for K simultaneous users. Fig.1 shows the transmitter and receiver

structure of the MA scheme with K simultaneous users.The databits dk of user k

are encoded generating the coded bits ck. Then the ck is modulated with x-QAM

modulator where x is the constellation size producing mk. Now, mk is spread by

a complex spreading code sk of short length Nc. On the receiver side, successive

interference cancellation (SIC) is used to decode the data bits of K simultaneous users

from the received superimposed signal. Overloading factor for the MUSA is K/Nc

where Nc is flexible different than the SCMA scheme.

Figure 1.12: MUSA code generation and receiver structure [4]

In CDMA, user overloading is supported with SIC using long pseudo-random spread-

ing sequences to distinguish different users. However, long codes increase the pro-

cessing complexity and delay at the receiver, which, in turn, result in high power con-

sumption with wide time/frequency delay. Therefore, in MUSA, spreading codes of

short length is preferred to achieve good user overloading. For this, a very good option

is the family of complex spreading code, the length of which could be short, due to the

design freedom with real part and imaginary part. Such codes can be generated natu-

rally via M-ary binary sequence with element 1,0, and -1 for both real and imaginary

parts with relatively low cross correlation. In this case M = 3, so each element of the

complex spreading code is from the set {0, 1, 1 + i, i,−1 + i,−1,−1− i,−i, 1− i}
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where 9Nc codes can be generated with code length Nc.

1.4 Preliminaries For Iterative NOMA Detection

For the code domain NOMA solutions, there are two class of state-of-the-art receivers

for MUD one of which is MPA based on the FG and SPA, the other is MMSE-SIC

receiver where MMSE filtering is applied with iterative SIC. MPA based receivers

are mostly adopted for the SCMA reception whereas the MMSE-SIC is used for the

detection of MUSA sequences [4]. The proposed UMPA-BDF receiver architecture

is also based on MPA with FG/SPA where unwhitened observations are processed

at symbol time, therefore the FG/SPA structure is different than the state-of-the-art

MUD based SCMA MPA. In this section, FG and SPA concept will be introduced

first with a simple message passing example with given FG. Then, classical MPA

based SCMA receiver will be explained. Lastly MMSE-SIC receiver will be briefly

introduced, but we will cover MMSE-SIC in chapter 3.

1.4.1 Message Passing Algorithm for Reduced Complexity NOMA Detection

This approach takes advantage of graph structure specifying conditional indepen-

dence relations among nodes.

1.4.1.1 Factor Graph Sum Product Algorithm

Factor graph which is a probabilistic graphical model represents the product structure

of a function, and contains factor nodes and variable nodes [29]. Since graph structure

specifies conditional independence relations among nodes, it simplifies the results

most of the time. Marginal and conditional probabilities can be efficiently calculated

by passing messages on the factor graph, this is called sum-product algorithm also

named as belief propagation. The marginal probability of the node n among N nodes
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can be defined as:

p(xn) =
∑
x1

. . .
∑
xn−1

∑
xn+1

. . .
∑
xN

p(x1:N) (1.1)

where p(x1:N) is the joint probability function which can be written as a product of

factors fs(xs) as xs is the set of nodes.

p(x1:N) =
∏
s

fs(xs) (1.2)

A message is a vector of length J, where J is the number of possible states a node can

take. It is an un-normalized ‘belief’. There are two types of messages which are a

message µ from factor node f to variable node x µf→x, and the reverse µx→f where

u is vector of length J, and x = 1, . . . , K

Messages from factors sum out all variables except the receiving one. In particu-

lar, consider a factor s fs that connects to particular variable x1. Denote the other

variables involved in fs by x2:M . Then µf→x1(x) becomes,

µfs→x1(x1) =
∑
x2

∑
x3

. . .
∑
xM

f(x1, x2, . . . , xM)
M∏
i 6=1

µxi→fs(xi) (1.3)

Messages from variables are the product of all incoming messages except the message

from the receiving factor

µxi→fs(xi) =
∏

fj∈Fx−{fs}

µfj→xi(xi) (1.4)

where fj ∈ Fx − {fs} is the set of vectors connected to xi, excluding fs. In MPA,

marginals are product of all incoming messages from neighbor factors.

p(x) ∝
∏
f∈Fx

µf→x(x) (1.5)

Consider the example FG below in Figure 1.13, and let us try to find marginal proba-

bility p(w)

p(w) =
∑
v

∑
x

∑
y

∑
z

f1(v, w)f2(w, x)f3(x, y)f4(x, z) (1.6)
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Figure 1.13: Example FG Structure [6]

p(w) =

[∑
v

f1(v, w)

]
︸ ︷︷ ︸

mf1→w(w)


∑
x

f2(w, x)


[∑

y

f3(x, y)

]
︸ ︷︷ ︸

mf3→x(x)

[∑
z

f4(x, z)

]
︸ ︷︷ ︸

mf4→x(x)




︸ ︷︷ ︸

mf2→w(w)

(1.7)

Writing p(w) in 1.6 brings O(K5) complexity during the implementation. In Equa-

tion 1.7, sums of products becomes products of sums of all messages from neighbor-

ing factors to variables, as a result, with a naive implementation the complexity can

be reduced to O(K2) [6].

1.4.1.2 Max Log MAP Detection (Jacobian Algorithm)

The complexity of MAP algorithm can be significantly reduced via Max Lop MAP

algorithm [30], avoiding complex multiplication process and reducing the number

of summation. We use max-log MAP algorithm to simplify the messages in FG in

UMPA-BDF in [31] for a smooth implementation. Max-Log algorithm can simply be

defined as

max∗(x1, x2, . . . , xn) = ln

(
n∑
i=1

exi

)
(1.8)

In Max-Log MAP Equation 1.9 turns into the following:

p(x) =
∑
f∈Fx

max (ln(µf→x(x))) (1.9)

where Fx is the set of factors connected to variable node x.
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1.4.2 Message Passing Algorithm for SCMA Detection

SCMA receiver is based on MPA at chip rate so that number of collisons between

users are limited while decoding. Each chip is called resource element (RE). Since

ISI equalization is costly in terms of the computational complexity, SCMA uses the

OFDM transmission, the received signal at the RE i is given as :

y[n] =
K∑
j=1

hj[n]xj + w[n] (1.10)

where n is the chip time index, xj = (x1j, . . . , xNcj)
T is the SCMA codeword of user

j, hj = (h1j, . . . , hNck)
T is the channel gain of jth user and j = 1, . . . , K, assuming

the codeword length is Nc and w[n] is WGN. The set of collided users depends on

the mapping matrix (Vj) by the index of the non-zero elements of the binary indicator

vector diag(VjV
T
j ) . The total number of users contributing to RE is

df = (df1 , . . . , dfNc
)T =

K∑
j=1

fj. (1.11)

The SCMA code structure is defined with FG matrix with example F where Nc = 4

and K = 6.

F =


1 0 1 0 1 0

0 1 1 0 0 1

1 0 0 1 0 1

0 1 0 1 1 0

 (1.12)

where user node j-column and RE node i-row are connected if and only if (F )ij=1.

According to the given example F matrix the corresponding FG structure given in

Figure 1.14

As a result, the set of user nodes connected to RE i is defined as Ln = j|(Fij = 1,∀j,
and the received signal is rewritten as

y[n] =
∑
j∈Ln

hj[n]xj + w[n] (1.13)

Receiving the y[n] MUD based on MPA can be performed for the SCMA symbol

detection. In FG based iterative MUD, messages can be passed between variable and

22



Figure 1.14: FG representation of SCMA with K = 6, Nc = 4, d = 2 [4]

factor nodes. A message represents the reliability of the variable associated to each

edge with a soft value. Marginal distributions can be accurately calculated by limited

number of iterations [4] In SCMA, given alphabet X optimum MAP detection of x

where x = [x1, x2, ..., xK ]T is given as

x̂k = arg max
a∈X

∑
∼{xk}
xk=a

p(x|y)
(1.14)

where ∼ {xk} means all variables except xk. Assuming uniformly distributed trans-

mitted symbols and noise are identically and independently distributed, Equation 1.14

can be reorganized using the Bayes’ rule:

x̂k = arg max
a∈X

∑
∼{xk}
xk=a

Nc∏
n=1

p(yn|xn), (1.15)

where p(yn|xn) is Gaussian distributed. The
∏Nc

n=1 p(yn|xn) term in Equation 1.15 is

similar to the form of the decomposable joint probability function of MPA. In other

words this problem can be turned to marginalize product of functions to have simpler

solution. Then the messages in FG can be reconfigured as in [4]. Then, at the end of

an iterative message passing with T iterations the approximate marginal probability

of each variable can be calculated by Equation 1.9.

23



1.4.3 Minimum Mean Square Error (MMSE) Successive Interference Cancel-

lation (SIC) for NOMA Detection

MMSE-SIC receiver is an iterative receiver that adapted to maximize the output SNR

while minimizing the minimum mean square error during the estimation of the trans-

mitted signal. SIC is applied in each iteration for MUD which decodes the user with

highest SNR in each iteration [7]. MMSE-SIC is the state-of-the-art design for the

code domain NOMA MUSA scheme and the other NOMA schemes with spreading

sequences. It is sensitive to the error propagation due to the SIC [22], and creates

error floor in the BER results. Moreover, there is little work in the literature that

combines the massive MIMO applications and MMSE-SIC receiver for MUSA and

the other code domain NOMA schemes. We will cover this issue with the details of

MIMO MMSE-SIC receiver architectures in Chapter 3 .

1.5 Outline and Contribution of the Thesis

The main contribution of the thesis can be explained as the following:

• Characterization of discrete time equivalent of general uplink MIMO NOMA

MAC with linear channels impaired by additive white Gaussian Noise (AWGN)

at symbol rate by utilizing the channel and code correlations of each user

(Chapter 2).

• Implementation and derivation of the MIMO extension for the mathematically

formed iterative low complexity Ungerboeck Type Message Passing Algorithm

with Bidirectional feedback (UMPA-BDF) in [32], [31] using SCMA and MUSA

codes, for multi-user scenerio with the Jacobian logaritm (Max-log MAP al-

gorithm) in wideband dispersive gaussian channels where the modulation se-

lection can be both singlecarrier and multicarrier. Additionally, It removes the

block equalization and use of cylic prefix/suffix requirements thanks to the bidi-

rectional feedback operation (Chapter 2).

• Implementation of the UMPA-BDF receiver combined with the state-of-the-art

minimum mean square error successive interference cancellation (MMSE-SIC)
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algorithm for MIMO channels with MUSA codes in single tap fading channels

(Chapter 3).

• Obtaining bit error rate (BER) and achievable information rate (AIR) simula-

tion results for the implemented receiver structure by varying the number of

antennas, overloading conditions, code lengths and number of channel taps,

and comparing them with the matched filter bounds.(Chapter 4).

In this thesis, we will propose effective solutions to most of the main challenges of the

code domain NOMA schemes explained in [3] in 2019 which are reduced complex-

ity receiver design, complicated high dimensional codebook design, MIMO support

and loading scalability issues. Our solutions will introduce a generic low complex-

ity MIMO compatible UMPA-BDF receiver structure and application with MUSA

NOMA scheme which can employ overloading without needing a multi-constellation

codebook design. In addition to using the Generalized Mutual Information (GMI)

concept, AIR analysis of the proposed receiver is done for both SCMA and MUSA

coding schemes under many different scenarios. Moreover, in this work, the state-

of-the-art MMSE-SIC algorithm performance is surpassed by using UMPA-BDF and

MMSE-SIC combination.

In this first introductory chapter, firstly, we have covered briefly the conventional MA

schemes from 1G to 5G and definition of the NOMA concept with power domain

and code domain NOMA types. Then, the current state-of-the-art iterative NOMA

detection techniques are discussed by giving the details of the factor graphs and sum

product algorithm.

In the second chapter, firstly, code domain NOMA based uplink transmission scheme

is modeled in discrete time for MIMO MAC by using the channel and code mathed

filtered outputs. While deriving the model, unlike Forney Model where whitening

filter is used after channel matched filters, Ungerboeck type unwhitened observations

are directly used at symbol rate. Then, using the derived signal model and FG/SPA

frameworks in [29,33], UMPA-BDF algorithm will be explained by giving the details

of bidirectional ISI and MUI mitigation and the required message scheduling for the

proposed MPA. In addition, complexity analysis of the proposed receiver architecture

will be analyzed in this chapter.
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In the third chapter, for the non-orthogonal MUSA coding scheme, MIMO compatible

MMSE SIC algorithm will be derived. Having covered the details of MMSE-SIC,

combination of the MMSE-SIC and UMPA-BDF algorithm will be introduced which

significantly improves the state-of-the-art MMSE-SIC BER and AIR performance.

In the fourth chapter, firstly, our performance benchmarks which are the General-

ized Mutual Information (GMI) for AIR analysis and overloading concept will be

explained. Then, numerical BER and AIR performance results will be presented for

the different MIMO MAC scenarios for UMPA-BDF and MMSE-SIC aided UMPA-

BDF utilizing the SCMA and MUSA schemes.

1.6 Notation

In this section, the mathematical notation which will be used throughout this thesis

will be described. There are several variables and equations in order to create a gen-

eral framework for the uplink NOMA communication system and a receiver design

compatible with that framework. To increase readability of these thesis, we will in-

troduce general rules of notation which is valid throughout the thesis for all variables

and equations.

Scalar variables are noted as small italic letters like a whereas the vector variables are

expressed with small and bold letters like b without considering whether the variable

is random or deterministic. That is, no special notation is used to differentiate random

and deterministic variables. The variables in matrix form are denoted as capital bold

letters like C. These notations do not change whether the variable is used as a sub-

script or superscript. As for the estimated variables, they are denoted with a hat sign

above the true variable. For example, if a is a scalar value, its estimation is denoted

as â. Throughout this thesis, the auto-correlation vector of a scalar random variable a

is denoted as ra. Similarly, auto-correlation matrix of a vector random variable b is

denoted as Rb.

The explanations of each variable used in this thesis can be found in the section that

it is first defined. However, the notation rules should make the readers understand the

meaning of the variable names easily.

26



CHAPTER 2

GENERIC SYSTEM MODEL AND A REDUCED COMPLEXITY

UNGERBOECK TYPE MAP RECEIVER ARCHITECTURE

In this chapter, firstly, code domain NOMA based uplink transmission schemes are

modeled where a total of K users are assumed to be present in the MIMO MAC. The

discrete time equivalent model for such scheme is developed by using the matched

filtered (MF) outputs along with the NOMA codebook correlations which will be

useful for deriving the reduced complexity MUD.

Secondly, we propose an efficient two dimensional Ungerboeck factorization of code

domain MIMO NOMA MAC as a generalized version of previous works in [31] and

[32], which exploits low complexity MPA for MUD. In this chapter, after giving

the 2–D FG/SPA framework of the proposed algorithm, Ungerboeck type Message

Passing Algorithm with bidirectional feedback (UMPA-BDF) realizing iterative max-

log Maximum a posteriori (MAP) detection is explained over the given framework.

2.1 Signal Model

As the number of transmitted NOMA symbols (with code length Nc and cardinality

M ) is assumed to be T for each user, the baseband equivalent of the transmitted signal

of uth user can be represented as

x(u)[n] =
T−1∑
k=0

g
(u)
Iuk

[n− kNc] for Iuk ∈ {1, · · · ,M}, (2.1)

where
{
g

(u)
i [n]

}Nc−1

n=0
, i = 1, . . . ,M, u = 1, . . . , K are the corresponding NOMA

waveforms.
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Considering that each user has quasi-static MIMO channels h(u)[n] including multi-

path components for different antennas. The baseband representation of the received

NOMA signal can be expressed as

y[n] =
K∑
u=1

h(u)[n] ∗ x(u)[n] + n[n]

=
K∑
u=1

Lc−1∑
l=0

h(u)[l]x(u)[n− l] + n[n]

=
K∑
u=1

T−1∑
k=0

s
(u)
Iuk

[n− kNc] + n[n],

(2.2)

where s
(u)
m [n] = h(u)[n] ∗ g(u)

m [n] for m = 1, . . . ,M, u = 1, . . . , K, and n[n] is the

AWGN vector. There are N antenna elements at the receiver side.

Having obtained the received signal expression and assuming the symbol synchro-

nization is realized perfectly, the MF outputs sampled at symbol rate can be repre-

sented by Equation 2.3 as the (s
(u)
m [−n])H denotes both the channel and code MF

expression from the definition of s(u)
m [n]. That MF operation in Equation 2.3 yields

cross correlation components in Equation 2.4 including inter-channel and inter-code

correlations of different users which is nonzero only for−(L−1) ≤ k ≤ L−1 where(
L =

⌈
Lc +Nc − 1

Nc

⌉)
is the effective channel length in terms of symbol period:

r(u)
m [k] ,

(
s(u)
m [−n]

)H ∗ y[n]
∣∣∣
n=kNc

, (2.3)

R(u1,u2)
m1,m2

[k] =
(
s(u1)
m1

[−n]
)H ∗ s(u2)

m2
[n]
∣∣∣
n=kNc

=
Lc+Nc−2∑

l=0

(
s(u1)
m1

[l]
)H

s(u2)
m2

[kNc + l].
(2.4)

We call the cross correlation term in Equation 2.4 as Ungerboeck Correlation Metric

(UCM), and it will be used directly in the proposed receiver architecture for MUD. In

the following equations, we try to express UCM in terms of NOMA code correlations

and users’ channel separately.

By defining H(u) ,
[
h(u)[0] h(u)[1] · · · h(u)[Lc − 1]

]
N×Lc

and, UCM R
(u1,u2)
m1,m2 [k]
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given in Equation 2.4, can be re-expressed more explicitly for the MIMO MAC as

R(u1,u2)
m1,m2

[k] = Tr
{
H(u2)G(u1,u2)

m1,m2
[k]
[
H(u1)

]H}
, (2.5)

[
G(u1,u2)
m1,m2

[k]
]

(l1,l2)
= r(u1,u2)

g,m1,m2
[kNc − (l1 − l2)] (2.6)

where G
(u1,u2)
m1,m2 [k] is an Lc × Lc Toeplitz matrix exhibiting the NOMA waveform

correlations at different delays so that (l1, l2)th element of the matrix is given in

Equation 2.6 which is named as Code Correlation Metric (CCM). In Equation 2.6,

r
(u1,u2)
g,m1,m2 [n] ,

(
g

(u1)
m1 [−n]

)∗
∗ g(u2)

m2 [n] showing the cross correlation between mth
1

signaling waveform of uth1 user and mth
2 signaling waveform of uth2 user.

2.2 Equivalent Wideband MIMO Channel based Waveform Correlations

By using UCM in Equation 2.5, the MF outputs in Equation 2.3 can be rewritten as

r(u)
m [k] =

K∑
v=1

T−1∑
l=0

R
(u,v)
m,Ivl

[k − l] + v(u)
m [k]

=
K∑
v=1

L−1∑
l=−(L−1)

R
(u,v)
m,Ivk−l

[l] + v(u)
m [k],

(2.7)

Then, the MF outputs of each user, yielding the sufficient statistics, can be fully ex-

pressed as in the following vector-matrix form:

r(u)[k] =
K∑
v=1

L−1∑
l=−(L−1)

R(u,v)[l] c(v)[k − l] + v(u)[k], (2.8)

[
R(u,v)[l]

]
(m1,m2)

= R(u,v)
m1,m2

[l] for m1,m2 = 1, . . . ,M − 1 (2.9)

where

• r(u)[k] =
[
r

(u)
1 [k] , r

(u)
2 [k] , . . . , r

(u)
M [k]

]T

for u = 1 . . . , K in Equation 2.8.

• R(u,v)[l] is the M ×M sampled cross-correlation matrix of the signaling wave-

forms of uth and vth user passing through the MAC.
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• c(v)[k] is the M × 1 column vector whose mth element is 1 if the mth signaling

waveform of vth user is transmitted at kth epoch. It can be considered as the

equivalent codeword index of the NOMA codebook. For example, if M = 4

and Ivk = 3, then c
(v)
k = [0 0 1 0]T [31].

• v(u)[k] is the correlated noise vector sequence for uth user with E
{
v(u)[k]

(
v(u)[k − l]

)H
}

=[
R(u,v)(l)

]
N0.

The model in Equation 2.8 characterize a general uplink MIMO NOMA channel im-

paired by AWGN at symbol rate based on UCMs [31].

2.3 Ungerboeck Type Channel Factorization for Belief Propagation

In this receiver design, Ungerboeck type observation model at symbol rate is adopted,

which removes the excessive computation needs caused by chip-rate processing for

the channels with large delay spreads. Unlike conventional Forney’s algorithm where

noise whitening filter after channel matched filtering (CMF) is required, detection al-

gorithm is directly applied to the unwhitened observations in the Ungerboeck model.

In this proposed FG/SPA framework, complete state reduction with decision feedback

is carried out. Thus, in order to provide sufficient information to operate maximum

likelihood sequence estimation (MLSE), UMPA-BDF holds a surviving path which

is updated in each iterations with the help of BDF.

From the Ungerboeck ML metric in [31], the proportional joint a posteriori probabil-

ity (APP) of the NOMA symbols can be factored with log-likelihood form as follows:

ln
(
P
{
{Iuk }∀k,u

∣∣ {r(u)[k]}∀k,u
})
∝

T−1∑
k=0

K∑
u=1

(
φuk(I

u
k ) + ψuk (Iuk )

+ P (Iuk )
K∑

v=1,v≤u

κu,vk (Iuk , I
v
k )
) (2.10)
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where

φuk(I
u
k ) = 2 Re

{
r

(u)
Iuk

[k]
}
−R(u,u)

Iuk ,I
u
k
[0] (2.11)

ψuk (Iuk ) = −2 Re

{
L−1∑
l=1

R
(u,u)

Iuk ,Î
u
k−l

[l]

}
(2.12)

κu,vk (Iuk , I
v
k ) = −2 Re

{
R

(u,v)
Iuk ,I

v
k
[0] +

L−1∑
l=1

R
(u,v)

Iuk ,Î
v
k−l

[l]

+
L−1∑
l=1

R
(v,u)

Ivk ,Î
u
k−l

[l]

} (2.13)

For user u and at time k, φuk(I
u
k ) shows the channel and code MF output of index

Iuk ; ψuk (Iuk ) corresponds to inter-symbol interference (ISI), whereas κu,vk (Iuk , I
v
k ) rep-

resents multi-user interference (MUI) to uth user due to vth user.

The resulting 2–D FG based on the Ungerboeck MIMO MAC model in Equation 2.8

is shown in Figure 2.1. Only the connections between uth and vth users are demon-

strated for convenience. This FG has cycles of length 6 [31]. Since cycles are present

with the ISI channel, the SPA applied to this graph is iterative and leads to an ap-

proximate computation of the marginal APPs. Luckily, it is known that having cycles

with length greater than 4 is sufficient to obtain good approximations to the actual

APPs [34] [31].
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Figure 2.1: Ungerboeck Type Factor Graph for Belief Propagation

2.4 Ungerboeck Type Message Passing Algorithm with Bidirectional Decision

Feedback (UMPA-BDF) for NOMA Detection

Based on given Ungerboeck type FG in Figure 2.1, by using the SPA framework

in [35], UMPA-BDF has the following rules for message update while performing

the max-log MAP detection:

Ou
k(Iuk ) = P (Iuk ) + φuk(I

u
k ) +

K∑
v=1,v 6=u

νv,uk (Iuk ) (2.14)

νv,uk (Iuk ) = maxIvk (µv,uk (Ivk ) + κu,vk (Iuk , I
v
k )) (2.15)

µu,vk (Iuk ) = ψuk (Iuk ) +Ou
k(Iuk )− νv,uk (Iuk ) (2.16)
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Îuk = arg maxIuk (ψuk (Iuk ) +Ou
k(Iuk )− βuk (Iuk )) (2.17)

In Figure 2.1, νv,uk (Iuk ) performs the MUI interference cancellation that tries to elim-

inate the most likely symbol of vth user, interfering to uth user’s signal during the

BDF operation. While calculating MUI, the probabilities µv,uk (Ivk ) in Equation 2.15

representing the likelihood of vth user interference on user u if the user v sent Ivk . In

Equation 2.14, Ou
k(Iuk ) carries the MF outputs of uth user where the estimated MUI

terms due to multiple users are subtracted.

2.4.1 Bias Term and Bidirectional Feedback Approach

It is known that Ungerboeck type receiver with decision feedback suffers from cor-

rect path loss even in the noiseless regime [32], [36]. This phenomenon is caused

by the untreated anti-causal interference. The precursor ISI left after CMF and code

MF operation in Equation 2.8 is the source of this anti-causal interference. The bias

term βuk (Iuk ) in Equation 2.18 of user u is calculated by hard tentative decisions about

future symbols, and compensated in the forward surviving path construction in Equa-

tion 2.17, together with the causal ISI term carried by ψuk (Iuk ) during the BDF opera-

tion.

βuk (Iuk ) = 2 Re

{
K∑
v=1

L−1∑
l=1

R
(v,u)

Îvk+l,I
u
k

[l]

}
(2.18)

ln
(
P
{
Iuk
∣∣{r(v)[l]}∀l,v

})
∝ ψuk (Iuk ) +Ou

k(Iuk )− βuk (Iuk ) (2.19)

Finally, the log-marginal NOMA symbol APPs of uth user is proportional to the ex-

pression in Equation 2.19, and the argument that maximizes Equation 2.19) for kth

NOMA codeword gives the corresponding MAP symbol detection. Since there is

only one state in the receiver design, the APP calculation in Equation 2.19 and tenta-

tive decision expression in Equation 2.17 are the same.
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2.4.2 Message Scheduling

Algorithm 2.1 UMPA-BDF

Input: MF Output r(u)[k] in Equation 2.8 and Ungerboeck Correlation Metric (UCM)

R
(u1,u2)
m1,m2 [k] in Equation 2.5

Output: NOMA symbol sequences
{
Îuk

}
in Equation 2.17

Initialization: Messages νv,uk (Iuk ), µu,vk (Iuk ) in (2.15) and (2.16) should be initial-

ized to zero.

(While calculating metric values for k < 0, use preamble.)

(Use the current surviving path {Iun}
k−1
n=0, finding the metric values.)

1: for iter= 1:1:max_iter_number do

Forward time domain belief updates:

2: for k= 0:1:T−1 do

3: Calculate φuk(I
u
k ), ψuk (Iuk ) and κu,vk (Iuk , I

v
k ) in Equation 2.11, Equation 2.12,

Equation 2.13

Forward-Backward user domain belief updates:

4: for user index u= 1:1:K do

5: for user index v= 1:1:K do

6: Update the messages {νv,uk (Iuk )}u>v in Equation 2.15;

7: end for

8: Update the term Ou
k (Iuk ) in Equation 2.14)-;

9: for user index v= 1:1:K do

10: Update the messages {µuk(Iuk )}u<v in Equation 2.16.

11: end for

12: for user index v= K :−1:1 do

13: Update the messages {νv,uk (Iuk )}u<v in Equation 2.15;

14: end for

15: Update the term Ou
k (Iuk ) in Equation 2.14;

16: for user index v= K :−1:1 do

17: Update the messages {µuk(Iuk )}u>v in Equation 2.16.

18: end for

19: end for

20: if iter > 1 then
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(Use the surviving path {Iun}
k+L
n=k+1 obtained from the previous iteration.)

21: Calculate bias βuk (Iuk ) in Equation 2.18.

22: end if

23: Update survivors
{
Îuk

}
in Equation 2.17 for each user.

24: end for

25: end for

26: Calculate APP P
{
Iuk
∣∣{r(v)[l]}∀l,v

}
in Equation 2.19

A serial schedule, similar to the one in [34] is utilized to update the messages while

using SPA in UMPA-BDF. Corresponding message scheduling for MPA of the 2–

D FG in Figure 2.1 is given completely in Algorithm 26. It takes two inputs, one

of them is that the CMF and code MF outputs of multiple users which comes from

multiple receiver antennas. The other input is UCM in Equation 2.5 that shows the

channel and user correlations. Messages in FG must be initialized first. UMPA-

BDF has mainly one forward time iterations from first NOMA symbol to last one.

In each time, forward and backward two user domain process is required in order

to reduce the effect of MUI in the MF outputs. At the end of the user iterations, a

tentative decisions of NOMA symbols for each user is made considering the ISI and

bias effects on the MF outputs. Usually 6 iterations of these are required to calculate

approximately accurate APPs for the NOMA symbols of each user in the MAC.

The entire UMPA-BDF receiver architecture for an uplink NOMA for MIMO chan-

nels is summarized in Figure 2.2. It is operated on unwhitened observations without

need of any computationally expensive operations like pre-filtering (requiring matrix

inversions) since these operations are problematic especially for channels with long

memory and time varying environments where the use of adaptive algorithms or short

packet is indispensable [32]. One of the main advantages of UMPA-BDF stems from

the Ungerboeck factorization exploiting ChDMA, and separates users both in code

and channel domain with the help of multiple antennas. Thus, equalization on disper-

sive fading channels with long memory can be applied efficiently with the proposed

receiver.
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2.4.3 Computational Complexity Comparison

In terms of computational complexity, UMPA-BDF requires two nested user domain

loop in order to update the messages for belief propagation. Also, it makes two

separate M sized comparison in Equation 2.15 and Equation 2.17 while calculating

the estimated MUI and making tentative decisions. Each of these computations are

done in all iterations. Since number of iterations and M sized comparisons have a

linear effect on computational complexity as 2O(M) and O(numberofiteration),

the determinant factor deciding the complexity of UMPA-BDF is number of user in

MAC. Therefore the computational complexity of UMPA-BDF is proportional with

O(K2) as the dominant factor is number of user. Moreover, UMPA-BDF algorithm

utilizes logarithmic-domain MPA where the computational complexity degrades more

than %50 as compared to classical MPA structures with only negligible performance

loss in practical applications [4]. In MIMO scenario, number of antenna N does not

change the computational complexity of UMPA-BDF because CMF sums all the RF-

chain outputs. Unlike the other state-of-the-art receiver approaches, the complexity
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of UMPA-BDF algorithm is independent from the number of interfering multipath

components which dramatically increases the computational complexity.

Investigating the state-of-the-art full MPA receiver for decoding SCMA, chip rate pro-

cessing is used which increases the complexity more unlike the UMPA-BDF which is

implemented in symbol time. Considering the computational complexity, number of

iteration is one of the linear complexity factor due to the iterative structure. However,

the dominant computational load for the MPA is because of the constellation size M .

Let w is the maximum number of non-zero signals superimposed on each chip or sub

carrier, computational complexity of MPA is approximately O(Mw) which is lower

than the ML receiver complexity O(MK). However in a massive connectivity sce-

nario as the number of users K increases, w must increase.Therefore, computational

complexity of the MPA receiver has exponential growth with K [4]. For example, in

a typical scenario w = 3 for Nc = 4 and K = 6 under %150 loading, the complexity

of MPA is O(M3).

As for the state-of-the-art MMSE-SIC receiver which is actively used for MUSA cod-

ing scheme, due to the iterations, matrix inversion and the maximum SNR searching

process with size K in SIC; the computational complexity is approximately O(K3)

where the number of user is dominant factor [4]. Different than the MPA, the MMSE-

SIC complexity is not exponentially depends on M. As a result, it looks more suitable

for a typical massive MIMO scenarios.

In the Table 2.1 approximate computational complexity of ML, MPA, MMSE-SIC,

and UMPA-BDF algorithms are shown.

In terms of signaling cost, UMPA-BDF only requires a training sequence in the first

symbol or frame with length L the effective channel length. However, SCMA and

MUSA are considered with the OFDM which requires CP overhead for the all sym-

bols. All of the algorithms are required to use pilot signals for the channel estimation.

As a future work a channel estimation algorithm can be implemented to the UMPA-

BDF removing the pilot signal and channel state information requirement for the

receiver. Still, for code domain NOMA schemes, receivers have to know the which

codebook is used by each user where extra signaling is needed.
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Table 2.1: Receiver Schemes and Complexity Comparison

Schemes Proposed Receivers Receiver Complexity

Generic ML O(MK)

SCMA MPA O(Mw)

MUSA SIC-MMSE O(K3)

Generic (Code Domain) UMPA-BDF O(K2)
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CHAPTER 3

MMSE-SIC AIDED UMPA-BDF FOR MIMO CHANNELS

In this chapter, we will particularly focus on derivation and application of the linear

MMSE-SIC receiver for the MUSA codes in MIMO MAC. Optimum linear MMSE

filter is derived first, then the application of the SIC algorithm will be defined. Lastly,

the combination of the UMPA-BDF and MMSE-SIC algorithms will be discussed for

improved NOMA detection in a MIMO MAC.

3.1 MMSE-SIC Receiver Architecture for Code Domain NOMA Schemes in

MIMO Channels Compatible to Multi-Carrier Adaptations

Decorrelator bank and matched filtering are two known receiver architectures for

multi-user detection [37]. However at low SNR values the performance of the decor-

relator type receiver is failed due to the background Gaussian noise while matched

filtering is not successful at high SNR because of the high inter-user interference.

Therefore, it is required to design an optimum linear receiver that behaves like a

matched filter at low SNR cases and decorrelator for a higher SNR cases, maximiz-

ing the output signal-to-interference-plus noise ratio (SINR) for all SNRs. The linear

MMSE receiver makes this trade-off trying to reduce the interference whereas captur-

ing the signal energy as much as possible, and achieves the capacity for both high and

low SNR cases. Derivation of the MMSE receiver is based on a strategy that turns

the colored interference noise into white additive noise by applying invertible linear

transformation to the received signal.

Successive cancellation is decoding data streams sequentially,that is, decoding the

signal with highest SINR values then removing it from the received signal. While
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selecting and decoding the user’s signal with maximum SNIR, linear MMSE receiver

is utilized. This combination is called as MMSE-SIC receiver, which is an iterative

receiver designed to maximize output SNR whereas minimizing the MMSE in order

to achieve capacity. SIC is applied in all iterations for MUD removing the signal with

highest SNR which can be considered a powerful interference for the other users.

Moreover, it is shown that the MMSE-SIC receiver achieves the capacity of the fading

MIMO channel [37], which makes it a good candidate for our multi-carrier NOMA

decoding MAC scenarios as MSE-SIC is the state-of-the-art receiver for the MUSA

schemes. One important drawback of this MMSE-SIC receiver is error propagation

problem due to SIC operation, which saturates the BER curves. Although MMSE-

SIC is used for MUSA detection, there is no such work in the literature that decodes

the MUSA schemes in MIMO MAC.

In order to derive the MMSE filter, let yn be the received signal of multiple users from

multiple antennas, after the CMF stage in the following equation the signal becomes

z(u)[n] which is for the uth user where hun is the MIMO channel for the user u.

z(u)[n] =
(
h(u)[−n]

)H ∗ y[n] + v(u)[n]

=
K∑
v=1

Lc−1∑
l=−(Lc−1)

r
(u,v)
h [l]x(v)[n− l] + v(u)[n]

(3.1)

In Equation 3.1, r(u,v)
h [l] =

(
h(u)[−l]

)H ∗ h(v)[l] for u = 1, . . . , K and v(u)[n] is the

colored noise after CMF. For the MIMO case, the CMF outputs of each antenna (RF

chain) are summed.

Assuming perfect ISI cancellation assumption or considering Lc = 1 as in the case in

multi-carrier transmission, the summed CMF output becomes:

z(u)[n] =
K∑
v=1

r
(u,v)
h [0]xu[n] + v(u)[n] (3.2)

In Equation 3.2 after CMF outputs for Lc = 1 or perfect cancellation circumstance

are shown. That is, receiver only have to deal with with MUI. In multi-carrier version

of this equation, codes are carried in subcarriers which result in for k subcarriers

there areN×1 observations. And, hk definition arises showing the equivalent MIMO

channel in kth sub-carrier. In this section, we will continue the MMSE filter derivation
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over perfect ISI cancellation case, however OFDM conversion of the equations are

possible.

Let q(u)[k] be the Nc × 1 MMSE filter input at time k = 0, . . . T − 1 for each user

u = 1 . . . K.

q(u)[k] ,
[
q(u)[kNc] q

(u)[kNc + 1] . . . q(u)[kNc +Nc − 1]
]T (3.3)

NOMA code vector for the MUSA scheme can be defined as g(u)
k = c

(u)
Nc×1a

(u)
k where

a
(u)
k M-QAM symbol and c

(u)
Nc×1 is the MUSA codeword that consist of randomly

selected complex elements from the set {0, 1, 1 + i, i, i − 1,−1,−1 − i,−i, 1 − i}
that we selected. After putting the MUSA codeword definition into Equation 3.2, we

have:

q(u)[k] =
K∑
v=1

r
(u,v)
h [0]cva

(v)
k + v(u)[n] (3.4)

where u = 1, . . . K. Concatenating the q(u)[k] for each user in a oneNcK×1 vector,

we get the following equations:

rmmse[k] =
[(
q(1)[k]

)T (
q(2)[k]

)T
. . .

(
q(K)[k]

)T
]
NcK×1

=
K∑
v=1

g(v)a
(v)
k + z

(3.5)

g(v)
mmse =


r

(1,v)
h [0]c(v)

r
(2,v)
h [0]c(v)

...

r
(K,v)
h [0]c(v)


NcK×1

v = 1, 2, . . . , K (3.6)

where g
(v)
mmse holds the inter-user channel correlation and MUSA code relation of

user v. Concatenating side by side g
(v)
mms, we define the following matrix that holds

all code and channel relations for all users:

Gmmse ,
[
g(1)
mmse g

(2)
mmse . . . g

(K)
mmse

]
NcK×K

(3.7)
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Apart from these, linear MMSE filter coefficients for all user can also be defined as

the matrix form:

W ,
[
w(1) w(2) . . . w(K)

]
NcK×K

(3.8)

where w(v) is the MMSE filter coefficients of vth user.

Having seen matrix definition, MMSE receiver can be defined with the following

expression:

âk = WHrmmse[k] (3.9)

as â(m)
k corresponds to the mth column of âk showing the estimated symbols of mth

user.

Let N0 = 1/SNR, the MMSE filter coefficient can be calculated as:

W = Gmmse

[
EsG

H
mmseGmmse +N0I

]−1
Es (3.10)

where Es is the average symbol energy. In order to run SIC algorithm, the user

with highest SINR must be found first. SINR calculation is done using the ration of

estimated signal power over interference and noise power as shown in the following

expression:

SINR(m) =
Es

∣∣∣W(m)H
g

(m)
mmse

∣∣∣ 2

∣∣∣W(m)H
R

(m)
mmseW(m)

∣∣∣ 2 (3.11)

where m = 1, . . . , K and Rmmse = EsG
(m)
mmseG

(m)
mmse

H
+N0I

Having found the SINR value for all users, the user with the highest SINR must be

determined. Then, using the previously calculated MMSE filter coefficients of that

user is obtained from the relevant column of W matrix to find the estimated symbols

â
(m)
k of the user with highest SNR. Having known the â(m)

k value, contribution of that

user to Equation 3.4 is subtracted from the equation at the end of the first iteration.

Then, using the new received signal expression, same steps are applied until all user’s

data is decoded. A block diagram of this MMSE-SIC algorithm is illustrated in the

Figure 3.1
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Figure 3.1: MMSE-SIC: A bank of linear MMSE receivers, and the SIC algorithm [7]

3.2 NOMA Detection with MMSE-SIC Aided UMPA-BDF

Having seen the MIMO MMSE-SIC receiver structure for decoding MUSA sequences

particularly, the estimation or decoding success can be gone further using the UMPA-

BDF algorithm after the MMSE-SIC to boost the performance. The corresponding

results for the improvements are presented in section 4.4, and in some cases using

UMPA-BDF brings up to 5-10 dB SNR gain in BER performance results. We call

this combination MMSE-SIC aided UMPA-BDF receiver algorithm where instead of

performing the first iteration of UMPA-BDF given in Algorithm-26 at section 2.4,

MMSE-SIC receiver is carried out to have symbol estimations of all users for all k

time index. Then, Algorithm-26 can continue running from iteration 2 by the symbol

estimates from MMSE-SIC.

Applying MMSE-SIC instead of the first iteration of UMPA-BDF removes the need

of using training sequence, reducing the signaling cost more. However, the receiver

complexity is increased due to the MMSE-SIC. Particularly, the need for the knowl-

edge of previous symbols in Equation 2.12 forψuk (Iuk ) and Equation 2.13 for κu,vk (Iuk , I
v
k )

are not a case if the MMSE-SIC estimates are provided. Moreover, κu,vk (Iuk , I
v
k ) metric

which holds the multi-user correlation terms is not in matrix form anymore since we
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Algorithm 3.1 MMSE-SIC aided UMPA-BDF Algorithm

Input: CMF Output z(u)[n] in Equation 3.1, First tap of r(u,v)
h [l] cross correlation of

user channels and Ungerboeck Correlation Metric (UCM) R(u1,u2)
m1,m2 [k] in Equa-

tion 2.5

Output: NOMA symbol sequences
{
Îuk

}
in Equation 2.17 and MMSE-SIC symbol

estimates {âuk} in in Equation 3.9 for u = 1, . . . , K

1: for user − iter= 1:1:K do

2: Find MMSE weight matrix W with Equation 3.10 ;

3: Calculate SINR for each user with Equation 3.11 and find user with maximum

SNR;

4: Find the NOMA symbol estimates â(m)
k for the user with maximum SNR with

Equation 3.9.

5: Update y(u)[k] term, applying SIC.

6: end for

7: Using â
(m)
k , implement Algorithm-26 at iter = 2 (Change κu,vk (Iuk ), Equa-

tion 2.12 and νv,uk (Iuk ) metrics as required)

can trust the MMSE-SIC estimates while considering the current symbol estimates

Ivk , therefore, κu,vk (Iuk , I
v
k ) becomes M × 1 vector where variable term is only Iuk .

The change in structure of κu,vk (Iuk , I
v
k ) affects the FG message νv,uk (Iuk ) in Equa-

tion 2.15 as:

νv,uk (Iuk ) = (µv,uk (Ivk ) + κu,vk (Iuk )) (3.12)

where κu,vk (Iuk ) is not a function of Ivk anymore as we use the MMSE-SIC estimations,

therefore, while applying the Jacobian logarithm (Max-Log MAP) it is not required

to take maximum values corresponding to Ivk candidates.

After applying these changes, UMPA-BDF can continue running up to last iteration

utilizing MMSE-SIC at first iteration, as a result, in Algorithm-26 is implemented

from iter = 2 point with new κu,vk (Iuk ), Equation 2.12 and νv,uk (Iuk ) metrics. The

corresponding MMSE-SIC aided UMPA-BDF algorithm is presented in Algorithm-

3.1
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CHAPTER 4

BENCHMARKS AND NUMERICAL RESULTS

In this chapter, firstly our benchmarks which are the AIR and overloading will be

discussed, then secondly, the numeric performance evaluation of the UMPA-BDF

receiver will be studied together with SCMA and MUSA coding schemes in order

to emphasize the generic structure of the proposed architecture. Particularly, we will

focus on the bit error rate (BER) and AIR performances of the UMPA-BDF with a

variable number of antennas under different channel and overloading conditions in

the MATLAB environment using the Monte Carlo method.

4.1 Performance Analysis Based on Achievable Information Rate

Due to the complexity limitations and need for perfect channel state information

which practically is not possible, mismatch decoding setups where decoding rule is

sub-optimum are preferred and studied in the communication systems [38], [39]. In

this section, mismatched decoding setup will be identified. For a discrete memoryless

information channel (DMC) where input and output alphabets are shown as X and Y ,

let the input sequence be x = (x1 . . . xn) and the output sequence is randomly gener-

ated from the input sequences as y = (y1 . . . yn). Given these parameters a random

channel transition law can be defined as:

W n(y|x) ,
n∏
i=1

W (yi|xi) (4.1)

where W is conditional probability mass function (PMF) for discrete alphabets X
and Y . The transmitter takes a code corresponding to symbol m among equiprobable

1, . . . ,M points in input alphabet X from a codebook C = x(1), . . . x(M) as in the
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case of NOMA schemes MUSA and SCMA. When the receiver obtains y vector as

the channel output, it makes an estimate of the sent sequences in the decoder as the

following form:

m̂ = arg max
j∈{1,...,M}

qn(x(j),y), (4.2)

where qn(x,y) ,
∏n

i=1 q(xi, yi) and the q(x,y) is nonnegative bounded decoding

metric. When m̂ 6= m an error occurs with average probability of error pe in the

decoding.

A rate R is achievable if for all σ > 0 there exist a code sequences Cn of length

Nc with pe → 0 and M ≥ eNc(R−σ). The mismatched capacity is defined to be the

maximum point of achievable rates [39]. When q(x, y) = W (y|x), it corresponds to

maximum-likelihood (ML) decoding which is the rule that minimizes the probability

of error. In such case, mismatched capacity is the (matched) capacity as the following:

C = max
Q

I(X;Y ), (4.3)

where

I(X;Y ) ,
∑
x,y

Q(x)W (y|x) log

(
W (y|x)∑

x̄Q(x̄)W (y|x̄)

)
(4.4)

The maximum achievable information rate (AIR) is described as the mutual informa-

tion (MI) in Equation 4.4, I(X;Y), of the channel. In other words, channel capacity

is MI that I(X;Y) maximized over all possible input distribution p(x) under average

power constraint.

Considering the wireless communication, due to the numerous uncertainties in the

channel, mismatched decoding is the practical case where channel Ŵ (y|x) is es-

timated incorrectly, however, decoder still uses this estimate as if it is correct as

q(x, y) = Ŵ (y|x). Wireless communication systems are often designed to han-

dle Gaussian noise, however most of the time non-gaussian noise is experienced in

the practical systems, creating mismatched decoding environment as in the case of

UMPA-BDF. Moreover, it might not possible to implement ML decoding even if

the channel is known due to the complexity issues as in the case in uplink NOMA

schemes presented in this thesis.
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Having assumed that each symbol of each codeword is generated independently and

codewords are created uniformly from the set of sequences, different AIRs have been

derived for the mentioned mismatched decoding setup. One of the known AIR defini-

tions is LM Rate (lower bound on the mismatch capacity) [40] whose proof relies on

the input and output alphabets are finite. As for general alphabets, AIR definition is

derived in [41] called generalized MI (GMI). In this thesis, GMI concept is employed

in order to obtain a lower bound for AIR in a MAC where mismatch occurs since

ML implementation is not possible due to the complexity concerns and the noise at

the MF outputs are not AWGN anymore in MAC. As an analysis tool, GMI metric

presented in [41] is adopted to obtain AIR and the expression is given as

C = log2M − E
d,r

{
log2

∑K
d′∈Ad

p(r|d′)
p(r|d)

}
(4.5)

where Ad is the modulated symbol alphabet, M is the modulation order and p(r|d′)
is the conditional probability density function (PDF) of decoded signal r given that

symbol d is sent.

In [42], [43], [44] and references therein, mismatched decoding has been applied to

various scenarios including ISI channels. Based on this approach the mismatched

achievable rate becomes a lower bound to Equation 4.5 as

Cu
k =

[
log2M − E

Iuk ,r

{
log2

∑
(I′∈Ac) P

(
I
′∣∣{r(v)[l]}∀l,v

)
P
(
Iuk
∣∣{r(v)[l]}∀l,v

) }]
1

Nc

(4.6)

where P
(
Îuk
∣∣{r(v)[l]}∀l,v

)
is the approximate conditional marginal symbol APPs in

Equation 2.19 showing pdf of decoded NOMA symbols with length Nc. In Equa-

tion 4.6, Ac represents the NOMA codebook, and M is the modulation order. After

averaging the Equation 4.6 over all packet time and for all user, average AIR per user

can be acquired.
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4.2 Performance Analysis Based on Loading Issues

Devices or users are usually can be assigned with different time, frequency, code and

and spatial domains that we call resources for the transmissions. Overloading occurs

when the number of users or device in the system is more than the number of available

resources. In order to use the resources efficiently, designers are trying to assign as

many user as possible to a single resource as NOMA is created for this aim while

considering the lower complexities at the receiver [22].

In traditional CDMA, overloading scenarios are realized through long pseudo-random

spreading sequences which have low cross-correlation. However, although using long

sequences supports higher user overloadings, it brings rapid increase to the receiver

complexity as the number of user increases along with the transmission delays and

higher power consumption. Considering these effect into account, in NOMA, MUSA

and SCMA employs short spreading codes to implement overloading which in turns,

reduce the receiver complexity, delay and power consumption. However one of the

important drawback of LDSMA and SCMA is the lack of flexibility in terms over-

loading which depends on the sparsity and the dimension of complex constellation

mapping. Therefore, in this thesis, user overloading performance is investigated with

MUSA codes where each modulated symbol is spread by a complex spreading code

of lengthNc and transmitted on L time or frequency resources. If the number of users

in the system is K, user overloading ration (OR) can be defined as

OR =
K

Nc

(4.7)

The same OR is valid for SCMA as well. L in equation Equation 4.7 is equal to Nc in

time domain for MUSA and SCMA sequences since we do not use any outer channel

coding in this thesis. L could be shared orthogonal frequency resources if OFDM is

used as the modulation scheme.

In the following numeric results for the MUSA coding sequences BER vs Loading

and AIR vs Loading comparisons of different scenarios will be given from 50% to

400% overloading. From the simulation results we will see that BER and capacity

performance of MUSA do not significantly degrade even when the user overload-

ing ratio gets as high as 400% while using limited RF chains with UMPA-BDF re-

48



ceiver. It should also be noted that, multiple receiving antennas could improve the

user overloading performance separating the user in spatial domain which is equiva-

lent to using very long spreading codes. Employing as high as 400% overloading with

low complexity receivers like UMPA-BDF and very low signaling cost as MUSA re-

quires have a great potential to meet the massive connectivity requirements of 5G and

beyond.

4.3 Scenarios

For the simulations, typical SCMA scheme 4 resource elements with 6 user in [20] is

adopted for 4and 16 point multidimensional constellations with M-LDS and TMQAM

shapes, respectively [45]. Since SCMA is not a flexible coding scheme with Nc and

different overloading rates as it requires specially designed multi-constellation struc-

tures with an appropriate sparsity arrangement between codebooks of different users,

we can only present scenarios under 150% loading for the SCMA scheme.

Contrary to the non-flexible format of the SCMA, as an alternative coding scheme

MUSA can employ overloading without needing a particular arrangement by using

low-correlation spreading sequences for different Ncs. In this work, MQAM mod-

ulated data coming from each user is spread with a MUSA codeword from a 3-ary

complex set including 1, 0 and -1 with Nc.

For the performance evaluation of the proposed iterative MUD based UMPA-BDF, we

use randomly selected SCMA and MUSA waveforms without any outer channel cod-

ing in a MIMO MAC where the channel taps with length Lc are Gaussian distributed

and independent of each other.

Simulation parameters for different simulations are described in Table 4.1. These

parameters including their notations in tabular form are used throughout the thesis.

In terms of Lc, we have two separate simulation environments. One environment is

the wideband MIMO channels with Gaussian distributed channel tabs Lc = 32 where

the ISI causing the multipath fading must be eliminated or equalized through UMPA-

BDF. These types of channels are compatible to single-carrier modulation types. The
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Table 4.1: Parameters used in the simulations

Name Notation Value

Number of NOMA symbols — 100

Number of Iterations in

UMPA-BDF
— 6

Number of users in MAC K 2 to 64

Code length Nc 4,8,12,16

Cardinality M 4 or 16

Number of Antennas N 1 to 10

Number of channel taps Lc 1 to 32

Signal to noise ratio Eb/N0

0 to 30 dB

other environment is the one that is consistent with multicarrier modulation types

where channel tabs are Gaussian with Lc = 1. In this environment, although UMPA-

BDF can be directly applied, we employ the MMSE-SIC aided UMPA-BDF receiver

structure where the BER and AIR performance is superior to the MMSE-SIC alone.

Apart from those, we will also provide UMPA-BDF’s AIR performance with higher

order constellations utilizing the MUSA coding scheme with Lc = 8.

With these MIMO NOMA channels, we investigate the BER and AIR performance

with SNR and different overloading conditions by varying the number of antennas at

the receiver using SCMA and MUSA schemes without any outer channel coding.

4.4 Results

In the results part, we first show the BER vs SNR curves for iteration 1 to 6 in order

to show the iterative improvement due to the UMPA-BDF algorithm. Then BER/AIR

vs SNR and BER/AIR vs Loading curves will be presented for a variable number of

antennas. In the simulation results, to show the performance limits, two curves which

are single user matched filter bound (MFB) and UMPA-BDF with perfect BDF are

inserted to the plots.
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Single User MFB: This curve shows the MF detection performance of the receiver

as if there were only one user in the MIMO MAC and all the ISI and MUI terms were

known by the receiver. To obtain this curve, in UMPA-BDF, all of the sent symbols

are accepted as known. Throughout all of the simulations, we want to approach this

MFB curve as much as possible.

UMPA with perfect BDF: Unlike the single user MFB, this curve only eliminates ISI

without knowing the current symbol that will be detected. In this situation, this curve

focuses on the MUI, showing the multi user detection performance of the UMPA-

BDF under no ISI case.

4.4.1 Wideband Channels

In Figure 4.1 and Figure 4.2, the performance variation of the proposed receiver is

shown with number of self-iterations ranging from 1 to 6 where M = 4 and M =

16, Lc = 32 and under 150% overloading for MUSA and SCMA schemes. Due

to the cycles in FG, self-iterations help the MUD to enhance its performance, and

commpnsate the bias more accurately due to the iterative processes. In addition,

cycles in the FG brings an error floor as the error propagates through the iterations.

At the high SNR region in both figures, for iteration 6 the BER curve of UMPA-BDF

sticks to the perfect BDF curve where the ISI term is entirely known. In the high

SNR region the BER performance of UMPA-BDF algorithm is approximately 2 dB

away from the genie aided single user in this scenario. Additionally, if the number of

antennas were increased by one or two for the given scenarios, the error floor level

would be much more below as we will see in the future BER results where there are

variable number of antennas.

In Figure 4.3 corresponding AIR vs SNR comparisons of the BER curves in Fig-

ure 4.1 with respect to self-iterations ranging from 1 to 6 are shown. Here, our aim is

to present the iterative improvement in the AIR with UMPA-BDF using both SCMA

and MUSA schemes emphasizing the generic structure of the algorithm. As it can be

seen from the figure, receiver can reach the maximum uncoded rate at the sixth itera-

tion in both schemes by using UMPA-BDF which eliminates the MUI and ISI. Since

SCMA has 6 users while MUSA has 12 users, MUSA needs 3 antennas as SCMA
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uses only 2 to mitigate the effect of MUI.

In Fig. Figure 4.4, uncoded BER performances of UMPA-BDF with respect to chang-

ing number of antenna is given for M = 4 for long dispersive channels. For both

MUSA and SCMA schemes, BER performance dramatically enhances as the number

of antenna increase which eliminates MUI more. At N = 10, the BER performance

of single user MFB)and UMPA with perfect BDF where ISI is completely known is

almost the same and the UMPA-BDF curve shows a very close achievement. The

important point is, even using 2 antennas drops the BER under the 10−3 without us-

ing any channel coding. While investigating the BER results, it should be kept in

mind that UMPA-BDF algorithm takes advantages of CMF to mitigate the effect of

MUI, so it is expected that the performance is improved with longer Lcs. The same

results can be verified with the corresponding AIR comparison in Figure 4.5 from the

same scenario. Under 150% loading employing only two antennas (two RF chains),

UMPA-BDF at the receiving ends can support the communication at maximum un-

coded rate for both SCMA and MUSA schemes.

The same BER vs SNR and AIR vs SNR comparisons in Figure 4.4 and Figure 4.5

for M = 4 are also made for the larger constellation M = 16 in Figure 4.6 and

Figure 4.7. This time, although Nc = 8 for MUSA and and 4 for SCMA, they both

53



-3 2 7 12 17 22 27
10

-5

10
-4

10
-3

10
-2

10
-1

B
E

R

-3 2 7 12 17 22 27

E
b
/N

0
 in dB

10
-5

10
-4

10
-3

10
-2

10
-1

 

B
E

R

UMPA-BDF, N=1

UMPA-BDF, N=2

UMPA-BDF, N=3

UMPA-BDF, N=4

UMPA-BDF, N=5

UMPA-BDF, N=10

UMPA-percect BDF, N=10

Single User MFB, N=10

SCMA, N
c
=4, L

c
=32

MUSA, N
c
=4, L

c
=32

Figure 4.4: BER vs Eb/N0 for MUSA (Nc = 4,K = 6) and SCMA (Nc = 4,K = 6) under 150%

loading, M = 4, Lc = 32 N = 1, 2, 3, 4, 5, 10; Gaussian distributed tabs for MAC

-3 2 7 12 17 22 27
0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

A
v
e

ra
g

e
 A

IR
 p

e
r 

u
s
e

r 
(b

p
s
\H

z
)

-3 2 7 12 17 22 27
E

b
/N

0
 in dB

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Single User MFB, N=10

UMPA-percect BDF, N=10

UMPA-BDF, N=10

UMPA-BDF, N=5

UMPA-BDF, N=4

UMPA-BDF, N=3

UMPA-BDF, N=2

UMPA-BDF, N=1

MUSA, N
c
=4, L

c
=32

SCMA, N
c
=4, L

c
=32

Figure 4.5: AIR vs Eb/N0 for MUSA (Nc = 4,K = 6) and SCMA (Nc = 4,K = 6) under 150%

loading, M = 4, Lc = 32 N = 1, 2, 3, 4, 5, 10; Gaussian distributed tabs for MAC

54



-6 -1 4 9 14 19 24
10

-5

10
-4

10
-3

10
-2

10
-1

B
E

R

-6 -1 4 9 14 19 24

E
b
/N

0
 (dB)

10
-5

10
-4

10
-3

10
-2

10
-1

B
E

R

Single User MFB, N=10

UMPA-perfect BDF, N=10

UMPA-BDF, N=10

UMPA-BDF, N=5

UMPA-BDF, N=4

UMPA-BDF, N=3

UMPA-BDF, N=2

MUSA, N
c
=8, L

c
=32

SCMA, N
c
=4, L

c
=32

Figure 4.6: BER vs Eb/N0 for MUSA (Nc = 8,K = 12) and SCMA (Nc = 4,K = 6) under 150%

loading, M = 16, Lc = 32 N = 1, 2, 3, 4, 5, 10; Gaussian distributed tabs for MAC

have 150% overloading, but due to more MUI in MUSA, it is 0.5 dB away from the

single user MFB while the SCMA sticks to it. Moreover, in M = 16 case to achieve

the lower AIR bound, 5 antennas are required unlike SCMA which can reach the AIR

bound with 4 antennas because it has less MUI only in this scenario. Therefore, the

importance of the MUI can be understood more clearly from these BER and AIR

results.

In Figure 4.8, the overloading is fixed to 250% via MUSA codes and the BER vs

SNR performance of the UMPA-BDF is investigated in a dispersive channel with

Lc = 32 by changing the code length to Nc = 4, 8, 12 and 16 which results in a

different number of users for each scenario. From the figure, it can be seen that short

codes bring better BER results when lower number of antennas are used (3 antenna

results) at receiver since the number of users are less and therefore there is lower

MUI at the receiver. However, as the number of antennas or RF chains increase

the the performance difference is removed as the MUI is eliminated in the spatial

domain during CMF operation by the antennas. Therefore, receiver performance is

not affected by the code length and the number of users if adequate number of RF

chains are provided. Furthermore, the required number of antennas is not increasing

linearly with the number of users, which can be verified with Nc = 16 case where

there are 40 users in MAC and only using 4 and 5 antennas is enough to achieve a
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BER performance below 10−5 without using any outer channel coding. The same

effect can be seen from Nc = 12 and Nc = 8 plots. These BER results can be verified

with the AIR vs SNR curves in Figure 4.9. From the AIR plot, the maximum uncoded

rate is achieved for 40 users in the Nc = 16 case by using only 4 antennas, and for 30

users in the Nc = 12 case having 3 antennas is adequate. One of the important result

that can be drawn from Figure 4.8 and Figure 4.9 is that UMPA-BDF can support

same loading for short and long Nc’s by needing only 1 or 2 extra antennas.

After seeing the performance of the UMPA-BDF with 250% loading in MIMO-MAC,

we have tried different loading conditions for variable code length for fixed Eb/N0

value to see how many users can be accommodated with UMPA-BDF in MAC with

very limited RF chains. In Figure 4.10, BER vs loading behavior of the MAC is

investigated from 50% to 400% user overloading for Nc = 4, 8, 12, and 16. Using

short code lengths with even 400% loading in Nc = 4 which corresponds to 16 users

requires only 5 antennas while Nc = 16 under 400% loading corresponding to 64

users needs only 6 antennas to have the approximately same BER performance. With

this graph, we can say that even under 400% loading no matter how many users are

accommodated in MAC, 5 or 6 antennas are adequate to reduce MUI to a level that

UMPA-BDF can handle. In addition ISI is equalized during the BDF operation in the

receiver, so ISI is not a serious problem as long as the channels are perfectly known.

Another important point is the flexibility of MUSA coding schemes which are differ-
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N = 1, 2, 3, 4, 5, 6; Gaussian distributed tabs for MAC

ent than the SCMA sequences that requires a multi constellation and advanced code-

book design techniques to provide more overloading. Using MUSA, we can freely

change the overloading condition and make MUD under 400% loading with very few

number of antennas. That is, the number of required antennas is not increasing with

the number of users in MAC. In order to validate the results, AIR vs Loading curve of

the same scenario can be seen in Figure 4.11. What we can see from this graph is in

all Nc cases, using 5 antennas is enough to reach maximum uncoded data rate in the

MAC, however if the less antennas were available it would be better choice to select

short Nc’s which has less number of users under high overloading conditions.

In Figure 4.12, the effect of Lc is investigated in order to show that ChDMA helps the

receiver processing while separating the users. In this simulation, Lc is changed from

1 to 32 under 150% loading with constant Eb/N0 = 22 dB. This results show that,

CMF operation is really helpful for the receiver performance after Lc = 4 channel

tabs as the BER drops down while increasing the Lc.

4.4.2 Narrowband Flat Fading Channels

In another simulation environment, assuming there is no interfering multipath com-

ponents Lc = 1 with MUSA schemes, the BER and AIR with respect to Eb/N0
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performance of the state-of-the-art MMSE-SIC receiver and UMPA-BDF algorithm

whose first surviving path is constructed by the MMSE-SIC symbol estimates are

shown together in Fig. 4.13 under 250% overloading for Nc = 4, 8, 12 and 16. The

first iteration success of UMPA-BDF determines the BER performance significantly,

therefore, using MMSE-SIC at the first iteration boost the UMPA-BDF performance

and it reaches beyond MMSE-SIC BER success with up to 5 to 10 dB SNR gain.

In this plot, for N = 2, 3, 5, 8 number of antennas MMSE-SIC results and MMSE-

SIC aided BER performance is presented with the single user MFBs. The effect of

UMPA-BDF improvement over MMSE-SIC can be best seen with the longer Ncs,

particularly for Nc = 16. Examining the Nc = 16 with 40 users in N = 3 scenario

approximately 9 dB SNR gain is obtained with the UMPA-BDF, and the similar im-

provements can also be seen from the other curves. Apart from this, despite the lack

of Lc for user separation in CMF, using MMSE-SIC aided UMPA-BDF requires 4 an-

tennas to superimpose the BER curves to the single user MFB except the Nc = 4 case

which requires 5 antennas since the short codes have lower diversity among users.

When investigating the corresponding AIR vs SNR plot in Figure 4.14, MMSE-SIC

aided UMPA-BDF can reach the AIR bound with 3 antennas for all cases no matter

what the Nc is.

Lastly, having seen the 250% loading performance of the MMSE-SIC aided UMPA-
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Figure 4.16: AIR vs Loading, Eb/N0 = 17 dB for MUSA Nc = 4, 8, 12, 16, M = 4, Lc = 32

N = 1, 2, 3, 4, 5, 6; Gaussian distributed tabs for MAC

BDF under Lc = 1 fading channels, the uncoded BER vs Loading and AIR vs Load-

ing performance of the same channel conditions for Nc = 4, 8, 12, 16 will be inves-

tigated in Figure 4.15 and Figure 4.16, respectively. Again we see that on the upper

left part Nc = 4 need more antennas as it requires N = 6 while the longer Ncs reach

the same performance with 5 antennas. This is because, the short Nc’s have more

correlation and bring less diversity to MMSE-SIC aided UMPA-BDF system. In

this BER vs Loading comprasion, MMSE-SIC alone and MMSE-SIC aided UMPA-

BDF performance can be directly compared.For N = 1, 2, although there is a per-

formance improvement with MMSE-SIC aided UMPA-BDF as the loading increases

BER performance is becoming worse as the number of antennas is not adequate to

drive UMPA-BDF to eliminate the MUI. As for the N = 3 case, in all scenarios,

there is a significant performance improvement up to 300%−350% user overloading.

However, when the number of antennas is above 3, MMSE-SIC aided UMPA-BDF

receiver architecture has indisputable superiority over MMSE-SIC algorithm for all

loading conditions. This is a very important results for the massive MIMO solutions

where the beamforming allows only limited RF chains for the particular user group.

In such cases, only assigning 5 antennas under 400% loading base station can still

serve under 10−5 BER performance without any outer channel coding which is also

removing the signaling cost. Having seen the BER comparison, in Figure 4.16, we

can see the average AIR per user in the MAC for MMSE-SIC aided UMPA-BDF. It

is clearly showing that using only N = 5 antennas allows the receiver to operate with
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400% loading for Lc = 1 fading channels. Moreover, this performance is independent

from the modulation type as it can be single-carrier or multi-carrier.

4.4.3 Higher Order Constellations with MUSA

In this simulation environment, we have Lc = 8 multipath fading channels where

MUSA sequences are utilized to have higher order constellations in the NOMA MIMO

MAC with 16 users. Since the computational complexity of UMPA-BDF algorithm

grows linearly with the constellation size like the state-of-the art MMSE-SIC designs,

increasing the constellation size does not cause complexity concerns. In this sub-

section we will investigate the UMPA-BDF receiver AIR performance from M = 2

toM = 64 in order to be able to see whether we can reach the maximum uncoded rate

for the given conditions utilizing higher order QAM constellations. In Figure 4.17 and

Figure 4.18, under 200% overloading by using 6 and 12 antennas at the receiver, AIR

vs Es/N0 curves are provided. From Figure 4.17, as the Es/N0 increases it is safe to

select M = 16 cardinality and after Es/N0 = 21 dB, system can support higher rates

using M = 32 constellation even though it is not reaching the maximum uncoded

rate. As for Figure 4.18 case, using 12 antennas, we are seeing that as the system

can support M = 64 constellation size, it should be preferred in the communication

scenario to have higher data rates. Provided figures are clearly showing that our pro-

posed UMPA-BDF algorithm can work with higher order constellations depending

on the operational SNR value and the number of antennas in the receiver. In other

words, according to the average SNR value, integration of the adaptive modulation

and suitable coding techniques with MUSA sequences, we can reach practical trans-

mission rates which are close to ones given by AIR lower bounds in the Figure 4.17

and Figure 4.18
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CHAPTER 5

CONCLUSION

In this thesis, a generic low complexity iterative max-log MAP receiver which we

call UMPA-BDF, is proposed for general MIMO NOMA MAC with code domain

schemes. It realizes MUD at symbol rate via an efficient MPA, operating on Unger-

boeck type FG where unwhitened MF outputs are directly utilized in highly dispersive

channels. ChDMA is employed via CMFs in UMPA-BDF to mitigate the MUI at the

received signal.

In order to implement the proposed receiver algorithm for this thesis work, first the

discrete time equivalent of a general uplink MIMO NOMA MAC model has been

derived using the channel and code correlations of the users. In this environment,

the max-log MAP detection algorithm was carried out through the message pass-

ing for MUD in wideband dispersive gaussian channels, using the two exemplary

code domain NOMA schemes which are SCMA and MUSA. Apart from these, state-

of-the-art MMSE-SIC receiver algorithm was re-derived for MIMO compatible up-

link NOMA channels. Utilizing the flexible MUSA coding scheme in flat fading

MIMO channels, MMSE-SIC algorithm has been used to boost the performance of

the UMPA-BDF. As a result, UMPA-BDF outperforms the state-of-the-art MMSE-

SIC algorithm with lower receiver complexity. We have shown both wideband and

narrowband applications of the UMPA-BDF algorithm with different coding schemes

throughout this thesis in order to emphasize the generic architecture of the proposed

algorithm which enables both single-carrier and multi-carrier modulation types for

any coding type.

In the Numerical Evaluation part of this thesis, performances of the UMPA-BDF and

MMSE-SIC aided UMPA-BDF algorithms in terms of BER and AIR lower bound
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were presented for MUSA and SCMA schemes with respect to different operating

SNR and overloading scenarios. Having carried out the simulations for different

NOMA codeword lengths, number of antennas, and alphabet size, we have shown

that even under high overloading conditions, by using only limited number of an-

tenna elements/RF chains, and utilizing adaptive modulation techniques with suitable

coding architecture, practical transmission rates, can be attained. Moreover, this prac-

tical rate values can be estimated by mismatched decoding capacity lower bound in

Chapter 4 for different operating regimes.

From the loading curves given in Chapter 4, it can be inferred that MUSA based

NOMA scheme with the use of UMPA-BDF receiver can be preferred in IoT applica-

tions, which require massive connectivity among multiple nodes, due to its flexibility

in terms of number of served active users and NOMA codeword length. With this

NOMA architecture, while arranging the NOMA codebook size of each user adap-

tively according to their power level, NOMA codeword lengths can also be changed

adaptively as the number of users change in uplink MAC so that the system can meet

the requirements for the increased user demand. The results for MUSA with code-

word length Nc = 16 (where the connection of 64 users can be supported by using

only 4 receiver antenna elements) show the effectiveness of the proposed architec-

ture in applications requiring massive connectivity. Apart from these, it is safe to

assume that the practical NOMA codewords are short enough to support the need of

Ultra-Reliable Low Latency Communication (URLLC) type applications. In addi-

tion, required rate of the outer code, which can be integrated with NOMA scheme,

can be determined via the mismatched decoding capacity lower bound according to

the operating regimes (SNR and loading conditions), alphabet size (M ), and the num-

ber of antennas (N ) at the receiver side. Therefore, the NOMA parameters for MUSA

are able to be reorganized for the different IoT modes with varying requirements.

At the end of this thesis work, the MATLAB codes and C based drivers in the form

of dynamic link library (dll) of the proposed UMPA-BDF receiver algorithm are fully

ready and in modular form. As future works, joint iterative channel estimation al-

gorithm should be developed for the mobility scenarios, and the combination of the

in-band full duplex methods with NOMA schemes might be considered utilizing the

UMPA-BDF algorithm to increase the capacity of future wireless networks.
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