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ABSTRACT

DESIGN AND DEVELOPMENT OF A RADIO FREQUENCY ENERGY HARVESTER
FOR LOW-POWER SENSORS

Özdemir, Huriye

M.Sc., Department of Sustainable Environment and Energy Systems Program

Supervisor : Assoc.Prof.Dr. Tayfun Nesimoğlu

January 2019, 136 pages

This thesis presents a systematic design and implementation of a rectenna. As a beginning,

a receiving antenna is proposed. In the design of the receiving antenna, a fractal topology is

utilized to widen the antenna bandwidth. Moreover, a rectifier circuit with a proposed dual-

band matching technique is realized to aggregate the DC power. Ultimately, the broadband

fractal antenna and the proposed dual-band rectifier circuit have been assembled to realize the

rectenna. In addition, a simple RF spectrum study and a field measurement are conducted to

obtain a better understanding of the available electric field density in the Middle East Tech-

nical University–Northern Cyprus Campus. Finally, the energy harvesting capability of the

proposed rectenna has been verified in both controlled environment (laboratory) and ambient.

As a result of the laboratory measurements, the proposed rectenna yields the highest RF-to-

DC conversion efficiency of 51.9% when the total power density of the two tone signal is 11.1

µW/cm2. As a result of the ambient measurements, the proposed rectenna features an open-

voltage in the range of 195–417 mV in the ambient when the highest electric field densities

are 4.137 V/m and 1.818 V/m from the standards of GSM-900 and 3G (UMTS), respectively.

Keywords: Electromagnetic energy harvesting, broadband fractal antenna, dual-band rectifier

circuit, rectenna, RF spectrum measurements.
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ÖZ

DÜŞÜK GÜÇTE ÇALIŞAN SENSÖRLER İÇİN BİR RADYO FREKANSI ENERJİ
HASATLAYICI DEVRE TASARIMI VE GELİŞTİRİLMESİ

Özdemir, Huriye

Yüksek Lisans, Sürdürülebilir Çevre ve Enerji Sistemleri

Tez Yöneticisi : Assoc. Prof. Dr. Tayfun Nesimoğlu

Ocak 2019, 136 sayfa

Bu tez, bir doğrultucu antenin sistematik tasarımını ve uygunlamasını sunmaktadır. İlk olarak,

alıcı antenin bant genişliğini arttırmak için fraktal topoloji ile tasarımına yer verilir. Bunun

yanında, önerilen çift bantlı empedans uyumlaştırma özelliğine sahip bir doğrultucu devresinin

tasarımı ele alınır. Son olarak, geniş bantlı alıcı anten ile önerilen doğrultucu devre enerji

hasatlayıcı devreyi gerçekleştirmek için birleştirilir. Bunlara ek olarak, Orta Doğu Teknik

Üniversitesi - Kuzey Kıbrıs Kampüsü’ndeki mevcut elektriksel alan yoğunluğunun belirlen-

mesi için yapılan ölçümler ve sonuçları sunulur. Önerilen doğrultucu anten hem laboratu-

varda hem de dış ortamda bulunan RF sinyalleri ile test edilir. Laboratuvar ölçümlerinin

sonucunda, doğrultucu antenin, iki ton RF sinyalinden gelen ve toplam güç yoğunluğunun

11.1 µW/cm2 olduğu bir test düzeneğinde, sağlayabildiği en yüksek dönüşüm verimliliği %

51.9 olarak kaydedilmiştir. Dış ortamdaki ölçümler sonucunda, doğrultucu antenin elektriksel

alan yoğunluklarının 4.137 V/m ile 1.818 V/m arasında değiştiği bir dış ortamda, 195 mV ile

417 mV arasında değişen yüksüz çıkış voltajı sağladığı kaydedilmiştir.

Anahtar Kelimeler: RF enerji hasadı, geniş bantlı fraktal anten, doğrultucu devre, elektro-

manyetik enerji hasatlayıcı, elektriksel alan ölçümü.
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CHAPTER 1

INTRODUCTION

"Science is not a boy’s game, it’s not a girl’s game. It’s everyone’s game. It’s

about where we are and where we’re going... "

- Nichelle Nichols, former NASA Ambassador and Star Trek actress

1.1 Motivation for Present Research

The advancements in electronic systems not only have brought innovations but also have

created energy demand. In order to meet growing energy needs, it seems non- renewable

energy sources no longer could be used because of their damage to the environment that has

motivated the researches to find clean and sustainable energy. The combination of these two

notions; growing energy needs and clean & sustainable energy, have created a considerable

amount of attention towards ambient energy (power) harvesting (scavenging). Harvesting and

recycling of ambient energy have the potential to ensure the creation of sustainable and clean

energy, also to develop low-profile and self-powered devices that may harvest energy from

renewable sources such as solar, thermal and electromagnetic energy, etc. Between all these

energy sources, this thesis will mainly focus on the energy harvesting from electromagnetic

sources.

Since Nikola Tesla has proved the first wireless energy transmission through radio waves

in the 1890s, he dreamed all devices requiring electrical energy would draw that energy from

the ambient. Starting from the Teslas invention of Wireless Power Transmission (WPT) by

radio waves, there has been a widespread interest for energy harvesting at Radio Frequency
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(RF), covering signals ranging from 3 kHz to 300 GHz. Ambient RF/microwave energy is

abundant in the environment as a result of growth in the broadcasting and wireless communi-

cation systems that can easily be found in our surrounding. Furthermore, power scavenging

from ambient RF sources could be the alternative solution for the battery issues for the mi-

crosystems.

1.2 History of the Wireless Power Transfer

"If you want to find the secrets of the universe, think in terms of energy, fre-

quency and vibration "

- Nikola Tesla, Inventor of the Wireless Power Transfer

The early history of power transmission by radio waves has begun with the experiment of

Heinrich Hertz, which was the demonstration of the electromagnetic wave propagation at in

free space. After the Hertzs experiments, Nikola Tesla has created his gigantic coil, called

the Tesla coil. The purpose of the coil to transmit power wirelessly over long distances. The

experiment of Tesla in Colorado Springs Laboratory has remained as a mystery because there

is no specific record which indicates that how much of power generated from the gigantic

coil was transmitted over the whether long or short distances or how much of the power was

collected [1].

The attempts had continued towards the wireless power transmission, and there was a pe-

riod, the interests in WPT had dropped because it has been noticed that only the significant

amount of power transmission could be practically realized by using only electromagnetic en-

ergy with very short wavelengths. However, at that times, there was no device to generate an

electromagnetic power at very short wavelengths, which profoundly has affected the experi-

ments for WPT [1]. In the late 1930s, the developments of klystron tube and most importantly

the microwave cavity magnetron had enabled to generate electromagnetic power (microwave

power) at the desired wavelengths [2].

The microwave power generation has opened a period of the modern history of the free-

space power transmission. The generation of the microwave power has gained significant

attention since it has enabled not only to transfer power more efficiently but also to realize
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several applications such as radar and communication systems [2].

During the modern history of the free-space power transmission period, many researchers

and the companies have involved in the developments of the microwave power transmission

to improve the amount of the transmitted power over the distance in an efficient way. For ex-

ample, in the earlier period of the free-space microwave power transmission, a first complete

microwave power transmission system was demonstrated at Raytheons Spencer Laboratory in

May 1963. The Direct Current (DC) power of 100 W was successfully aggregated from the

magnetron, providing 400 W of continuous wave power and then the retrieved DC power was

utilized to power-up a DC motor. The overall DC–DC efficiency of the complete microwave

power transmission system had been recorded as approximately 13%. The conversion of

microwave power into a usable DC power has led the creation of the microwave-powered

helicopter concept which was the first attempt to realize a wirelessly powered-up electronic

platform. After many trials, the first rectifying antenna, known as rectenna, was built-up. The

first rectenna consists of 28 half-wave dipole antennas, and each of the dipoles is connected to

a bridge rectifier circuit including semiconductor diodes. The DC power of 7 W was collected

from the first rectenna with the overall RF-to-DC conversion efficiency of 40%. In order to

enhance the output DC power, the rectenna had been modified, and then the aggregated output

power of 270 W was obtained from the rectenna, which was enough to actuate the helicopter

rotor. As a result of the attempts, at the first time, in 1964, the flight of the microwave- pow-

ered helicopter had been achieved. It was the historical milestone of the conversion of the

electromagnetic energy to a usable DC power [1].

After the first wirelessly powered-up electronic platform, the RF/microwave energy transfer

and energy harvesting have gained significant attention over the years, as a result of this, there

have been countless attempts and efforts which have carried out the idea of energy harvesting

from the Microwave/RF signals.

1.3 Thesis Outline

The work embodied in this dissertation has been organized as follows:

Chapter 2 reviews a general structure of an Energy-Enabled Sensor Platform and provides

a comprehensive comparison of the potential energy harvesting sources which can be ex-

ploited to produce a useful DC power to create a fully autonomous Energy-Enabled Sensor
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platform. Furthermore, it reviews the related works which have been carried out to harvest

RF energy. Finally, it gives a system level description of the RF energy harvester which is

proposed in this work.

Chapter 3 presents a microstrip patch based fractal antenna. First of all, a detailed step-

by-step design method is given in order to obtain a better understanding of the realization of

a broadband antenna using a fractal topology. Next, a prototype of the proposed antenna is

fabricated, and then the simulation results of the return loss, radiation pattern, and gain are

validated with measurement results.

Chapter 4 provides a comprehensive review of a rectifying element, which is selected as

Schottky-diode in this work. It compares the performance of the three different kinds of

Schottky-diode, which are commonly exploited as a rectifying element in the literature. The

laboratory measurements are conducted for the performance comparison of the Schottky-

diodes which include the conversion loss, the RF-to-DC conversion efficiency, and the output

DC voltage. Moreover, the simulations are carried out to enlighten the effect of a frequency,

an input RF power, and a load resistance value on an input impedance of a rectifier circuit

including Schottky-diode.

Chapter 5 presents a step-by-step design method for a dual-band matching network for a

voltage doubler rectifier circuit. This chapter investigates and proposes a matching technique

for a rectifier circuit. Finally, in this chapter, the voltage doubler rectifier circuit with the

proposed matching network is fabricated, and then the performance of the rectifier circuit is

discussed and verified with the measurements results.

Chapter 6 presents a rectenna which consists of the proposed fractal slotted antenna and the

proposed rectifier circuit. In this chapter, first of all, the RF energy harvesting capability of the

proposed rectenna is evaluated with the dedicated source. The aggregated output DC voltage

is utilized to power-up a low power temperature sensor. Secondly, the available frequency

bands and the feasibility of RF energy harvesting in METU NCC, Güzelyurt/Northern Cyprus

is investigated with RF spectrum and electric field measurements. Finally, the performance of

the rectenna regarding the DC output voltage is explored in the ambient.

Chapter 7 concludes the research done in this thesis, gives the contributions of the study

and recommends some future works to enhance the rectenna performance.
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CHAPTER 2

WIRELESSLY POWERED SENSOR PLATFORMS

"If you know you are on the right track, if you have this inner knowledge, then

nobody can turn you off... no matter what they say "

- Barbara McClintock, cytogeneticist and winner of the 1983 Nobel Prize in medicine

2.1 Introduction

Wireless sensors are becoming pervasive with the developments of the Internet of Things

(IoT) enabling the transformation of the sensors into the smart objects. Therefore, the wire-

less sensor network can be easily integrated into the so many different applications. The

wireless sensors are exploited in such applications including; to control the current status of

the patients in the health-care system [3], structural observations [4], to track the environmen-

tal activities [5]. Although the integration of the wireless sensor has been the subject of many

application/area, the dependence of their powering-up operation to the batteries has still been

a paramount obstacle for the creation of the fully-smart and autonomous objects.

Even there are a few exceptions, for example, passive and chipless Radio-Frequency Iden-

tifiers (RFIDs), the power-up operation of the active wireless sensors and IoT devices mostly

depend on the batteries for data transmission and communication. Utilization of the batteries

in the sensor structure creates troubles due to the fact that batteries have a limited life-span

and their maintenance can be costly regarding the vast number of the sensor nodes in the

sensor network. Therefore, recharging or replacing the batteries with an alternative energy

source is a promising way to overcome the concerns about the power supply issue for the

sensor platforms. As a consequence of this, the elimination or recharging of the batteries has

brought up arise of the low-power energy demand. Scavenging and recycling of the ambient

energy might be the solution for the low-power energy demand ans also they have the po-
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Figure 2.1: General block diagram of Energy-Harvesting-Enabled Wireless Sensor Platform
system [7].

tential to ensure generation of sustainable and clean energy, also to develop low-profile and

self-powered sensor platforms [6].

A typical block diagram of an Energy- Harvesting Enabled Wireless Sensor platform is

depicted in Figure 2.1. In the system, a converter renders the ambient energy in the form of

a usable DC power, and then the accumulated DC power is stored into a storage unit. The

collected power is efficiently optimized to ensure a duty cycle optimization so as to actuate a

micro-controller unit of a sensor and then the operation of the sensor system can be completed

with the energy harvested from the ambient sources. Energy harvesting can be utilized to

extend the lifetime of the battery which can be periodically recharged. Alternatively, instead

of recharging the battery, it can be eliminated from the system by utilizing the harvested

energy from the ambient/dedicated sources. As a result of the exclusion of the battery from

the system, the sensor platform turns into a completely standalone (battery-less) autonomous

operation [7].

2.2 Potential Energy Sources

In order to realize truly autonomous sensor platforms, there are many potential ambient/dedicated

sources of energy such as solar, thermal, vibration/mechanical motion, and electromagnetic

[8]–[10].

Solar energy is frequently preferred as an energy source, which features a relatively high

power. It can generate a power density of 100 mW/cm2 with the relative conversion efficiency

of 15% in the daytime [11]. Although the photo-voltaic technology has improved in terms

of usable output DC voltage, and conversion efficiency, however, it features relatively low
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conversion efficiency of 2% – 8% in the indoor environment. Besides, as the aggregated

amount of power from the solar energy highly depends on the size of the solar panel, therefore,

in order to attain sufficient amounts of DC power from ambient solar energy, relatively large

solar panel size might be required in the indoor environment. In addition to this, the power

generated from the solar energy can be highly inefficient at night time or on a cloudy day [12].

Thermal energy is alternatively exploited as a source of energy. The operation principle

of the thermoelectric devices is based on the Thomson effect or the Seebeck effect or in the

thermoelectric material in which the temperature difference in the material generates electrical

power [13]. The harvested power densities from the thermoelectric source are relatively low,

and they merely alter in the range of 10 µW/cm2 to 1 mW/cm2. In reality, the thermoelectric

effect has the advantage that a circuit voltage can be generated from the temperature difference

from a mechanical condition or human body. Besides, it can also be exploited in wearable

technologies such as temperature sensor, fitness bands, smart watches, health monitors [9]. As

it is reported in [14], the textile covering thermopiles are integrated into human clothes and

tested on the human body. As a result of this, the maximum power density of 60 mW/cm2 in

the indoor environment can be generated from a thermoelectric generator, in which the human

body is used as the source of heat which is typically 37 oC while the ambient temperature is

at between 15oC–27 oC.

Vibration/Mechanical motion energy is one of the most commonly exploited sources of

energy. Energy harvesting from the piezoelectric effect is based on mechanical strains which

are intermittently repeated such as clicking a button, walking or regular motions such as wind

and acoustic noises. The power densities of 2 mW and 8 mW can be harvested from typical

piezoelectric sole and heel generators, respectively [15]. The harvested power density can be

linearly boosted with increasing mechanical strain. For example, as it is reported in [16], the

harvested power density of 0.8 W is approximately obtained from low-speed walking whereas

the more power density of 1.115 W is acquired at higher speed walking from the piezoelec-

tric transducers. Since the size of the piezoelectric energy harvesters is small and they are

lightweight compared to the other kind of transducers, it has an advantage in terms of the

integration to the sensors. However, the piezoelectric energy harvesters suffer form featuring

a relatively low conversion efficiency due to the fact that the aggregated DC voltage from the

piezoelectric transducers is relatively high whereas the generated current is low, which result

in low conversion efficiency. Furthermore, due to the high voltage generated by the harvester,

the voltage regulator is required to protect the circuitry from voltage overshoots [17].

7



Electromagnetic (EM) energy is another alternative source of power which can be har-

vested from both ambient and dedicated source for power up sensor platforms. According

to the distance between transmitter and receiver, the electromagnetic energy sources can be

separated into two forms: near-field and far-field RF energy harvesters [18].

Energy harvesting/transfer in near-field can be implemented if the distance between a trans-

mitter and a receiver (or recharge device) is less than a wavelength of an RF signal. Magnetic

resonance and EM induction methods are mostly utilized to produce a DC power so as to

wirelessly (re)charge devices [19] – [21]. As it is reported in [22], the power levels of 43.2

(E-field) mW and 146.9 mW (H-field) are harvested by utilizing the electromagnetic energy

from the two-way radio in the near field. The potential of the harvested power levels to power

up a micro-controller communication and a LED module has been tested, and a full powering

up operation of both modules has been achieved through energy transfer in the near field at

the operation frequency of 464 MHz.

Energy harvesting in far-field can be realized if a transmitter and a receiver (or recharge

device) are placed outside a distance of larger than a wavelength of an RF signal. The electro-

magnetic radiation in the far-field appears in the form of RF/microwave signals, which can be

collected by a receiving antenna and then converted into a usable DC power by a rectifying

circuit [23].

The intensity of RF/microwave power in the ambient varies between 10 nW/cm2 –1 W/cm2.

The relatively low power densities of RF energy might be the main drawback of harvesting

energy from electromagnetic sources. However, RF power is ubiquitously available in the

ambient, due to the numerous wireless communication activities that show a growing trend

over the years [2], [7]. In addition to this, RF energy harvester can be easily combined with

alternative harvesters utilizing another source of energy such as kinetic energy [24] and solar

energy [25] to enhance overall efficiency and an aggregated DC power from an energy har-

vester. Therefore, power harvesting from RF signals has become more attractive and feasible

in powering up low-power sensors or charging a battery.

Since it is essential to optimize an RF energy harvester according to the available ambient

power density levels and the existing signals at the wireless and communication frequencies,

RF spectrum and power density measurements have been conducted over the frequency band

from 300 to 3000 MHz in the suburban and urban areas of several cities [26]–[30]. In the

current literature, the surveyed areas generally have been selected to identify the available

frequency bands which are mostly encountered in the ambient and also to determine the power
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(a)

(b)

Figure 2.2: (a) Ambient wireless radiation measured in downtown Tokyo, Japan. (b) Ambient
wireless radiation measured in Midtown Atlanta [26].

densities of the corresponding frequency bands.

In 2013, RF spectrum measurements covering the frequency range of standards of FM

radio, analog-TV, and digital-TV signals were carried out in downtown Tokyo, Japan, and

Atlanta, GA, USA [26] in peak workday hours. As it is shown in Figure 2.2, the highest

EM radiation intensities are recorded over the frequency bands from 100 to 500 MHz and

from 500 to 700 MHz corresponding to the standards of analog-TV and wireless digital-TV

broadcasts, respectively.

In [27], a wide-RF spectral campaign was explored in London Underground stations at

street level. In this work, the ultra high frequency (UHF) part of the RF frequency spectrum,

covering the frequency band of 0.3–3 GHz has been selected. It can be seen from the Figure

2.3, the standards of DTV, GSM900, GSM1800, and 3G are the highest RF power density

contributors in the urban and semi-urban environment.
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(a)

(b)

Figure 2.3: (a) Input RF power density measurements outside the Northfields London Under-
ground station. (b) Summary of London RF survey measurements [27].
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(a)

(b)

Figure 2.4: (a) Summary of average and peak power (in brackets) densities measured in the
different scenarios. (b) Total energy collected with an antenna having 1.2 m2 effective area in
the different scenarios [29].

Interesting research which explores the RF field measurements in dynamic conditions such

as walking, traveling on a train and in a car has been conducted, in 2016, around Bristol, UK

[29]. In this work, the frequency band from 500 MHz to 3 GHz has been selected to quantify

available RF power density in the ambient. In Figure 2.4, a summary of the averaged RF

power densities from different frequency bands in the various realistic and dynamic scenarios

and the total accumulated energy by utilizing an antenna having an effective area of 1.2 m2 are

listed. As seen from the results, the highest RF power intensity was observed from the DTV/

GSM 900 standard while traveling by train/foot. Besides, as it is reported, the train scenario

features the highest energy of 73.68 µJ that can be collected from the frequency band from

0.88 to 0.96 MHz corresponding to the standard of DTV/ GSM 900.

In [30], a wide-RF spectral campaign was explored in different locations such as station

entrance, within the university, museum, subway, park and concert theater, and shopping

center within Boston, in 2018. In this work, the RF frequency spectrum, covering frequency

band from 0.3 to 3 GHz has been selected. It is targeted to identify and to quantify the power

densities from the standards of LTE 730, LTE 740, GSM 850. The highest and the lowest

ambient RF power levels in dBm are reported in Figure 2.5 as it can be seen from the results,

LTE and GSM frequencies contribute mostly in the RF power levels in the environment.
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Figure 2.5: Levels of average RF power at subway stations, universities, museums, shopping
centers, and parks in Boston [30].

2.3 System Level Design

In this work, the systematic design and development of an RF energy harvester are explored.

The proposed RF energy harvester is a single element of integrated antenna-rectifier, which

is called "rectenna" or rectifying antenna" in the current literature. The energy harvesting

capability of the proposed rectenna is investigated with the incident RF power densities less

than 15 µW/cm2.

The block diagram of the proposed rectenna in this work is illustrated in Figure 2.6. In the

first stage; a broadband fractal antenna has been designed to receive arbitrary polarized RF

signals. Therefore, in the design of the proposed antenna, it is targeted to collect and harvest

RF energy from all available bands both in up-link and in down-link which are given as

• GSM 1800 (Worldwide) U1 : 1710-1785 MHz D2 : 1805-1880 MHz

• Universal Mobile Telecommunications System (UMTS)/3G (Most countries) U: 1920-

1980 MHz D: 2110-2170 MHz

• Wireless local area network (Wi-Fi) and Industrial, medical, and scientific bands (ISM)

(Most countries) 2.400-2.484 GHz

In the second stage; since the coming RF signals from the proposed antenna are in the form

of Alternating Current (AC), therefore; the broadband antenna is connected to the proposed

1 Uplink (mobile-to-base)
2 Downlink (base-to-mobile)
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Figure 2.6: The block diagram of the proposed RF energy harvester (Rectenna).

dual-band rectifier circuit to convert the AC signals into a usable DC signal. The proposed

rectifying circuit is optimized at a relatively low power level. In this work, "relatively low"

power level refers to less than -10 dBm of available RF power at the input of the rectifier

circuit. In the last stage, the aggregated DC power at the output of the rectifier is utilized to

power-up a low-power temperature sensor (practical load).

2.4 Related Works

Table 2.1 summarizes some of the reported works of RF energy harvesting utilizing a rectenna

in the current literature. It is important to notice that the RF-to-DC efficiency of the rectenna

given in the papers is listed; however, it is difficult to compare them directly due to the differ-

ent substrate exploited in the design of both antenna and rectifying circuit, different rectifier

circuit topology and technology, and different optimal load values.
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Table 2.1: Related works

Ref.

(Year)

Antenna
Type

Rectifier topology

& Technology

Rectenna efficiency (%)
@ power available power level

at operating frequency

Optimal
Load

value (Ω)

31
(2011)

Single band
at 2.45 GHz

Single series

& HSMS2860
63

@ 0.525 mW/cm2 at 2.45 GHz
1600

32
(2002)

Single band
at 5.8 GHz

Single series
& MA4E1317

80
@ 100 mW at 5.8 GHz

250

33
(2013)

Dual– band
at 915 MHz & 2.45 GHz

Dual–band
@ 915 MHz & 2.45 GHz

single series

& SMS7630

37
@ 1 mW/cm2 at 915 MHz

20
@ 1 mW/cm2 at 2.45 GHz

2200

34
(2007)

Dual– band
at 2.45 & 5.8 GHz

Dual–band
@ 2.45 & 5.8 GHz

single series
& MA4E1317

65
@ 10 mW/m2 at 2.45 GHz

46
@ 10 mW/cm2 at 5.8 GHz )

51.3

35
(2013)

Covering
from 1.8 to 2.2 GHz

Dual–band
@ 1.8 & 2.45 GHz

single series
& SMS7630

40
@ 455 µW/cm2

at 1.8 & 2.45 GHz
(dual-tone)

5000

36
(2017)

Triple–band at 900 MHz
& 1.8 and 2.1 GHz

Triple–band
@ 900 MHz & 1.8 &

2.1 GHz
single series
& SMS7630

40
@ 500 µW/m2

at 900 MHz & 1.8 & 2.45 GHz
(three-tone RF signal)

10000

37
(2015) Broadband antenna

0.55 to 2.5 GHz

Four–band
@ 900 MHz

1.8, 2.1
& 2.45 GHz

voltage doubler
& MSS20-141

84
@ 8 µW/cm2

at 900 MHz & 1.8 & 2.1 & 2.45 GHz
(four-tone RF signal)

11000

38
(2016)

Broadband antenna
0.9 to 3 GHz

Six–band
@ 550, 750,

900 MHz & 1.85, 2.15
& 2.45 GHz

voltage doubler
& SMS7630

13
@ 13.6 dBm

at 550, 750, 900 MHz
& 1.85, 2.15 and 2.45 GHz

(six–tone RF signal, indoor condition)

10000–75000

This Work
(2019)

Broadband antenna
1.8 to 2.5 GHz

Dual–band
@ 1.8 and 2.45 GHz

voltage doubler
& HSMS2850

51.9
@ 11.1 µW/cm2

at 1.8 and 2.45 GHz
(two–tone RF signal)

1200
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CHAPTER 3

FRACTAL ANTENNA DESIGN

“I am happy to be here... "

- Rajeshwari Chatterjee, One of the First Women Engineer in field of Microwave and

Antenna.

3.1 Introduction

In RF energy harvester, the receiving antenna is an essential element as it is responsible for

capturing RF signals from the nearby EM radiating sources. Collecting of the available RF

signals from the different sources is crucial to increase the amount of the aggregated DC power

at the output of the energy harvester. Therefore RF energy harvester antenna is required to

cover all the desired frequency bands with fairly stable radiation pattern and to feature an

agreeable gain over the frequency bands. Furthermore, a dual polarization characteristic is

another desired feature of the RF energy harvester antenna which should be able to receive

RF signals with either horizontal or vertical polarization. In this work, microstrip technology

will be exploited in the design of the receiving antenna.

A microstrip patch antenna is commonly exploited in various applications due to low cost,

ease of integration to other systems, ease of manufacturing, and low profile. Therefore, mi-

crostrip antenna is emerged as an attractive candidate for many different application areas

such as mobile communication [39], [40], RFID applications [41], [42], and medical applica-

tion/telemetry [43]–[45].

The design of the RF energy harvester antenna is a challenging issue to meet the require-

ments of relatively high gain, dual-polarization, wide impedance bandwidth. In this work, it is

aimed to widen the impedance bandwidth of the receiver antenna to cover the most frequently

encountered frequency bands are situated around 1800/1900 MHz, 2.1 GHz, 2.4 GHz, 2.45
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GHz while keeping the overall antenna size as small as possible.

Various designs and attempts to enhance impedance bandwidth (S 11 < 10 dB) of the antenna

with an agreeable radiation pattern and gain have been explored in the current literature such

as combining a supersubstrate with microstirp patch antenna [46]–[48], utilizing different

resonance modes [49], introducing T-shaped stub [50], loaded stripline [51], and a stepped

slotline [52], employing a dielectric loaded structure in a microstrip antenna [53], combining

a parasitic element with etched slot line [54]–[56].

Except for the mentioned techniques, etching out a wide slot from the ground plane is an

attractive and commonly exploited method to improve the bandwidth of the antenna. Various

kinds of wide slots etched out from microstrip patch fed by a coplanar waveguide, or mi-

crostrip line have been proposed in the literature. Bandwidth enhancement has been achieved

by employing a wide rectangular slot [57], or different slot shapes like triangle or semi-circle

[58]-[60].

It is noticed worthy; aforementioned conventional wide slot antennas have achieved a good

impedance bandwidth at around the frequency band from 1.8 to 2.5 GHz. Since the dimen-

sions of the antenna profoundly depend on the operation frequency, their overall dimensions

change in the range of 85×85 mm to 110×110 mm for the frequency band from 1.8 to 2.5

GHz. However, it might be required to keep the antenna size as small as possible so that it can

be conveniently assembled with a wireless sensor platform. Therefore, in order to widen the

bandwidth of an antenna while maintaining the size of it, fractal geometry has emerged as a

convenient way. Since the space-filling property renders size reduction and the self-similarity

property of fractal geometries leads to a broadband or multi-band performance.

In this work, to realize a compact receiver antenna with an agreeable gain, radiation pattern,

and dual-polarization over the frequency band, a fractal shape slot is etched out from the

antenna ground plane and then the proposed fractal antenna is implemented on a substrate,

and finally, the performance of the antenna is verified with the measurements.

3.2 Design Flow for the Fractal Antenna

The steps to success in creating a practical and efficient energy harvester antenna on a sub-

strate are shown in Figure 3.1. The systematic flow of the fractal antenna design will be

explained in shortly as includes:

1. Design Initials:
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Method of
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Optimization
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Layout im-
plementation
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Figure 3.1: Illustration of the design flow for the fractal antenna.
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Design initials for the antenna design refer to the substrate and the operating frequency of

the energy harvesting antenna. Microstrip antennas can be implemented on a various type of

substrates, and their dielectric constants mostly vary in the range of 2.2 6 (ϵr) 6 12. Selection

of the substrate plays an essential role in the performance of the microstrip antenna, a good

performance from the antenna can be achieved when the substrate is thick having a relatively

lower dielectric constant, in the lower edge of the given range. The implementation of the

microstrip patch on such substrate provides a good radiation efficiency, wider bandwidth, and

further bound fields are restricted loosely for radiation into space; however, such a substrate is

penalized with giving a larger microstrip patch size. In addition to this, thin substrates having

relatively high dielectric constants feature smaller patch size at the expense of low radiation

efficiency, less bandwidth and closely bound fields, which is more suitable for the microwave

circuit in which the radiation from the circuitry is undesired [61].

Due to the fact that the energy harvesting antennas are commonly integrated with the recti-

fier circuitry, both the antenna and the microwave circuit performance should be compromised

to ensure an agreeable performance from the energy harvester (rectenna). In this design,

Rogers-4003 is selected as a substrate for the proposed fractal antenna. It has a height (h) of

0.8 mm and relative dielectric constant (ϵr ) of 3.8 and loss tangent (δ) of 0.0035.

2. Method of analysis:

The development of analytical models to acquire a better insight into the performance of

the microstrip antenna is an essential step for the design. There are different kinds of analysis

method for the patch antennas, the methods which are mostly followed for the realization of

the microstrip antennas are given as [61]:

1. Transmission Line Model

2. Cavity Model

3. Full Wave Models

The Transmission Line Model is the simplest model compared to the other models, and

it provides a possible physical understanding however whose accuracy is less than the other

methods. There is an alternative to the transmission line model which is the Cavity Model, it

can also be exploited to obtain more accurate results. In addition to a good physical under-

standing; however, it is somewhat complicated. Moreover, The Full Wave Models are more

confident, very sophisticated, and they can be utilized for the analysis of arbitrary shapes or

single patch elements, infinite and finite antenna arrays, and coupling. Even they feature more

certain results for the radiation pattern of the microstrip antenna, they suffer from complexity
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Figure 3.2: Geometry of the well- known fractal shapes [63].

and giving less physical insight [61].

In this design, the cavity model is selected, therefore in the next section, the cavity model

is briefly explained so as to obtain the physical dimensions of the proposed antenna initially.

3. Determination of a fractal shape:

The locution of the fractal antecedently coined by a well-known mathematician "Benoit

Mandelbrot," the meaning of the fractal term is used to break and to create a family of irregular

or regular fragments. The complex, self-similar, and convoluted geometries (or patterns) in

the nature such as mountains, leaves, trees, snowflakes, clouds, the boundary of cauliflower

shape are delineated by using fractal theory [62].

The fractal shapes have been adopted in many areas of engineering and science, one of such

branches is electromagnetic engineering. The combination of a fractal shape and electromag-

netic theory has attracted attention and led to a several class of scattering, propagation, and

radiation from the fractal boundaries which have been still investigating to realize new and

promising design schemes for a wide variety of applications. There are some applications in

electromagnetic in which fractal theory is exploited such as fractal frequency selective sur-

faces and filters, fractal electromagnetic band gap structures and high impedance surfaces,

19



and fractal antenna elements. Recently, the features of a fractal shape such as space filling

and self-similarity have gained a lot of attention. The unique properties of the fractal shapes

can render an antenna with either wide-band operation and compact size, and further, they

can enhance the directivity and gain of an antenna [63].

The well-known fractal shapes mostly exploited in the realization of the antenna design are

shown in Figure.3.2. Except for those shapes, a tremendous number of fractal geometries can

be generated by using unique features of a fractal shape. However, complicated and convo-

luted shapes may be a restriction for the fabrication of the antenna. Milling/cutter machines

might not be precise while cutting very complex fractal shapes, and a failure in a fractal shape

on antenna may result in degradation in the antenna characteristics such as input impedance

bandwidth, radiation pattern.

In this design, by considering the fabrication of the antenna with the milling machine, a

fractal shape is proposed which is initially similar to the Minkowski fractal.

4. Simulation: As it is mentioned previously, to acquire a better understanding of the

radiation mechanism of the microstrip antenna, commercially available Momentum 3D Planar

EM Simulator from the Keysight Technologies which combines full-wave and quasi-static EM

solvers is utilized.

5. Layout implementation and measurements: LPKF ProtoMat Milling Machine is used to

implement the proposed antenna on Rogers-4003C (PCB board). The reflection characteristic

is measured by a R&S ZVB8 Vector Network Analyzer. Both far-field pattern and gain of the

proposed antenna are measured in an anechoic chamber.

6. Optimization: Since there is no accurate formula for the realization of the antenna with

a fractal shape, therefore optimization is an essential part of the design flow starting from

the simulation step. Optimization of each length & width of the dimension of the microstrip

antenna have been carried out by means of ADS EM solver from Keysight Technologies.

3.3 Fractal Antenna Design

3.3.1 Cavity Model- Determination of the Structure of the Antenna

Microstrip antennas conventionally consist of a metallic patch at the top, a ground plane at

the bottom, and a dielectric substrate at between the patch and the ground plane as it is shown

in Figure.3.3.(a). Since the dielectric substrate is bounded by electric conductors above and

below, microstrip antennas resemble dielectric-loaded cavity. Therefore, the cavity model
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(a) (b)

Figure 3.3: (a) The side view of the microstrip patch antenna (b) The top view of the mi-
crostrip patch antenna.

approximation is exploited to evaluate the configuration of the normalized fields within the

dielectric and the electric conductor. However, if the microstrip antenna is treated as a lossless

cavity, it can not radiate into space. Therefore, in order to make the dielectric-loaded cavity

representing an antenna, it is treated as a lossy cavity. Conduction (Rr) and radiation resis-

tances (RL) are taken into account for the determination of the input impedance of the antenna

to make the microstrip antenna similar to a lossy cavity. Furthermore, the microstrip antenna

possesses an effective loss tangent, δe f f and a quality factor, Q (δe f f=1/Q) representing the

loss mechanism [61].

For the cavity shown in Figure 3.3.(b) which has the bottom and top walls are perfect elec-

tric conductor in which the tangential electric fields vanish. In the same manner, the four side

walls along the perimeter of the cavity are treated as a magnetic wall, and the tangential mag-

netic fields vanish along the side walls. Besides, the given model for the cavity is considered

while modeling the rectangular microstrip antenna so as to describe the field configurations.

Since the height of the substrate is less than a wavelength within the dielectric region,( h «

λg), the only T Mz field configuration is supported within the cavity [61].

The electric and magnetic field configurations within the cavity shown in Figure 3.3.(b) are

associated with the vector potential function, Az which must satisfy Helmholtz’s (or homoge-

neous vector wave) equation of [61]
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(a) (b)

Figure 3.4: The representative illustration of (a) a unidirectional radiation pattern (b) a bidi-
rectional radiation pattern.

∇2Ax + k2Ax = 0 (3.1)

Both the electric and magnetic field configurations within the cavity can be evaluated with

the vector potential function and then corresponding wave numbers and the resonant frequen-

cies of the corresponding T Mz mode can be determined by the boundary conditions. If the

boundary conditions are considered for the plane configuration shown in Figure 3.3.(b), the

final form of the resonant frequencies for the T Mz mode of the cavity are written as [61]

( fr)mnp =
1

2π
√
µϵ

√
(
mπ
h

)2 + (
nπ
L

)2 + (
pπ
W

)2 (3.2)

The four sidewalls of the microstrip patch antenna as shown in Figure 3.3.(b) are char-

acterized as four narrow slots (apertures) in which the fields mainly radiate from each slot.

By using the Hygen’s principles (the equivalence principle), the equivalent magnetic current

density Ms and the equivalent electric current density Js can be written as given [61]

Ms = −n⃗ × E (3.3)

Js = n⃗ × H (3.4)

In general, the radiation from the slots arises due to the presence of both the magnetic

currents and electric current, alternatively, either the magnetic current or electric current on
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(a)

(b)

Figure 3.5: The geometry of a dielectric slab waveguide (a) top view (b) side view.

the boundary of the slots [64] as shown in Figure 3.3.(b). In both cases, if the current densities

are the phase reversal along the corresponding slot, the broadside radiation pattern is formed

in both principal E- plane and H- plane as indicated in Figure 3.4.(a). Since the presence of

the ground plane on the other side of the radiating slots, a unidirectional radiation pattern can

be realized only one side of the antenna plane (Refer to Figure 3.4.(a)). Since RF signals may

be required to be received from both sides of the antenna, for the energy harvesting antenna,

the formation of a radiation pattern is mostly desired to be similar to a bi-directional radiation

pattern as shown in Figure 3.4.(b). Therefore a dielectric covered ground plane is chosen as

an initial geometry of the proposed antenna to achieve a bi-directional radiation pattern. The

geometry of the dielectric covered ground plane is shown in Figure 3.5.
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The grounded dielectric slab consists of a semi-infinite ground plane and a dielectric which

is known as Surface wave antenna or dielectric radiator. As shown in Figure 3.5.(a), the

surface waves propagate along the ground plane without radiation into space, and then they

diffract from the edge of the ground plane. However, if a traveling surface wave along the

dielectric slab is disturbed with a discontinuity, it can be configured into a radiated space

wave (Refer to Figure 3.5.(b)) [65], [67]. In order to acquire a better insight, first of all, a

truncated grounded dielectric slab shown in Figure 3.5.(b) is examined. A lossless dielectric

material with a thickness of h and dielectric permittivity of ϵr is covered uniformly with

a flat ground plane that is placed at only one side of the dielectric. By considering given

rectangular coordinate system which is introduced to the dielectric slab as shown in Figure

3.5.(b), it is assumed that the semi-infinite dielectric coated ground plane is excited by an

invariant source creating only an incident electric field along ∓z direction. Therefore it is

assumed that the waves are propagating only ∓z direction. Besides, to simplify the analysis

into a two dimension, it is considered that there is no variation at the direction of ∓x (length

in the direction of x is infinite). Therefore, T Mz field configuration is considered inside the

dielectric slab waveguide [66].

The electric and magnetic field distribution within and outside dielectric slab can be found

through vector potential function Az. The corresponding Az given in detailed in [66] is solved

by enforcing the boundary conditions that (according to the continuity of the tangential elec-

tric and magnetic field) can be summarized and written as Ex = Hy = Hz = 0.

From the solution of the Az, the cutoff frequency for a T Mz
m mode given as [66]

fc(m) =
m

4h
√
µrϵr − µ0ϵ0

m = 0, 2, 4... (3.5)

It is apparent that the cutoff frequency of a mode depends on height of the dielectric slab

and its electrical constitutive parameters.

From the solution of the Az, an impedance of the dielectric slab can be evaluated as given

[66]

Z−y = − Ez

Hx
(3.6)

It is apparent from (3.6), the impedance of the dielectric slab is inductive which shows that

T Mz mode surface waves are supported by inductive surface [66].

Since the dielectric slab supports surface wave propagation and conventional plane surface
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waves do not radiate along the constant surface reactance [67] until they reach to end of the

ground plane. Therefore to obtain radiation from the dielectric slab, the magnetic field along

the direction of ∓x can be varied.

It is apparent that by varying the magnetic field Hx along the direction of ∓x (Refer to

Figure 3.5.(b)) includes two contributions;

1) The surface current JG due to the magnetic field can be disturbed, and then plane surface

waves can be transformed into radiated space waves at the boundary of the discontinuities.

2) The impedance/reactance of the dielectric slab can be controlled (Refer to equation 3.6)

by altering the stored magnetic and electric energies. As a result of this, the resonance fre-

quency of the cavity can also be adjusted.

It is aimed to ensure the formation of bi-directional radiation from the dielectric slab, a wide

slot as shown in Figure 3.5.(b) is introduced on the ground plane. The wide slot is excited by

the surface waves, and the slots edges (boundaries) create a discontinuity as shown in Figure

3.5.(b) resulting in radiation from the slots similar to the radiating slots of the rectangular

microstrip patch antenna. However, on the contrary to the conventional rectangular microstrip

antenna, since one side of the radiated slots is covered with air and the other side of it is

coated by both a dielectric and air, a bi-directional radiation pattern can be obtained from the

grounded dielectric slab with a wide slot on the ground plane.

In addition to the bi-directional radiation pattern formed by a wide slot, the resonance

frequency and correspondingly Q-factor of the cavity can be varied with additional slots on

the ground plane which alters the electric current of JG along the direction of ∓x.

The effect of the slots on the resonant frequency and the Q-factor of the dielectric slab can

be explained by the perturbation of the cavity wall. In the light of the knowledge given in [68],

it is assumed that Figure 3.6.(b) represents a resonant cavity formed by a conductor covering

S and enclosing the loss-free region τ. Figure 3.6.(c) shows that a deformation on the original

cavity and a conductor covers S ′ = S − ∆S and encloses τ′ = τ − ∆τ.

It is assumed that E0, H0 and ω0 represent the fields and the resonant frequency of the

unperturbed cavity (original cavity, Refer to Figure 3.6.(b)) and Ep, Hp and ωp are the the

fields and the resonant frequency of the perturbed cavity as shown in Figure 3.6.(c).

The fractional change in the resonant frequency due to the change in the cavity wall is

expressed as [68]
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(a) (b)

(c)

Figure 3.6: The geometry of a (a) dielectric slab waveguide without slot (b) dielectric slab
waveguide with slot (a resonant cavity) (c) dielectric slab waveguide with slot and deformation
(a perpetuated resonant cavity).
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ωp − ω0

ω0
�

#
∆τ

(µ|H0|2 − ϵ|E0|2) dτ#
τ
(µ|H0|2 + ϵ|E0|2) dτ

(3.7)

It is assumed that the denominator of (3.7) indicates the total energy stored due to the

presence of the magnetic and electric fields, and the numerator represents the removed electric

and magnetic energy by the perturbation. Therefore, if ∆τ is small, equation of (3.7) can be

expressed in term of the stored and removed energies as follows [68]

ωp − ω0

ω0
�
∆Wm − ∆We

∆Wm + ∆We
(3.8)

It is apparent from the equations of (3.7)-(3.8), the resonance frequency of such cavity and

correspondingly Q-factor may either decrease and increase depending on the position of the

cavity perturbation and the geometry of the cavity [68].

In the scope of this work, it is accepted that a fractal shape-slot (the region τ′ shown in

Figure 3.6.(c)) is small compared to the unperturbed cavity (refer to Figure 3.6.(b) and refer

to Figure 3.8 (a)-(d)) and hence, it can create a self-similar perturbation on the cavity walls,

therefore a fractal shape-slot alters the stored magnetic and electric energies in the cavity.

Therefore, the fractal-slot is introduced on the ground plane of the dielectric slab fed by a

microstrip line to obtain bi-directional radiation pattern and to control the resonance frequency

and also Q-factor of the antenna as targeting to increase the input impedance BW of the

antenna without increasing the antenna size.

In this work, a slot antenna, which is a dielectric slab with a slot on the ground plane and

excited by a feed line as shown in Figure 3.8.(a), is selected. Although there are many meth-

ods of feeding a microstrip antenna such as open-ended microstrip line, coaxial probe, and

proximity coupling [64], [61], in the design of the proposed antenna, open-ended microstrip

is selected as a feed line to eliminate the solder on the copper patch which may disrupt the ra-

diation characteristics of the patch antenna. As it is depicted in Figure 3.8.(a), the open-ended

microstrip line is attached to the opposite side of the ground plane in which the slot is etched

out from the ground plane.

3.3.2 Construction of the Fractal Shape

A various kind of structure based on classical fractals such as Hilbert Curve, Sierpinski Car-

pet, Koch Curve or irregular shapes also called randomness in fractal such as Random Koch

Island, Modified Sierpinski Gasket can be constructed by employing some important proper-
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Table 3.1: Self-similarity dimension of the proposed fractal geometry in this work

Fractal Shape (s) or (IF) (a) or (IO) Self Similar Dimension, D
Based on Minkowski fractal 1/3 2 0.631

ties of the fractal shapes as includes [69]:

1. The self-similarity of a fractal shape can be characterized by two factors;

i. The iteration factor (IF) or the scale factor (s) indicates the how much the original (base,

zeroth iteration) is scaled in two dimensions.

ii. The iteration order (IO) or the number of self-similar copies (a) describes how many

repetition is performed to constitute a fractal shape.

2. The fractional dimension of the fractal geometries, there are several notations such as

self-similarity dimension, compass dimension (also called divider dimension), box-counting

dimension, Hausdorff’s Dimension. More generally, for a self-similar fractal geometry, the

self-similar dimension can be expressed in terms of the number of self-similar copies and the

scale factor as given [62]

D =
log a

log( 1
s )

(3.9)

Table 3.1 summarizes the scale factor (s), the number of self-similar copies (a), and Haus-

dorff’s Dimension which are selected for the realization of the proposed fractal geometry in

this work.

3.Iterated Function Systems (IFS) can be denoted as a language of fractals [69]. Iterated

function systems (IFS) delineate a thoroughly versatile method which is conveniently ex-

ploited to generate a wide variety of fractal geometries. The Iterated Function System is

defined by a series of Affine Transformation, w, which is expressed in a matrix form given as

[69]

w

xy
 =
a b

c d


xy
 +
ef
 (3.10)

or equivalent by

w(x, y) = (ax + by + e, cx + dy + f ) (3.11)

The affine transformation, w is controlled by six parameters of a, b, c, d, e, and f which are
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real numbers. The parameters of a, b, c, and d control the rotation and scaling whereas, e and

f determine the linear translation in two dimensions.

By considering wn, n = 1, 2, 3...,N be a set of affine transformations given in (3.10), and A0

be the initial geometry (image). The customization of this set of affine transformations on the

initial geometry produces a set of self-similar copies, (wn(A0), n = 1, 2, 3, ...,N).

As a final step, the creation of a new geometry is realized by collecting all the scaled,

and iterated images result in w1(A0)
∪

w2(A0)
∪

w3(A0)...
∪

wN(A0) set of intersection can be

represented by

W(A) =
i=n∪
i=1

wn(An), (3.12)

where W is called as the Hutchinson Operator, any of a fractal image can be carved out by

recurrently applying W to the previous image.

For example, if the set A0 indicates the initial geometry, then subset A can be given in the

following way

A1 = W(A0), A2 = W(A1), A3 = W(A2)..., Ak+1 = W(Ak) (3.13)

An IFS produces an array which converges a final image A∞ which is denominated as the

attractor of the IFS [69].

Figure 3.7 illustrates the Iteration Function System modality for the generating of the pro-

posed fractal shape. In this case, A0 indicates the initial geometry which is a unit length.

As a first step, the five linear transformations are attached to form the first iteration (1st) of

the proposed fractal shape, which is similar to the Minkowski fractal. As a next step, the

second iteration (2nd) of the proposed fractal shape is attained through six different affine

transformations which are applied to A1. It is important to notice that since the applied affine

transformations are different from each other for both A1 and A2, the proposed fractal shape

can be defined as "Randomness" in fractal geometry [62].

3.3.3 Antenna Configuration with the Proposed Fractal Shape

Figure 3.8 depicts the geometry of the proposed fractal-slotted antenna. An open-ended 50 Ω

micro-strip transmission line having dimensions of L f eed × W f eed in xy-plane is selected to

excite the proposed antenna and attached to the opposite side of the substrate. Besides, the

location of the feed line is symmetrically arranged with respect to (x-axis) the centerline of the
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Figure 3.7: The iterated function system (IFS) for the proposed fractal geometry.
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fractal shaped slot for each iteration. Since the length of the feed line profoundly affects the

excitation of the slots correspondingly both the current distribution and resonant frequency,

the length of feed line initially is selected as L f eed= (LG + LS MA) / 2.

The dimensions of the ground plane are approximately selected related to both the dimen-

sions of the zeroth iteration having length and width of L0th × W0th in xy-plane and the It-

eration factor (IO). Initially, the length and width of the of the ground plane are decided as

LG= 1/ (IO)× L0th= 3×L0th and WG= 1/ (IO) × W0th= 3×W0th, respectively as shown in Fig-

ure 3.8.(a). Furthermore, instead of extending the length of ground plane in the direction of

+x-axis to the end of the substrate to meet with the feeding line, suitable dimensions of LS MA

× WS MA are selected and optimized in order to mount the SubMiniature version A (SMA)

connector easily (Refer to Figure 3.8.(a)).

As it is mentioned in the previous section, when the ground plane is excited with the elec-

tric field along the x-axis, the surface waves propagate along the ground plane without any

disturbance. However, it is expected that after the slots are etched out from the ground plane,

the surface current distribution mainly concentrates on the boundary of the slots, and hence

the dimensions of the slot (L0th ×W0th, zeroth iteration) profoundly determine the surface cur-

rent distribution (field configuration) and correspondingly the resonant frequency. In order to

determine the resonance frequency after the slots are removed (zeroth iteration), it is assumed

that the field configurations (modes) along the slots shown in Figure 3.8.(a) are similar to the

field configurations along the sides (perimeter) of the rectangular patch antenna. Therefore, to

approximate the dimensions of L0th and W0th and to attain the dominant mode with the lowest

resonance frequency, the equation given by [61] for the evaluation of the resonant frequencies

of the cavity is used. For the plane configuration shown in Figure 3.8.(a) the formula can be

rewritten as

( fr)mnp =
1

2π
√
µϵ

√
(
mπ
L

)2 + (
nπ
W

)2 + (
pπ
h

)2 (3.14)

As given in [61], if L>W>h, the dominant mode is the T Mz
100 for the plane configuration

as shown in Figure 3.8.(a). In this case, the half-cycle field variation ( the half wavelength

variation ) is observed along the slot of L0th, and since the half-cycle field variation creates the

current density with the same magnitude but having opposite direction, the slots along the L0th

are accepted as non-radiating slots. On the contrary to this, since there is no field variation

along the slots of W0th, the current densities along the W0th have the same magnitude and the

same phase resulting in the far-field radiation. Under this condition, the resonant frequency is
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(a) (b)

(c) (d)

Figure 3.8: (a) The side and top view of the zeroth iteration (b) The top view of the first
iteration (c) The top view of the second iteration (d) The top view of the second iteration with
⊔-shaped slot.
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evaluated as given

( fr)010 =
v0

2L
√
ϵr

(3.15)

On the other hand, if W>L>h, the dominant mode is the T Mz
010 for the plane configuration

as shown in Figure 3.8.(a). In this case, the half-cycle field variation ( the half wavelength

variation ) is observed along the slot W0th, and since the half-cycle field variation creates the

current density with the same magnitude, but opposite direction, the slots along the W0th are

accepted as non-radiating slots. On the contrary to this, since there is no field variation along

the slots of L0th, the current densities along the L0th have the same magnitude and the same

phase corresponding to the far-field radiation. Under this condition, the resonant frequency is

evaluated as given

( fr)001 =
v0

2W
√
ϵr

(3.16)

It can be seen from equations of (3.15)-(3.16), the half wavelength variation along the one

dimension of the slots (along L0th or W0th) is required to obtain a resonant at the corresponding

frequency, whereas the radiation is mainly due to the other dimension in which there is no field

variation along the corresponding dimension.

In the determination of the radiating and the non-radiating slots ( L0th and W0th) for the

zeroth iteration, the feed line position is first considered. Since the location of the feed line is

centered at along the W0th as shown in Figure 3.8, the distributed fields along the W0th and the

feed line may create interference which may result in the degradation in the far-field radiation

pattern. Therefore, in order to avoid any interference, and to obtain a broadside radiation

pattern, it is aimed to form radiation from the slots along the L0th as shown in Figure. 3.8

(a) and hence the case of W>L>h is considered. In this case, it is accepted that the mode of

T Mz
010 along the proposed slots (zeroth iteration) is excited and hence the current densities

along the slots of L0th (in both the principal H- and E- plane) mainly contribute the far-field

radiation.

As it is shown in Figure 3.9, as the number of IO increases since the electrical length

increases seen by the surface current, and hence it is expected that the first resonance fre-

quency due to the zeroth iteration shifts towards to the lower frequency side of the frequency

spectrum. Furthermore, the length of each slot after the corresponding iteration can be ap-

proximately adjusted as λg/2 at the frequencies of interest (1.8, 2.1, and 2.45 GHz) to obtain
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Figure 3.9: The implementation of the fractal geometry in the antenna.

distinct resonants by employing the fractal shape.

By considering both cases, first of all, the dimensions of the initial slot (zeroth iteration) are

approximated by targeting to obtain a first resonant at the frequency band of 2.6-2.75 GHz. In

order to attain the resonant frequency at around 2.6-2.75 GHz, the equation of (3.16) is used

to determine both W0th and L0th, whose values are initially selected as 30 mm and 25 mm,

respectively.

After the determination of dimensions of the initial slot (zeroth iteration), the first and the

second iterations are employed to the antenna as shown in Figure 3.8.(b) and Figure 3.8.(c),

respectively. As it is depicted in Figure 3.8.(d), the ⊔-shaped slot is etched out from the part

of SMA connector to improve the return loss of the antenna over the desired frequency band

from 1.8 to 2.5 GHz.

After many optimizations and trials, to acquire the best return loss, a reasonably stable

radiation pattern and an agreeable gain from the proposed fractal-shaped slot antenna, all the

parameters are optimized as given in Table 3.2. After the determination of the dimensions

in the simulation, the proposed antenna is implemented on the Roger4003c substrate, Figure

3.10 indicates the fabricated prototypes of the proposed antenna for each iteration.

It should be noticed that as the iteration order increases both the structure of the proposed

fractal shape and the realizable dimensions of the higher iterations become quite complicated,

and further the fabrication of the antenna with the milling machine becomes more challenging

therefore the iteration order is kept in the second order with the dimensions given in Table 3.1.

In the next sections, both the effect of the fractal-shaped slot and ⊔-shaped slot on the

performance of the antenna regarding bandwidth, return loss and radiation pattern will be

discussed.
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(a) (b)

(c) (d)

(e)

Figure 3.10: The fabricated prototypes of the antenna with the proposed fractal-shaped, top
view of the (a) Zeroth iteration (b) First iteration (c) Second iteration (d) Second iteration
with ⊔-shaped slot (e) back side view of the antenna.
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Table 3.2: Optimized parameter values for the proposed fractal slotted antenna.

Parameter Value (mm)
WG 76.99
LG 47.45

W f eed 1.65
L f eed 46.36
W0th 27.25
L0th 22.20
Wslot 1.65
Lslot 9.53

WS MA 1.65
LS MA 16.77

3.4 Performance Evaluation of the Proposed Fractal Antenna

3.4.1 Return Loss Evaluation

After the proposed fractal shape has been embodied into the antenna, both the simulated

and the measured reflection coefficient (S 11) for the different iteration orders are given in

Figure 3.11.(a) and Figure3.11.(b), respectively. In addition to this, the Smith Chart plots

are provided as shown in Figure 3.11.(c) and Figure 3.11.(d) to observe the effect of iteration

orders on the input impedance of the proposed antenna.

For the zero (0th) iteration, it can be observed from Figure 3.11.(a) and Figure 3.11.(b), the

lateral length of W0th determines the initial resonance frequency. W0th has the dimension of

27 mm, which is approximately required length for the half wavelength variation (λg/2) for

the surface current to generate a resonant at between the frequencies of 2.6-2.8 GHz. The first

resonant frequency after the zeroth iteration is achieved and recorded as fr1,0th(simu.)=2.75 GHz

and fr1,0th(meas.)= 2.85 GHz from the simulation and the measurement results, respectively.

After the first iteration (1st), as the IO increases, the first resonance ( fr1,0th) frequency

slightly shifts towards the lower side of the frequency spectrum. And then, after the first

iteration, the new resonance frequencies can be observed. The first resonance frequency is

recorded as fr1,1st(meas.)= 2.32 GHz, fr1,1st(simu.)= 2.28 GHz from the measurement and the

simulation results, respectively. At the same time, the second resonant occurs at the frequency

of fr2,1st(meas.)= 3.83 GHz which can be observed from the measurement result whereas the

second resonant is barely observed from the simulation result. Nevertheless, the simulated

S 11 for the second resonance frequency is less than -7 dBm at the frequency of fr2,1st(simu.)=
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3.77 GHz, which is very close to the measurement result. Furthermore, according to the mea-

surement results, after the first iteration, the difference between the first ( fr1,1st(meas.)) and the

second ( fr2,1st(meas.)) resonance frequency is less than one octave.

It is worth to notice that as the IO increases form the zero (0th) iteration to the first iteration

(1st), the first measured resonance frequency after the zeroth iteration decreases by 17.1%. At

the same time, the lateral length (W0th) of the fractal shape increases by 35.6% as the IO order

increases from the zero (0th) iteration to the first iteration (1st).

Besides, the ratio between the resonance frequencies can be defined as

r =
frn,IO

frn+1,IO
n = 1, 2... (3.17)

where frn,IO is the first resonance and frn+1,IO is the second resonance at the corresponding

IO.

So, using (3.17), the ratio between the resonance frequencies of the first iteration can be

expressed as r =
fr1,1st(meas.)

fr2,1st(meas.)
and it is found as r= 0.605.

After the second iteration (2nd), as the IO increases, both the first and second resonance fre-

quencies, established in the first iteration, relocate to the lower side of the frequency spectrum

as shown in Figure 3.11. There is an interesting observation of the frequency displacement

after the second iteration, as seen in Figure 3.11, the second resonance frequency in the 1st

iteration rapidly shifts towards the lower side of the frequency spectrum, so the second res-

onance for the 2nd iteration is established in the frequency band of interest (shown in Figure

3.11, green encircled rectangle). The first resonance frequency in the 2nd iteration is recorded

as fr1,2nd(meas.)= 1.93 GHz, fr1,2nd(simu.)= 1.82 GHz. And the second resonance in the 2nd

iteration is given as fr2,2nd(meas.)= 2.57 GHz, fr2,2nd(simu.)= 2.62 GHz.

Furthermore, as the IO increases form the first (1st) iteration to the second iteration (2nd),

the first and second resonance frequencies, established in the 1st iteration, drops by 16.8%

and 32.9%, respectively. At the same time, the lateral length of the fractal shape (after the 2nd

iteration) increases by 50.6% when the similarity dimension of the fractal is 0.631. Similarly

to the first iteration results, the difference between the fr1,2nd and fr2,2nd is less than one octave

in both the simulation and the measurement results. Moreover, using (3.17) the ratio between

the resonance frequencies of the second iteration can be expressed r =
fr1,2nd(meas.)

fr2,2nd(meas.)
and it is

given as r= 0.751.

As it can be seen from the simulated result of the second iteration without ⊔-shape slot,

the return loss varies in the range of -15 to-20 dBm over the frequency band from 2 GHz
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(a) (b)

(c) (d)

Figure 3.11: (a) The simulated results of 0th & 1st & 2nd Iteration without ⊔-shaped slot in
Fed-Line and & 2nd Iteration with ⊔-shaped slot in Fed-Line (b) The measured results of 0th

& 1st & 2nd Iteration without ⊔-shaped slot in Fed-Line and & 2nd Iteration with ⊔-shape slot
in Fed-Line (c) Simulated input impedance of the antenna on Smith chart (d) Measured input
impedance of the antenna on Smith chart.
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to 2.4 GHz. As it is assumed that the return loss in the simulation may go up to the -10

dBm in the practical measurement, it is aimed to bring down the S 11 below the - 20 dBm.

Therefore, ⊔-shape slot has been etched out from the feed-line part of the ground plane (SMA

part) as shown in Figure.3.8.(d) so as to improve the magnitude of reflection coefficient over

the entire frequency band of 1.8 - 2.5 GHz. As it is observed from the input impedance of

the antenna (refer to Figure 3.11 (c)), it posses inductive reactance at the frequency band of

interest. Therefore, a narrow ⊔-shape slot is selected yielding capacitive reactance, so that it

can alleviate the inductive reactance of the proposed antenna over the frequency band from 1.8

- 2.5 GHz. So then, it brings the input impedance of the antenna very close to the center of the

SC over the desired frequency band. As it is observed from both simulation and measurement

results, show in Figure 3.11 (a)-(d), a simple ⊔-shape slot enhances the capacitive coupling

between the feed line and the fractal geometry resulting in improvement in S 11.

In the light of the reflection coefficient results, the resonance frequency lowering phe-

nomenon of the fractal shape is acquired. Moreover, in the scope of this work, the resonance

frequency ratios (r=0.605 from the 1st iteration, r= 0.751 from the 2nd iteration ) are found as

closely to the self similar dimension (D = 0.631) of the proposed fractal shape.

In addition to the resonance frequency lowering feature of the fractal shape, in order to

investigate the effect of the fractal shaped-slot on the antenna bandwidth, both the Impedance

Bandwidth (IBW) and the Fractional Bandwidth (FBW) of the antenna are calculated for

different iteration orders by using well-known formula as given

fc =
f1 + f2

2
(3.18)

IBW = f2 − f1 (3.19)

FBW =
IBW

fc
∗ 100 (3.20)

where f1 and f2 represent the frequencies which are taken for a target S11 = -10 dB, and

also fc is the center frequency. The corresponding simulated and the measured results for the

both IBW and FBW are listed in Table 3.3.

As it is observed from the Table 3.3, both the simulated and measured results show that as

the IO increases, both IBW and FBW of the antenna enhance. The measured results demon-

strate that the antenna with 2nd iteration without ⊔-shaped slot has IBW as large as 1205 MHz
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Table 3.3: Summarized results for both the impedance bandwidth (IBW) and fractional band-
width (FBW) of the antenna

Antenna with IO f1(MHz)
S imu. Meas.

f2(MHz)
S imu. Meas.

IBW (MHz)
S imu. Meas.

FBW(%)
S imu. Meas.

0thite. 2656 2660 2852 3085 196 419 7.11 14.4
1stite. 2086

(Lower)
−

(Upper)
2225

(Lower)
3580

(Upper)
2561

(Lower)
−

(Upper)
2545

(Lower)
3995

(Upper)
475

(Lower) (Upper)
− 320

(Lower)
415

(Upper)
20.4

(Lower) (Upper)
− 13.4

(Lower)
11

(Upper)
2ndite.witohut ⊔ −slot 1681 1885 2981 3090 1300 1205 55.8 48.4

2ndite.with ⊔ −slot 1666 1790 3061 2930 1395 1140 59.1 48.3

or FBW of 48.4% whereas the antenna with 2nd iteration with ⊔-shaped slot posses IBW of

1140 MHz and FBW of 48.3%. As it can be seen from the measured results, the effect of

the ⊔-shaped slot on IBW is negligible since both the antenna before and after the ⊔-shaped

slot feature same FBW. In addition to this, since the FBW is accepted as a criterion indicating

whether antenna has a wide-band operation or not, the proposed antenna with the FBW of

48.3% can be categorized as a broadband antenna.

At that point, it is important to notice that as the physical dimensions of the antenna depend

on the operating frequency and permittivity of the substrate and also the frequencies taken

as targeting S 11 = −10 dB differ from one design to another, the comparison of for the

compactness of the antenna with respect to the bandwidth may not be fair. Therefore, in

order to make equitable comparisons, the bandwidth dimension ratio (BDR) is defined in

ultra-wideband/super-wideband (UWB/SWB) antenna design. BDR ratio indicates that “how

much operating bandwidth (in percentage) can be provided per electrical area unit” and it can

be evaluated as [59]

BDR =
IBW

λwidth × λlength
(3.21)

where the λwithd and λlength are the wavelength of the lower-end operating frequency which

is taken as a target S 11 = −10 dB. And the unit of BDR is %/ λ2.

Although the proposed antenna is not categorized as an ultrawideband antenna, it can be

accepted as a wide-band antenna. In addition, since the self-similarity feature of the fractal

shape is exploited to reduce the size of the antenna especially along the length, BDR ratio can

be pointed out. The proposed antenna has the BDR ratio of 103.56 (%/ λ2) when the electrical

dimensions of the proposed antenna is 0.53λwidth × 0.88λlength.

Furthermore, as it is noted in the previous section since the fractal shape on the ground

plane profoundly alters the stored magnetic and electric energy inside the dielectric-loaded

cavity, the Q-factor of the cavity is expected to change with the fractal shape perturbation.

The gradual decrease in the Q-factor can be observed by looking at the measured Smith Chart
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results (refer to Figure 3.11 (d). The measurement results have verified that as the IO in-

creases, the resonance loops on the SC get tighter and approach to the low Q-circle on SC.

As a result of this, fractal shape yields a gradual decrease in the Q-factor of the resonance

resulting in an agreeable enhancement for the IBW (or FBW) of the antenna.

Ultimately it can be seen from the return loss results, the BW enhancement phenomenon

of the proposed fractal shaped-slot has been verified with the measurements. Furthermore,

the operating frequency of the proposed antenna is significantly improved, and the aim for

covering all the frequency bands starting from 1800/1900 MHz, 2.1 GHz, 2.4 GHz, 2.45 GHz

corresponding to standards like GSM, UMTS, ISM, WLAN, respectively is achieved. As the

return loss of the antenna only describes the matching condition of the antenna with the feed

line, the electromagnetic behavior of the antenna is also examined to acquire a better insight.

Therefore, in the next section, the electromagnetic characteristics of the antenna such as gain,

radiation pattern, and surface current distribution will be explored.

3.4.2 Gain, Surface Current Distribution and Radiation Pattern Evaluation

Both the radiation pattern and the gain measurement of the antenna are carried out at the

frequencies of 1800 MHz, 2100 MHz, and 2450 MHz in the anechoic chamber. The setup

for the gain measurement is shown in Figure 3.12. Rohde & Schwarz HF906 Double-Ridged

Waveguide Horn Antenna is used as a Transmitter antenna (Tx), and the proposed fractal

slotted microstrip antenna (Antenna Under Test, AUT) is used as a receiver (Rx), and it is

aligned with the Tx.

The normalized radiation patterns of the zeroth, first, and second (without and with ⊔-

shaped slot ) are given in Figure 3.13 – 3.24. It is noteworthy, it is assumed that the grounded

side of the antenna is accepted at the +x direction and the dielectric covered side is at -x-

direction. Also, all radiation patterns in the both principal E- and H- plane for each iteration

show slight asymmetry and ripples. This situation can be attributed to the small fabrication

failure in the fractal shape, alignment mismatch with the transmitter antenna as well as the

metallic part of the connecting cable causing reflection.

For the radiation pattern of the antenna with the 0th and 1st iteration, the dipole-like radi-

ation characteristic is barely observed at the frequency of 1800 MHz whereas the formation

of the radiation pattern is more dipole-like at the frequencies of 2100 MHz and 2450 MHz.

As it is seen from the results, the radiation pattern of the antenna becomes more similar to

the dipole-like radiation in E-plane whereas it becomes more likely to omni-directional ra-
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diation in H-plane as the iteration order increases for all frequencies of interest. Moreover,

bi-directional and broadside radiation patterns are fairly observed at each iteration order and at

all frequencies. Furthermore, as it can be observed from the Figure 3.21- 23, the antenna with

2nd order with ⊔-slot provides fairly stable bi-directional radiation pattern at the frequencies

of interest.

The 3-dB beam-width of the antenna for each iteration is summarized and given in Table

3.4. The proposed antenna with 2nd IO having ⊔-slot features half-power beam-width of 90o,

84o and 71o in the simulation, whereas the measured half-power beam-width are recorded

as 61.6o, 77.7o and 97.2o at the frequencies of 1800, 2100, and 2450 MHz, respectively.

Although the radiation patterns in y-z and x-z plane tilt, the field is still efficiently strong at

the desired direction (∓x) .

From the simulations, a considerable surface current is concentrated on the fractal boundary

at the desired frequencies as it is expected. It indicates that the fractal boundary effectively

provides the path for electric current at the frequencies of interest. The vertical component

of the surface current mainly contribute to the co-polarization radiation as well as the cross-

polarization radiation is due to the horizontal component of the surface current. It can be

observed from Figure 3.22–24, both the co-polarization and cross-polarization levels in the

radiation pattern of the proposed antenna are high. The reason is that the fractal boundary

efficiently sets symmetrical paths for surface current in both vertical and horizontal direction,

which results in comparable co-polarization and cross-polarization levels. Even though high-

level cross-polarization is an undesirable radiated field, in most energy harvesting antenna,

the cross-polarization may be required so that the antenna is able to receive either verti-

cally or horizontally polarized RF signals. Therefore, high-level co-polarization and cross-

polarization have shown that the proposed antenna is dual polarization [70].

In addition to radiation patterns, the gain of the proposed antenna was measured at the

frequencies of interest. The simulated and measured realized gains of the proposed antenna

are plotted in Figure 3.25. The proposed antenna yields realized gains of 2.44 dBi, 2.89

dBi, and 4.43 dBi in the measurements whereas it features gains of 4.19 dBi, 4.47 dBi, and

4.49 dBi in the simulations at the frequencies of 1800 MHz, 2100 MHz, and 2450 MHz,

respectively. The gain results of 1800 MHz and 2100 MHz was unexpected. The reason of

difference between simulation and measurement results might be the losses due to the feed

line.
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Figure 3.12: The anechoic chamber measurements of the proposed antenna.

Table 3.4: Summarized results for the half–power bandwidth (HPBW) of the antenna

Antenna with IO 1800 MHz (◦)
Simu. Meas.

2100 MHz (◦)
Simu. Meas.

2450 MHz (◦)
Simu. Meas.

0thite. 72 62 70 55.7 70 49.8
1stite. 86 56.5 81 54.9 74 92.9
2ndite. 90 57.5 84 109 72 85.8

2ndite.withU − slot 90 61.6 84 77.7 71 97.2
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(a)

(b) (c)

Figure 3.13: The radiation pattern of the zeroth iteration in the both x-z (H) plane and y-z (E)
plane (a) measured results (b) simulated result (c) surface current distribution at 1800 MHz.
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(a)

(b) (c)

Figure 3.14: The radiation pattern of the zeroth iteration in the both x-z (H) plane and y-z (E)
plane (a) measured results (b) simulated result (c) surface current distribution at 2100 MHz.
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(a)

(b) (c)

Figure 3.15: The radiation pattern of the zeroth iteration in the both x-z (H) plane and y-z (E)
plane (a) measured results (b) simulated result (c) surface current distribution at 2450 MHz.
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(a)

(b) (c)

Figure 3.16: The radiation pattern of the first iteration in the both x-z (H) plane and y-z (E)
plane (a) measured results (b) simulated result (c) surface current distribution at 1800 MHz.
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(a)

(b) (c)

Figure 3.17: The radiation pattern of the first iteration in the both x-z (H) plane and y-z (E)
plane (a) measured results (b) simulated result (c) surface current distribution at 2100 MHz.
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(a)

(b) (c)

Figure 3.18: The radiation pattern of the first iteration in the both x-z (H) plane and y-z (E)
plane (a) measured results (b) simulated result (c) surface current distribution at 2450 MHz.
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(a)

(b) (c)

Figure 3.19: The radiation pattern of the second iteration without ⊔-shape slot in the both
x-z (H) plane and y-z (E) plane (a) measured results (b) simulated result (c) surface current
distribution at 1800 MHz.
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(a)

(b) (c)

Figure 3.20: The radiation pattern of the second iteration without ⊔-shape slot in the both
x-z (H) plane and y-z (E) plane (a) measured results (b) simulated result (c) surface current
distribution at 2100 MHz.
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(a)

(b) (c)

Figure 3.21: The radiation pattern of the second iteration without ⊔-shape slot in the both
x-z (H) plane and y-z (E) plane (a) measured results (b) simulated result (c) surface current
distribution at 2450 MHz.
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(a)

(b) (c)

Figure 3.22: The radiation pattern of the second iteration with ⊔-shape slot in the both x-
z (H) plane and y-z (E) plane (a) measured results (b) simulated result (c) surface current
distribution at 1800 MHz.
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(a)

(b) (c)

Figure 3.23: The radiation pattern of the second iteration with ⊔-shape slot in the both x-
z (H) plane and y-z (E) plane (a) measured results (b) simulated result (c) surface current
distribution at 2100 MHz.
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(a)

(b) (c)

Figure 3.24: The radiation pattern of the second iteration with ⊔-shape slot in the both x-
z (H) plane and y-z (E) plane (a) measured results (b) simulated result (c) surface current
distribution at 2450 MHz.
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Figure 3.25: Simulated and measured realized gains.
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CHAPTER 4

FUNDAMENTALS OF MICROWAVE RECTIFICATION AND

RECTIFIER CIRCUITS

"I was taught that the way of progress was neither swift nor easy "

- Marie Curie, physicist, chemist, and the first women to win the 1903 Nobel Prize in Physics

and the 1911 Nobel Prize in Physics

4.1 Introduction-Microwave Rectification

RF signals collected by the antenna is in the form of Alternating Current, AC with a sinusoidal

waveform, and its polarity periodically changes between a positive value to a negative value

in every half-cycle with respect to time. A voltage/current in the form of an AC cannot

be utilized to power-up most electronic devices such as batteries, sensors and DC-DC step-

up ICs. Therefore, an AC voltage/current has to be converted into a Direct Current, DC,

which is in the one direction meaning its polarity does not alternate with respect to time.

The conversion of an RF signal with a frequency of 300 MHz to 300 GHz to a DC power

can be defined as a Rectification of Microwave Energy (or Radio Frequency Energy). The

rectification of an RF signal is an essential stage of the RF energy scavenging system chain.

The conversion of an RF signal, coming from the receiving antenna, into a rectified DC

power can be achieved utilizing a Schottky- diode which is commonly exploited as a rectifying

element in an RF energy harvesting system.

When an RF signal reaches to the junction of the Schottky- diode due to its inherently non-

linear characteristic, a variety of spectral components: 1) DC, 2) fundamental frequency and

3) harmonics of the fundamental frequency are produced at a certain level at the output of the

rectifying device [71]. Figure 4.1 depicts a simple half-wave RF-to-DC converter consisting
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Figure 4.1: The schematic of a parallel connected Schottky-diode and the spectral components
at the output node.

of a Schottky- diode.

In the scope of the RF-to-DC rectification for this work, a Schottky- diode is exploited as

well. Therefore, an adequate understanding is required for the followings:

1) Both the physical and electrical characteristic of it will be shortly explained to obtain a

good understanding of the inherent of a Schottky-diode.

2) The non-linear behavior of a Schottky-diode which determines the RF-to-DC conversion

efficiency will be explained in the level of theory.

3) A simple experiment will be given to understand the effect of both fundamental and

electrical parameters of a Schottky- diode on the conversion loss, the RF-to-DC conversion

efficiency, and the DC voltage at the output. The experiment aims to demonstrate which

parameter of a Schottky- diode plays a vital role in the RF-to-DC efficiency. A good under-

standing is required for both to chose a suitable Schottky- diode and to optimize the RF-to-DC

efficiency in an enhanced way.

4) The RF input impedance of the Schottky- diode (in the meantime the Schottky- diode-

based rectifier circuit) profoundly shows a non-linear behavior; therefore it should be deter-

mined to realize a matching network. Hence, both the theoretical analysis and the simulated

input impedance of the Schottky- diode will be given further.

In this chapter, it is worth to notice that all the simulations of the Schottky- diode are car-

ried out by means of Advance Design System (ADS). Two different kinds of simulator have

been utilized: 1) Large Signal S-Parameter (LSSP), in order to find the large signal input

impedance of the Schottky- diode and the rectifier circuit 2) Harmonic Balance (HB) simula-

tor, to determine the level of the rectified DC component, the fundamental frequency and the
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harmonics of the fundamental frequency at the output of the rectifying circuit, respectively.

4.2 Fundamental Properties and Electrical Characteristic of a Schottky- Diode

Schottky barrier diodes are used most often for the microwave rectification. The formation

of a Schottky barrier is a metal-to-semiconductor that makes a Schottky- diode is preferable

in the microwave frequencies over the other types of diodes like p-n junction diodes to be

exploited in the RF Energy Harvester.

4.2.1 Fundamental Properties of a Schottky - Diode

1. Fast recovery: The existence of a metal-to-semiconductor junction in a Schottky- diode

is an advantage concerning a current flow which involves only the majority-carriers (n-type

or p-type), so as it is called as a "majority-carrier" device. That is to say, for an n-type

Schottky- diode, the forward current emerges from the flow of the electrons from the n-type

semiconductor to the metal, in the same manner, for a p-type Schottky- diode, it arises with

the movement of the holes from the p-type semiconductor to the metal. Therefore gradual and

arbitrary recombination of the majority-carriers (n-type or p-type) does not take place in the

junction of a metal-to-Semiconductor as it happens in the p-n junction. In the p-n junction,

the minority charges are accumulated and a substantial amount of time is required to remove

the charges under the sudden changes in forward-biased to reversed-biased, or vice versa,

from the p-n junction. Therefore, being a majority-carrier device makes a Schottky-diode

very attractive in the microwave frequencies in which the fast switch response is required.

The recovery time for a Schottky-diode can be downscaled less than few pico-seconds when

the transition of the forward-biased to reverse-biased occurs instantly [72].

2. Low barrier height: Barrier height of a diode is an essential property since it profoundly

determines the forward voltage drop on a diode. A Schottky junction can be fabricated by

varying barrier heights whereas, for a p-n junction, the barrier height is often unaltered. There-

fore, Schottky junction provides another advantage over a p-n junction; a forward voltage can

be substantially reduced by the formation of a Schottky barrier with lower barrier height when

it is compared to a p-n junction [72]. As it is extended in [73], various types of barrier heights

are available for a Schottky- diode. Notably, a Schottky- diode with low barrier or zero bias

detector (ZBD) barrier can be conveniently selected as a rectifying element particularly at the

level of low RF power densities.
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Figure 4.2: Cross-section of a Schottky- diode.

4.2.2 Electrical Characteristic of a Schottky - Diode

A Schottky junction is manufactured by the coating of a proper barrier metal on a substrate

such as Gallium Arsenide (GaAs) or Silicon (Si) which is called as an epitaxial semiconductor

layer. The performance and stability of a Schottky- diode over the varying conditions can be

enhanced by creating a passivation zone that is resulted from when a silicon-based Schottky-

diode is passivated with silicon nitride and silicon dioxide, or both, as seen in Figure 4.2.1

The equivalent circuit parameters of a Schottky Barrier Diode is depicted in Figure 4.3 in

which Cp and Lp denotes the plastic-package parasitics. The effects of the package parasitics

can be alleviated by a suitable impedance matching circuit. However, the effects of the other

equivalent circuit parameters are mostly inherent and altering with the RF power levels, and

their effects on the input impedance of a Schottky-diode, RF-to-DC conversion efficiency, and

the rectified DC power cannot be easily tuned out by a matching network.

4.2.2.1 Junction capacitance

The depletion region of a Schottky-diode is formed between the doped semiconductor region

and the metal layer as seen in Figure 4.2. Due to the depletion layer is an insulator and

it distinguishes two conductive layer, it can be treated as a parallel-plate capacitor. So, C j

1 Figure is drawn by the author using the information given in [74]
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Figure 4.3: Circuit equivalent of a Schottky- diode.

represents the capacitance of the depletion region of a Schottky-diode, also known as parasitic

junction capacitance and the value of it can be approximated as given in [75]:

C j = A

√
qε0εsND

2(Vbi + V j)
(4.1)

where A represents the active area of the Schottky- diode, q is the magnitude of the elec-

tronic charge, εs is the dielectric constant for the semiconductor layer, ε0 depicts the dielectric

constant of the free space, ND is the density of the doping profile, Vbi is the built- in voltage

of the Schottky- diode and V j is the voltage which is applied on a Schottky junction.

As it can be seen from (4.1), C j is affected by many parameters, even though doping profile,

dielectric constant of the semiconductor, and built-in voltage are adjusted in an effective way

to reduce the value of it, however, the effect of the applied voltage will dominantly alter its

dynamic value. That is to say, when a Schottky- diode is exploited as a rectification device,

the capacitance value will increase in the level of low RF power densities which results in

highly capacitive input impedance at low-level RF power whereas, while the RF power level

increasing, the capacitance value of C j will start to decrease.

4.2.2.2 Series Resistance

Another critical parameter of a Schottky- diode is parasitic series resistance Rs.

Rs = Repi + Rsub =
L

qµN NdA
+ 2ρs

√
A
π

(4.2)

where, L indicates the thickness of the epitaxial layer, q is the charge of the electrons, µN

61



is the mobility of electrons (for n-type, for p-type of Si, it is the mobility of the holes), Nd

represents the density of doping for the epitaxial layer, A is the area of the Schottky contact, ρs

is the resistivity of substrate. As it can be seen from (4.2), the series resistance of a Schottky-

diode inherently changes with both properties of an epitaxial layer and a substrate. It cannot

be tuned out and alleviated by an impedance matching network. Besides, Rs does not have a

contribution to the rectified DC power. An RF power is just dissipated on Rs in the form of

heat, therefore Rs is a crucial parameter for the characterization of an RF-to-DC conversion

loss [76].

4.2.2.3 Junction resistance

The last important parameter of a Schottky- diode is the junction resistance R j, also known as

a video resistance. It can be qualified as given [77]:

R j =
nkT

q
(

1
ib + is

) (4.3)

where n is ideality factor, T is a temperature in Kelvin, ib is the applied bias current, is is

the saturation current. R j is treated as an effective resistance and which creates junction

losses while the input RF signal at the fundamental frequency is converting to the rectified

DC power. Therefore, the junction losses due to the R j alter with the frequency. Besides, R j

plays a crucial role in optimal load resistance selection. As it can be seen in (4.3), R j changes

with the bias current, at low RF power levels which means bias current is very low, R j posses

high values, which results the optimal load resistance value is also high in ohm(s). In the

same manner, when RF power levels increase, bias current to the Schottky- diode junction

also increases which results in lower values in junction resistance and optimal load resistance

in ohm(s) [76].

4.2.2.4 Approximation of the Schottky- diode parameters on conversion loss

In order to comprehend the effects of the given parameters all together on conversion loss, a

useful approximation is given as [78]:

L = 1 +
Rs

R j
+ ω2C2

j RsR j (4.4)

As it can be seen from (4.4), as the operating frequency increases, the conversion loss is

expected to increase rapidly. On the other hand, R j dominantly influences the conversion loss
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since R j profoundly depends on the bias current levels meaning that it can be directly related

to the input power so then the conversion loss increases as the input power levels increases.

As it can be seen from the contribution of the R j to the conversion loss, "zero bias Schottky-

diodes" should be used rather than other types. In order to reduce the conversion loss in a

Schottky- diode, a low value of both Rs and C j is required. However, manufacturing of both

Rs and C j with low values is not an easy task as it is seen from (4.1) and (4.2), both parameters

of a Schottky- diode shows reverse relationships in terms of their dependents [77].

4.2.3 Nonlinear Analysis - Behavior of the Schottky- Diode Under Small and Large

Signal Condition

In RF circuit design, non-linear components such as a bipolar junction transistor, a field-

effect transistor, and a Schottky/p-n junction diode have been approximated to describe their

electrical behavior and their output components under two conditions [79],[80];

1. Large Signal Approximation : If an externally applied voltage on the non-linear element

is in the form of AC signal having so "large" fundamental component, called as Large Signal.

Under the large signal condition, the electrical characteristics and the output components (DC

and AC) of the non-linear elements are approximated in more "linear" regime in the Current vs

Voltage (or any other representative curve i.e. Input power vs. Voltage, Base-Emitter Voltage

vs. Collector Current etc.) curve of the corresponding component as shown in Figure 4.4.

2. Small Signal Approximation: If an externally applied AC voltage on the non-linear

element has a "small" fundamental component, the signal is called as Small Signal. Under the

small signal condition, the electrical parameters and the output components of the non-linear

element are evaluated in "slightly non-linear" regime in the Current vs. Voltage (or any other

representative curve, i.e. Input power vs. Voltage, Base-Emitter Voltage vs. Collector Current

etc.) curve of the corresponding component as shown in Figure 4.4.

As a beginning, the non-linear behavior of a Schottky- diode will be concisely explained

with the exponential relationship between current passing through the Schottky-diode and an

externally applied voltage on the diode which can be expressed as given in [71]:

Idiode = Is(e
Vb
nVt − 1) = Is(e

(Vbexternal−RsIdiode)
nVt − 1) (4.5)

where Is represents the saturation current of the Schottky- diode, Vb is the voltage across the

Schottky barrier, which is equal to a voltage applied externally to the Schottky- diode minus

the voltage drop across the series resistance Rs of the diode, n indicates the diode ideality
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Figure 4.4: The representative I-V curve of a diode (a) operating under large signal condition
(b) operating under small signal condition.

Figure 4.5: The simulated I-V characteristic of a HSMS 2850 model Schottky- diode.
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Table 4.1: Schottky- diode parameters

Schottky- diode Type Rs (Ω) C j (pF) V f (mV) Vbr (V)
HSMS 2860 6 0.18 250 7
HSMS 2850 25 0.18 180 3.8
SMS 7630 20 0.14 150 2

factor, Vt is the thermal voltage of the diode. As it can be seen from (4.5), it is expected that

when the externally applied voltage is increased, the rate of the current passing through the

diode grows exponentially. It can also be verified from the simulated I-V curve of a HSMS

2850 model Schottky-diode, shown in Figure 4.5.

The relationship between an externally applied input signal (RF) and a produced output

signal (DC) can also be clarified by the I-V curve of a Schottky- diode. It can be divided into

the three regions as it is shown in Figure 4.5 [81] & [82];

1. Region 1 (R1) : The first region is called as "Square Law" region. In this region, the

quadratic curvature can be observed. That means the produced output signal (DC) predomi-

nately grows with the square of the available input power (RF) at the junction of the Schottky-

diode. In this region, as the produced DC voltage in the diode internally determines the Q-

point of the non-linear device, the behavior of the Schottky-diode in R1 is also called a "Zero

Bias" operation.

2. Region 2 (R2) : In this region, as the proportionality of the input signal to the output

signal is between quadratic and linear, the second region is called a "Transition" region.

3. Region 3 (R3) : In the last region, the output signal grows linearly with the input signal;

therefore, it is called a "Linear" region. In this region, the diode behaves primarily as a switch,

and the series resistance losses become more dominant compared to the other two regions.

If a small signal is applied on the Schottky- diode, the operation of the Schottky- diode is

dependent on these first two regions, R1 & R2, and hence the RF-to-DC conversion efficiency

is expected to increase as the operation of the diode closes to the third (R3) region. On

the other hand, if a Schottky- diode is biased with the large signal amplitude, it is forced

to operate at the third region, R3. As a consequence of this, even though the aggregate DC

output voltage increases with the available input power since the series resistance losses are

dominant at the third region, the RF-to-DC conversion efficiency is expected to decrease as

input power increases [81].
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Figure 4.6: Schottky-diode detector with HSMS-2850 model.

Figure 4.7: The setup for the loss characterization measurements for the Schottky-diode.
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4.2.4 An Experimental Study for Schottky- Diode Choice

In order to obtain more specific understanding; how the diode parameters affect the RF-to-DC

conversion loss, the RF-to-DC conversion efficiency, and the output DC voltage, an experi-

ment was conducted with a simple detector circuit (Refer to Figure 4.6). The Schottky- diode

of HSMS 2850, HSMS 2860 and SMS 7630, which are mostly exploited as a rectification

device in the current literature, are selected for the laboratory measurements.

The Schottky-diode parameters for each corresponding diode are given in Table 4.1. Three

identical Schottky-diode detector circuit has been implemented on the Roger4003C substrate

as depicted in Figure 4.6. A 50 Ω Micro-strip transmission line with the width value of 1.8

mm and the length value of 8 mm has been inserted to mount the SMA connector at the

input of the detector circuit. The surface-mounted device (SMD) capacitors with the value

of C1=4700 pF and C2=4700 pF from Murata have been used as DC block and DC bypass

capacitors, respectively. It is worth to notice; there is no matching network which has been

inserted at between feed line and diode.

To determine the RF-to-DC conversion loss, the RF-to-DC conversion efficiency, and the

output DC voltage for the different model of the Schottky- diodes, the experimental procedure

steps as follows:

1. Three identical measurement setups have been built-up as seen Figure 4.7. It is important

to notice that there is no externally applied DC bias to detector circuits while taking the

measurements.

2. The Device Under Test (DUT) refers to the detector circuit as shown in Figure 4.6. The

directional coupler of Mini Circuit with the model number of BCDA-10-25 has been inserted

at between DUT and the spectrum analyzer. As there is no matching network at between 50

Ω feed line and the detector circuits, the reflected power from the input of the detector cir-

cuits should be observed at the different power levels for the Schottky-diode detector circuits.

Therefore, by using the directional coupler, it is aimed to monitor the power flow through the

input of the rectifier circuits as the signal generator power is swept.

3. The signal generator (Agilent E4428C) was connected to the input port of the directional

coupler, and the power is swept at the frequency of 1.8 GHz.

4. The spectrum analyzer (R&S 2VL) is used to measure the amount of the received power

as a function of frequency at the coupled - forward terminal of the directional coupler. The

coupling value of the directional coupler has been taken from the data-sheet [83] and then the
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input power flowing to the rectifying circuit is evaluated according to the data-sheet value. It

is observed that as there is no matching network, there is a lot of reflected power from the

input of the rectifying circuit to the input of the signal generator. Therefore, the presence of

the power monitoring step is essential if there is no matching between the 50 Ω input of the

signal generator and the rectifying device.

5. The output DC voltage is measured with voltmeter (Fluke) as the signal generator power

is swept.

6. Since there is no input match between DUT and the signal generator (and Directional

Coupler), the RF power coming from the source reflects in different amounts as the RF power

at the signal generator changes. Therefore, the available power at the input of the detector

circuit is considered instead of power available at the source. The conversion loss is evaluated

as given:

L =
Pin

PDC,dBm
(4.6)

where Pin indicates the available input power at the input of the detector circuit in dBm,

PDC,dBm is the DC power in dBm which can be expressed as follows:

PDC = 10 × log10(
V2

DC

RL
× 103) (4.7)

where VDC is the measured output DC voltage on the load and Rload is chosen as 10 kΩ for all

detector circuits. The purpose of the load at the order of kΩ is to easily detect the DC voltage

on the load at the low power levels.

As a starting point, Figure 4.8 indicates the conversion loss as a function of available power

at the input of the detector circuits. As it can be seen from the measurement results, the

conversion loss for the HSMS 2860 is lower compared to other types at the both low and high

RF input power levels. As the HSMS 2860 has a lower series resistance value than the other

types and the junction capacitance for three types of Schottky-diodes are almost the same,

lower conversion loss from the model of HSMS 2860 is well expected.

On the other hand, there is a very interesting observation compared to the conversion loss of

the SMS 7630 and HSMS 2850. Since both the series resistance and the junction capacitance

of the SMS 7630 is slightly lower than the HSMS 2850 (Refer to Table 4.1), it was expected

that the conversion loss in SMS 7630 is less than HSMS 2850. However, there is a slight

difference between the conversion loss of those two Schottky-diodes. On the contrary to the
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Figure 4.8: Measured RF-to-DC conversion loss as a function of the available power at the
input of the detector at 1.8 GHz when Rload=10 kΩ.

Figure 4.9: Measured RF-to-DC conversion efficiency as a function of the available power at
the input of the detector at 1.8 GHz when Rload=10 kΩ (without matching network).
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Figure 4.10: Measured output voltage on the load as a function of the available power at the
input of the detector at 1.8 GHz when Rload=10 kΩ (without matching network).

expectations, as it is observed from the conversion loss curve, SMS 7630 features a little

bit more conversion loss. Even though the measurements are repeated several times for both

detector circuit with SMS 7630 and HSMS 2850, this unforeseeable measurement result might

be due to the SOT-package manufacturing.

As it is seen from the Figure 4.8, HSMS 2860 gives the lowest RF-to-DC conversion loss

among the other types; however, comparison of the conversion losses between the diodes are

not enough to evaluate the performance of the Schottky-diodes as a rectifying element. There-

fore, the conversion efficiency and the output DC voltage levels also should be investigated to

choose the best suitable Schottky-diode as a rectification device.

The conversion efficiency can be evaluated for as follows:

ηRF−DC =
PDC

Pin
=

V2
DC

PinRLoad
(4.8)

where PDC is the DC output power, Pin is the RF power to the input of the detector, VDC is

the output DC voltage, RLoad is the load resistance.

Figure 4.9 indicates the RF-to-DC conversion efficiency as a function of the available input

power at the detector circuit for the different types of diodes. As it can be observed from

the measurements, the RF-to-DC conversion efficiency (with no matching condition) of the

detector circuit realized with SMS 7630 is higher than the others. The reason is that the
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forward voltage of the diode is lower than the other type of Schottky-diodes. Even though

HSMS 2860 has the lowest RF-to-DC conversion loss, the HSMS 2860 features the lowest

RF-to-DC conversion efficiency since it has the highest forward voltage drop. In the same

manner, the output DC voltage of the Schottky-diodes (shown in Figure 4.10) is profoundly

determined by the forward voltage drop.

Further observation of the RF-to-DC conversion efficiency is that the verification of the as-

sumption done in the section of 4.2.3. As it is seen from Figure 4.9, the RF-to-DC conversion

efficiency shows the increasing trend while the available input power increases, however, at

one point in the high power region, it starts to decrease as it is expected from the non-linear

analysis of a Schottky-diode.

In addition to the non-linear analysis, the point in which the RF-to-DC efficiency starts to

decrease can be determined by "Breakdown voltage." Breakdown effect can be explained as in

which the voltage on the diode junction surpasses the breakdown voltage Vbr of the Schottky-

diode, at that point RF-to-DC conversion efficiency is expected to decreases with increasing

input RF power [84].

As a results of the measurement of the Schottky-diodes, even the electrical parameters

of a Schottky-diode C j and Rs have an impact on the RF-to-DC conversion efficiency, the

conversion loss, and the output DC voltage, the RF-to-DC conversion efficiency, and the

output DC voltage is profoundly determined by the forward voltage, V f of the Schottky-diode.

4.2.5 Input Impedance Analysis of a Schottky- Diode

The input impedance analysis of a Schottky- diode plays an essential role in order to de-

sign an impedance matching network. Therefore, how the input impedance of the diode and

diode based-rectifier circuit changes with the design parameters such as frequency, load value,

diode’s parameters, and input power levels, should be understood in the level of the measure-

ments, theory, and simulations. There are different ways to determine the input impedance of

a diode as following in the subsections;

4.2.5.1 Source-pull Measurements

Source-pull measurement is an experimental procedure in order to obtain an input impedance

of a diode. The setup of a source-pull measurement is shown in Figure 4.11 in detail. The

method can mainly be described as the impedance of the source seen by the diode (DUT)

and the input RF power at the fundamental frequency are varied with a "computer-controlled
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Figure 4.11: Photograph of the source-pull measurement setup [85].

tuner" at the same time, the aggregated DC voltage across the load is measured and the re-

sulted input impedance of the diode/rectifier circuit can be observed on Smith Chart [85].

Even though source-pull measurement has an advantage since the input impedance contours

of the diode can be observed at the points in which the diode operates efficiently, the measure-

ments are not an easy task. Besides, the method has limitations such as the implementation

of the pre-matching network and TRL (Thru, Reflect, Line) calibration sets require rigorous

standardization. The other limitation of the source-pull technique is the value of maximum

RF power at the input of the diode. At the high levels of the RF power, the evaluations of the

input impedance of a diode are complicated and not reliable [85].

4.2.5.2 Time Domain Analysis - Theoretical approach

The complex input impedance (or RF impedance) of a Schottky- diode can be derived from the

time domain analysis. As a starting point, in order to derive the RF impedance of a Schottky-

diode following assumptions are given [84]:

1. The input impedance of the diode at the DC and harmonic frequencies are neglected

(accepted as infinite at DC and harmonic frequencies)

2. The input RF signal is accepted as only consisting of the fundamental frequency compo-

nent.
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Figure 4.12: Series diode circuit with the equivalent circuit of the Shottky–diode .

Figure 4.13: Time-domain waveform of the diode.

3. The produced harmonic components across the intrinsic diode junction are neglected.

4. The forward voltage drop across the Schottky- diode junction (V f ) is constant during the

period in which the diode current conducts in the forward direction.

5. The bypass capacitor (Refer to Figure 4.12) is accepted as an ideal short-circuits at the

corresponding frequency of interest in the time-domain analysis.

The time-domain waveform of the diode voltage shown in Figure 4.13. Due to the junction

capacitor of the diode, there is a phased delay (ϕ) between incident RF signal and the voltage

across the diode. The incident RF signal can be denoted as follows [84]:

VRF = VRF1 cos(ωt) (4.9)
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vd =

 vd0 + vd1 cos(ωt) If Diode is turn-off

V f If Diode is turn-on
(4.10)

where VRF is the input RF signal at the input of the series diode which consists of only

the fundamental frequency components of (VRF1). vd is the voltage across the intrinsic diode

junction as indicated in Figure 4.14. vdo and vd1 are the DC and the fundamental frequency

components of the voltage of the diode at the junction, respectively.

The DC and RF signals follow the practical paths which are separated with the blue and red

line as shown in Figure 4.12. The RF current passing through the diode can be expressed as:

iRF = Is(e(VRF1−V0)/Vt − 1) (4.11)

where Vt is the thermal voltage and V0 is the voltage across the load which can also denoted

as:

V0 = IloadRload (4.12)

By substituting (4.12) into the (4.11), the diode current can be evaluated in terms of the

input RF voltage across the diode and can be given as:

iRF = Is(e(VRF1 cos(ωt−V0)/Vt − 1) (4.13)

As it is mentioned before, when the RF signal is applied to the diode; the DC, fundamental,

and harmonics are generated by the diode. Therefore, the exponential form of the current

should be expressed as the sum of the DC, fundamental, and harmonics. A good way to

approximate the exponential form of the diode current as a sum is to use the Bessel’s function

series expansion. It can be denoted as given in [86]

ecos(ωt) =

sum of the DC, fundamental, and harmonics︷                                      ︸︸                                      ︷
B0(x)︸︷︷︸

DC component

+ 2
∞∑

i=1

Bi(x) cos nωt︸                 ︷︷                 ︸
fundamental and harmonics

(4.14)

where i = 1 the term indicates the fundamental frequency i = 2 represents the second

harmonic of the fundamental frequency and so on. As it is assumed at the beginning of the

analysis, since the harmonics are neglected, by using (4.14), the total current flowing through

the diode can be denoted as:
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Itotal = IDC︸︷︷︸
DC current

+ 2Ise−V0)/Vt B1(
VRF1

Vt
) cosωt︸                             ︷︷                             ︸

fundamental

(4.15)

The RF input impedance of the diode at the fundamental frequency is expressed as:

Zin =
VRF1

2Ise−V0)/Vt B1(
VRF1

Vt
) cosωt

(4.16)

As it can be seen from (4.16), the input impedance of the diode mainly depends on the

incident RF power level, load resistance value (refer to (4.12)), and the operating frequency.

4.2.5.3 Large Signal Scattering Parameters and Harmonic Balance

The simulation of Large Signal Scattering Parameters (LSSP) is commonly exploited to com-

pute the input impedance of a Schottky- diode (or non-linear circuit element). The LSSP

simulation tool of ADS evaluates Large-Signal S-parameter for non-linear circuits using the

Harmonic Balance (HB) technique. Since the harmonic balance solution takes account the

harmonics effects of the non-linear circuit, not only the variation of the input impedance of

the diode but also the RF-to-DC efficiency, the output voltage can be determined using both

LSSP and HB simulations with varying input power levels.

Large-Signal S-Parameters can be expressed as the ratio of the reflected and incident waves

as Small Signal S-Parameters [87]:

S i j =
Bi

A j
(4.17)

where A j and Bi represent the incident and reflected wave, respectively. Further, they can be

expressed as :

A j =
V j + Z0 jI j

2
√

R0 j
(4.18)

Bi =
Vi + Z∗0iIi

2
√

R0i
(4.19)

where Vi and V j represent the Fourier coefficients of the voltages at the corresponding ports

i and j at the fundamental frequency. Ii and I j represent the Fourier coefficients of the currents

at the corresponding ports i and j at the fundamental frequency. Z0i and Z0 j represent the

reference impedances at the corresponding ports i and j and R0i and R0 j indicate the real parts
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of the Z0i and Z0 j. Large Signal S-parameters and the input impedance at the reference port

can be extracted using Harmonic Balance which calculates the currents and voltages at the

corresponding port(s).

4.3 Schotky Diodes as a Rectifier Circuit

A rectifier circuit is an essential part of a rectenna since it predominantly determines the

overall RF-to-DC conversion efficiency. The choice of the rectifier topology is a challenging

issue for the energy harvester. As it is shown in [81], when the number of Schottky- diode

in the rectifier configuration is increased, the RF-to-DC conversion efficiency decreases since

the diode losses increase. On the other hand, as the number of Schottky–diode increases, the

aggregated DC voltage increases.

As it is for every design, there are trades off between the output DC voltage and the RF-to-

DC conversion efficiency. Therefore, the configuration of the Schottky-diode based rectifier

circuit can be chosen based on a system level requirements such as whether DC output voltage

is required in high level or it is utilized directly to the load, or it will be amplified by the DC-

DC step-up converter.

In the scope of this thesis, a voltage doubler rectifier will be considered, and hence, the op-

eration principle and the input impedance analysis of a Schottky- diode based voltage doubler

are summarized in the following subsections:

4.3.1 The Operation Principle of a Voltage Doubler

In Figure 4.14, a voltage doubler rectifier which consists of two series diode oriented so as

to double the output DC voltage is depicted. The working principle of the voltage doubler is

given as in the following. As a beginning, it is necessary to make the consequent assumptions;

1. Diodes in the given circuit are close to ideal; they have zero current in the reverse

direction, and they perfectly conduct in the forward direction; however, they have a non-zero

threshold voltage, V f ,diode. Moreover, they are identical regarding the electrical properties.

2. The DC-block and -bypass capacitors are considered as an ideal open- and short- circuit

at the corresponding frequency of interest.

3. The rectifier circuit operates under steady-state condition.

4. RF power coming from antenna to rectifier input is fixed, and it produces a perfect

sinusoidal voltage having a constant amplitude, Vin at both negative and positive cycle of the
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Figure 4.14: The schematic of (a) a voltage doubler (b) operation of the voltage doubler when
the input signal at its negative cycle (c) operation of the voltage doubler when the input signal
at its positive cycle.

sinusoidal signal.

When RF signal at its negative cycle, the first diode, D1, conducts (behaves as a short-

circuit) to charge the input capacitor of C1. At the peak of the negative cycle of the input

signal, the amplitude of the voltage on the C1, at the node A, is equal to Vin - V f ,diode. Since

the polarization of the input signal and the voltage on the capacitor is the same, there is no

discharge path for the C1, it maintains the value of Vin - V f ,diode, and acts as an additional

power supply connected series with the input signal. At the moment, D2 turns on via the

voltage at the node A.

When RF signal changes its cycle from negative to positive cycle, D1 acts as an open

circuit (Reversed - biased, see Figure 4.14). D2 starts to conduct (Forward - biased) and to

charge up C2 via the voltage on C1 plus the value of the input signal voltage. The transition

from conducting state to non-conducting state of the diodes does not occur instantaneously,

the voltage on the C2 gradually increases to the value of 2*(Vin - V f ,diode) and eventually

flows through the load while the input signal completes its full cycle of operation. However,

the voltage on the load is dependent on the value of the load resistance, Rload which determines
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the amount of current drawn out from the C2.

4.3.2 Input Impedance Analysis of a Voltage Doubler Rectifier- LSSP simulation

The input impedance analysis of a voltage doubler will be given in two ways as follows:

4.3.2.1 Closed-form Derivation of the Voltage Doubler

In [88] a very useful analysis of a voltage doubler is given regarding the closed- form equa-

tion for the input impedance and the rectifier efficiency. The input impedance of the voltage

doubler is studied for two separate cases. The input impedance of the voltage doubler Before

Breakdown as given [88]:

Zin,Bbr =
πRs

(2θon − sin2θon) + jRsC jω(2π − 2θon + sin2θon)
(4.20)

The relationship between Vin,Be f ore−breakdown, θon, C j, and V f is expressed as followings:

Vin,Be f ore−breakdowncosθon = V f +
V0

2
(4.21)

C j = C j0(1 +
V0

2V f
)−M (4.22)

The input impedance of the voltage doubler After Breakdown as given:

Zin,Abr =
πRs

(2θon + 2θbr − sin2θon − sin2θbr) + jRsC jω(2π − 2θon − 2θbr + sin2θon + sin2θbr)
(4.23)

The relationship between Vin,A f ter−breakdown, θon, θbr, and V f is expressed as followings:

Vin,A f ter−breakdowncosθon = V f +
V0

2
(4.24)

Vin,A f ter−breakdowncosθbr = Vbr −
V0

2
(4.25)

where M is the grading coefficient represent doping profile of the Schottky- diode, θon

represents the phase of the input signal when the diode is conducted, θbr is the phase of the

input signal when the input signal surpasses the breakdown voltage of the diode.

It is important to notice that in subsection 4.2.5.1, the input impedance of the diode is

derived regarding the amplitude of the input RF power and the voltage on the load. As it
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Figure 4.15: Simulated imaginary part of the input impedance of the voltage doubler as a
function of input power and frequency when Rload=1 kΩ.

can be seen from the closed-form derivation dependents, the closed-form equation for the

input impedance analysis gives a more insightful understanding of the input impedance. An-

other important conclusion from the closed-form derivation is the relationship between Zin

and its term starting with jRsC jω; this relation indicates that the imaginary part of the input

impedance profoundly depends on the frequency and the electrical parameters of the diode.

As it is indicated in (4-20)- (4-25), the non-linear relationship between the parameters of

θon, V0, Vin,Be f ore−breakdown, and Vin,A f ter−breakdown can be solved by means of mathematical

programs such as MATLAB. As it is stated in [88] in order to solve the non-linear input

impedance equations, the RF-to-DC efficiency should be approximated and also the reflected

power from the diode junction to the input of the rectifier circuit should be neglected.

4.3.2.2 LSSP simulation of the Voltage Doubler

In order to obtain the input impedance variation of the voltage doubler with altering input RF

power level, Rload, and the operating frequency, LSSP simulation is utilized. For the simu-

lations, the Schottky- diode model HSMS-2850 is chosen, and hence the SPICE parameters

are used as given in [76]. The value of Rload = 1kΩ and the operation frequency over the

band from 1.8 to 2.45 GHz are selected. It is worth to notice that the input RF power range

is chosen to cover relatively low (-15 dBm) and moderately high power level (10 dBm). The
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Figure 4.16: Simulated real part of the input impedance of the voltage doubler as a function
of input power and frequency when Rload=1 kΩ.

large signal input impedance variation with respect to the RF power levels, load resistance

value, and the frequency of operation is indicated in Figure 4.15-18, respectively.

As can be seen from Figure 4.15, the imaginary part of the input impedance of the recti-

fier increases with both frequency of operation and the input power levels. Even the input

RF power level reaches the moderately high power levels, the input impedance of the recti-

fier is highly capacitive. Since both the DC-block &-bypass and junction capacitance of the

Schottky profoundly affect the large signal input impedance of the diode.

On the other hand, the real part of the input impedance of the rectifier shows an oppo-

site trend with changing frequency and power levels. Figure 4.18 indicates that when the

frequency of operation increases the real part of the input impedance slightly decreases at

the same power levels. However, at the same frequency level, when the RF power density

increases the real part of the input impedance swiftly increases.

The load value of the rectifier is an important parameter not only for the RF-to-DC conver-

sion efficiency but also for the large signal input impedance. As it is depicted in Figure 4.17

and Figure 4.18, the imaginary part of the input impedance of rectifier gradually decreases

with increasing value of the load resistance. In the same manner, the real part of the input

impedance of rectifier slightly drops with the increments in the load value.
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Figure 4.17: Simulated imaginary part of the input impedance of the voltage doubler as a
function of Rload and frequency when input RF power Pin=-15 dBm.

Figure 4.18: Simulated real part of the input impedance of the voltage doubler as a function
of Rload and frequency when input RF power Pin=-15 dBm.

81



CHAPTER 5

IMPEDANCE MATCHING NETWORK DESIGN

"I used to not like being called a ’woman architect.’ I’m an architect, not just

a woman architect. The guys used to tap me on the head and say ’you’re OK for

a girl.’ But I see an incredible amount of need from other women for reassurance

that it can be done, so I don’t mind anymore. "

- Zaha Hadid, architect, winner of the Pritzker Architecture Prize

5.1 Introduction- Maximum Power Transfer

In RF/Microwave circuit design, matching and tuning are an essential part of a design process

since it is required for the following reasons [71] & [89]:

1. In order to ensure the maximum power transfer between the generator (receiving an-

tenna) and the load.

2. The signal-to-noise ratio of the system can be improved.

3. Since a matching network reduces the multiple reflections along the mismatched line,

the phase and amplitude errors can be alleviated by the impedance matching network.

A conventional Matching Network (MN) is indicated in Figure 5.1. Considering an arbi-

trary complex impedance of the generator as given ZG= RG+ j ∗ XG and the impedance of the

load as given ZLoad=RLoad+ j ∗ XLoad, the matching network can be utilized in two ways [71] :

1. If the matching network transforms the load impedance to the transmission line impedance

as ZL= Z0, so then it ensures that there is no reflection from the load. This type of matching

is called as reflection-less matching. The power delivered to the load can be expressed as :

P =
1
2
|VG |2

Z0

(Z0 + RG)2 + X2
G

(5.1)
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Figure 5.1: Reflectionless and conjugate matching of a transmission line.

2. If the matching network transforms the load impedance to the transmission line impedance

as Zin= Z∗G, it yields the maximum power transfer to the load. This type of matching is called

as conjugate matching. The power delivered to the load can be expressed as:

P =
1
2
|VG |2

1
4RG

(5.2)

5.2 Fundamentals of a Matching Network

The implementation of a matching network can be realized with lumped elements (Mostly

surface-mount device (SMD) capacitor/inductors) and microstrip lines such as stubs (open/short

circuited), tapered-lines, a single section quarter-wave matching transformer. A variety of

matching technique can be realized by looking at the load impedance and the source impedance.

The Smith Chart, which is a graphical aid and an essential tool for the design of the RF cir-

cuit, can be used to determine the implementation of different types of matching techniques.

In order to understand the freedom of choice for the implementation of a matching technique,

an arbitrary complex load impedances, Z1 & Z2 shown on the Smith chart can be considered

( refer to Figure 5.2).

Both red and blue lines shown on Smith chart indicate that the L-section (network) matching

to get an input impedance match for the complex load impedance of Z1 at the frequency

of interest. L-section (network) matching is the simplest type of the MN consisting of a

series/parallel L/C section. It can be utilized to obtain an input match by bringing the load

impedance at the center of Smith chart. In this way, an arbitrary complex load impedance can
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Figure 5.2: Arbitrary complex load impedances with matching network.

Complexity Implementation Bandwidth

Factors for the selec-
tion for a MN [71]

Adjustability

Figure 5.3: Illustration of the important factors for the selection of an MN.

be matched to a generator impedance (or transmission) resulting in both the real part of the

input impedance and generator have the same value. The purple line can also be followed to

obtain an input match to the 50 Ω using lumped and microstrip lines as indicated on Smith

chart.

Even different kinds of matching technique can be implemented to realize an input match

between a load and a generator (or transmission line), there are some essential factors that

should be considered while choosing a topology for the matching network as follows [71]:

1. Complexity: The most straightforward design is always more preferable regarding cost,

size of the overall system with MN, reliability, as well as losses due to the MN. As the large

signal input impedance of a non-linear element varies with the input RF power, the load

value, and the operation frequency, the realization of a MN for an RF/microwave circuit such
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as power amplifiers (PAs) and rectifiers consisting of a non-linear element (transistor and

diode) can be a more challenging issue without increasing the complexity of the circuit. Nev-

ertheless, a complex MN employing micro-strip lines (mostly stubs)/ lumped elements may

provide an input impedance matching at between antenna and rectifier circuit, but the micro-

strip lines /the lumped elements create losses [90]. As it has been shown in [91], the surface

currents also become dense in the region of the stub(s), resulting in both conductor and radi-

ation losses becoming more considerable especially at the low input power levels. Therefore

the complexity of the MN not only may degrade the performance of the rectifier but also may

result in a bulky circuit which is difficult to be integrated into an RF energy harvester (or

RF/microwave system).

2. Implementation: Depending on the RF/Microwave circuit requirements, an MN can be

realized with just Micro-strip lines or just lumped elements (mostly SMD) or both. For exam-

ple, in the scope of this thesis after all the experiences with both the micro-strip line and the

lumped elements for the realization of an MN, the implementation of the lumped elements on

a substrate is rather difficult compared to the micros-trip lines. This difficulty comes from the

lumped element models being exploited in the simulation tools (ADS). Although the manu-

facturers provide the lumped models for both capacitors and inductors, the parameters of the

models are extracted at the different frequencies compared with the frequency of interest for

the design. Therefore, the provided models in a simulation and the real-life implementation

of the lumped elements on the substrate might be entirely different from each other.

3. Bandwidth: A matching network aims to yield a perfect input match (zero reflection,

Γ = 0) at a desired single frequency or over a band of frequencies. However, there are

theoretical constraints between the maximum desirable reflection coefficient (Γmax) and the

bandwidth. The Bano-Fano Criterion which is the well-known qualitative analysis provides

a good approximation for the parallel/series RC/RL loads regarding the trade-off between

Γmax and the bandwidth. Such an approach can be utilized to optimize the limitation between

Γmax and the bandwidth [92]. This criterion is convenient to design more realizable matching

networks in practice.

In both passive (i.e., power dividers, directional couplers) and active (i.e., RF amplifiers and

rectifiers) RF/microwave circuits, it is desired that they should operate at a specific frequency

or over a wide frequency band. However, especially in active RF/microwave circuits, a wide-

band operation can be accomplished at the expense of energy efficiency, gain, and linearity

[71].
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The operation (or fractional) bandwidth is also one of the important design factors for the

rectifying circuit design with an MN. Although an MN provides an input matching over the

broadband or at multi-band, it does not necessarily guarantee a high RF-to-DC conversion

efficiency over the frequency band of interest. For example, a wide-band rectifier circuit with

single series Schottky diode topology with HSMS 2850 has been proposed to cover all the Wi-

Fi channels [93], the RF-to-DC conversion efficiency is between 48%- 50% on a 60 MHz for

an input RF power of -10 dBm when the load value of 1200-1400 Ω. Whereas, for the same

single series Schottky- diode with HSMS 2850, the RF-to-DC conversion efficiency is higher

than 70% on a narrower bandwidth for the RF input power of -10 dBm when the load value of

1200-1400 Ω [94]. There might be two reasons for this; first one is that even the MN provides

an input match between 50 Ω input impedance of the antenna (generator) and the rectifier

circuit, it does not necessarily mean that the Schottky diode-can maintain its operation at the

same efficiency level at even the range of a few MHz. RF-to-DC conversion efficiency for

the Schottky diode also alters within the small range of the frequency. The second reason can

be the high-quality factor of the rectifier circuit which is in the reverse relationship with the

bandwidth, meaning that a narrower bandwidth indicates a high-quality factor of the rectifier

circuit [71]. The high-quality factor of the rectifier circuit can passively amplify the output

DC voltage of the rectifier [95]. Therefore RF energy harvesting from a narrower bandwidth

may feature a better RF-to-DC efficiency instead of over a broad frequency band.

4. Adjustability: In some cases, MN is required to be adjusted for a variable load on the

substrate (or PCB). An MN with lumped components has advantages regarding the adjusta-

bility since SMD components can be soldered on the substrate or can be easily removed from

the substrate to tune out the MN whereas scaling Micro-strip line on the substrate is very

difficult without degrading their electrical properties.

At that point, all the factors given above are crucial for the design of an MN for the RF

circuits, but in some cases, one design factor may be more considerable than another. For

example, reducing the complexity and correspondingly the losses due to the MN is the pri-

mary concern for the scope of this thesis. Because of the losses due to the Schottky-diode as

explained in the previous chapter mostly inherent and cannot be alleviated with an MN, re-

ducing both the MN losses and complexity of the design is required for the sake of the energy

harvester efficiency.
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Figure 5.4: Illustration of the design flow in the scope of the MN realization.

5.3 Design Flow for the Impedance Matching Network with Rectifier Circuit

The steps to success in creating a practical and efficient rectifier circuit with MN on a substrate

are shown in Figure 5.4. The systematic flow of the rectifier design with MN will be explained

in shortly as includes:

1. Start: In the start step, it is worth to notice that the initial design parameters refer to

the choice of the Schottky-diode, the RF input power level, the operation frequency, and the

optimal load value for the voltage doubler circuit. As it is mentioned in Chapter 4, afore-

mentioned initial design parameters profoundly affect the input impedance of the rectifying

circuit; therefore, starting-up with those parameters is required to obtain a large signal input

impedance of the rectifying circuit to decide an MN technique.

2. Theory: In this step, after the determination of the large signal input impedance of

the rectifier circuit with the initial parameters, the corresponding input impedance(s) at the
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desired frequency(ies) is/are placed on the Smith Chart to designate a workable MN for the

rectifier circuit. It can be benefited from a theoretical approach to decide on the approximate

value of the electrical parameters of the micro-strip lines and the discrete parts for both the

simulation and the optimization steps. For example, if a tapered line will be utilized to get

an input match at the frequency of interest, its both electrical and physical parameters such

as width(s) or length can be approximated with the theory and then the theoretical values of

the electrical parameters can be taken as a starting point for the simulation step, which will be

very practical especially for the optimization step.

3. Simulation: Both the distributed and lumped (SMD) components of the MN and the

rectifying circuit are first realized on the schematic and then simulated by means of the circuit

simulator of the ADS from Keysight Technologies. However, the circuit simulation results

are not efficacious in determining the surface current distribution on the micro-strip lines at

the desired frequencies and also the radiation from the micro-strip lines. Therefore, Electro-

magnetic (EM) simulator of the ADS is utilized just for the distributed part, so as to get more

accurate results from the RF/microwave physical parts such as micro-strip lines, vias, and

ground plane further to take account the conductor and the substrate losses into the evaluation

of the RF-to-DC conversion efficiency. Henceforth, the Co-simulation of the ADS enabling

both distributed and the lumped parts to be simulated all together is utilized using the LSSP

and HB simulators.

4. Layout implementation: LPKF ProtoMat Milling Machine is used to implement the

RF/Microwave physical parts of the circuit on Rogers-4003C (PCB board). Murata SMD

capacitors, SMD inductors, and SOT packages Schottky-diodes both of them from Farnell are

exploited to realize the discrete parts of the rectifier circuit.

5. Layout Tune: After the implementation of the circuit on the substrate, sometimes since

both SMD capacitors/inductors and Schottky-diode circuit models are not adequate in the

level of simulations, the fine-tuning on the substrate is required to adjust the reflection coeffi-

cient (S 11) at the desired frequency band.

6. Optimization: Optimization is an essential part of the design flow starting from the

simulation step. Optimization of each length & width of the micro-strip lines and, the value

of SMD components has been carried out by means of ADS from Keysight Technologies by

observing both the reflection coefficient and the RF-to-DC conversion efficiency.

In the following sections, first of all, the difference between conventional and the proposed

MN will be given in order to obtain more insight. After that, the step-by-step design proce-
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Figure 5.5: Voltage doubler with a conventional matching network.

Figure 5.6: Voltage doubler with the proposed matching network.

dures for the proposed MN will be explored.

5.4 Difference Between the Conventional and the Proposed Matching Network

It is mentioned in the previous sections; MN losses become more substantial for the rectifying

circuit considering the RF-to-DC conversion efficiency. A novel approach to get an input

match at the desired frequency(ies) will be proposed aiming to decrease both the complexity

of the MN and also the losses due to the MN.

As a starting point, the purpose of both conventional and the proposed matching networks

is to obtain conjugate matching at between the input impedance of the antenna (50 Ω, prac-

tically) and the input impedance of the rectifier circuit to attain the maximum power. The

difference between the conventional and the proposed matching network can be distinguished

regarding the dissipation of an RF input power at point A, shown in Figure 5.5, passing

through the MN part.

In a conventional way, attaining the maximum power at the II′ plane can be realized by
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inserting an MN at between the antenna port and the rectifier circuit which ensures the input

match between Zin and ZA so as to be Zin=Z∗A / Rin=RA=50Ω (practically) and Xin=−XA where

Zin is the input impedance as seen by II′ plane whereas ZA is the antenna input impedance.

After reaching the conjugate matching condition, an RF power coming from the antenna, Pin

appears as the available maximum RF power at the point A, which will be transferred to the

load.

The available maximum RF power, Pin at the interference between the antenna and the rec-

tifier circuit first passes through the impedance matching circuit (as shown in Figure 5.5), and

then some of the RF power is lost in the MN hereafter, the remaining RF power, Pin,remaining

reaches the diode junction plane, DD′ (at the point B), again some part of the remaining RF

power also is dissipated in the diode(s) and finally it is converted into the DC power. So,

from the point of view of the RF power consumption, while the MN is aiming to ensure the

maximum power transfer between the antenna and the rectifier, at the same time, it can be the

source of the losses in the RF energy harvester. To overcome this dilemma, a novel approach

has been proposed for the realization of the dual-band matching network.

In the same manner, the proposed MN also ensures the conjugate input impedance match

between the antenna and the rectifier circuit so as to get Zin=Z∗A / Rin=RA=50 Ω (practically)

and Xin=−XA. In the same way, Pin is the available maximum RF power at the II′ plane shown

in Figure 5.6, which will be transferred to the load. The available maximum RF power at

the interference between the antenna and the rectifier circuit first passes through the rectifier

without exposing too many losses (refer to Figure 5.6). After that, it is first dissipated in

the diode(s) and then converted into the DC power. At point between diode (D2) and C,

a certain level of the RF power at both fundamental and harmonics frequency besides DC

power exist. The current (at certain level fundamental and harmonics) generated by the RF

power at between point diode (D2) and C by can be used to get an input match at seen by

input plane. From the RF power consumption point of view, the proposed matching way, as

opposed to conventional MN, aims to use the RF signals (harmonics of the fundamental) at

the point between diode (D2) and C to get a conjugate input match as seen by the II′ plane

without substantially degrading the maximum available power at the point A.
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Figure 5.7: Partial reflection coefficients along a multi-section matching transformer.

5.5 A Novel Dual-Band Matching Network Design For Voltage Doubler Recti-

fying Circuit

5.5.1 Design Initials

As it is mentioned design flow section, initials for the proposed MN are firstly chosen as

follows:

1) HSMS 2850 RF Schottky-diode having a low forward voltage value, V f =150-250 mV

is selected as a rectifying element.

2) The level of the input power is determined as -15 dBm, which is close to the diodes

turn-on voltage and it is be considered as a moderately low power level in the scope of this

work.

3) In order to obtain an input impedance at between 1.8 - 2.45 GHz, the lowest frequency

of 1.8 GHz and the highest frequency of 2.45 GHz in the band of interest are selected as the

operating frequencies, corresponding to the standards such as GSM-1800 and LAN/Wi-Fi,

respectively.

4) In order to maximize the RF-to-DC efficiency, the load value is optimized by means of

simulation at the desired frequencies of 1.8 GHz and 2.45 GHz, respectively, and it is found as

Rload,optimized = 1200Ω. After the initial conditions are decided, the next step is the realization

of the MN.

Before starting the design of the proposed MN, there are two important points that should

be noticed;

1. The idea that the MN can be inserted different place rather than at between generator

and the rectifier circuit to avoid the losses, is explained by the theory of small reflection [89].

In order to approximate the total reflection coefficient at the input plane, it is assumed that
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Figure 5.8: The first case; a matching network (MN1) is inserted at between Z0 to Z1.

the multi-section transformer shown in Figure 5.7, which consist of N number of transmission

lines with equal length. By considering the approximation theory for multi-section quarter

wave transformer [89], the partial reflection coefficient at the nth junction can be expressed as

follows:

Γn =
Zn+1 − Zn

Zn+1 + Zn
(5.3)

All Zn are assumed to decrease or increase monotonically across the multi-section trans-

former and Zload is accepted having a real value. By using the (5.3) and the assumptions, the

overall reflection coefficient can be approximately expressed as [71]:

Γn =

i=n∑
i=1

Γne−2 jnθn = Γ0 + Γ1e−2 jθ1 + Γ2e−2 j2θ2 + ... + Γne−2 jnθn (5.4)

where θ1 = θ2 = ... = θn = θ.

The conjugate matching condition, Zin= Z∗G can be also expressed by considering the re-

flection coefficients corresponding to Zin and Z∗G as follows:

Γin = Γ
∗
G ⇐⇒ Zin = Z∗G (5.5)

By considering (5.3)-(5.5), two cases can be considered as shown in Figure. 5.8 and Figure

5.9. In the first case, the ZMN1 section can be inserted at between generator (besides main line,

Z0) and Z1, by using (5.4), the total reflection coefficient can be expressed as:

Γin = ΓTotal = Γ0 + ΓMN1e−2 jθ1 + Γ1e−2 j2θ2 (5.6)

92



Figure 5.9: The second case; a matching network (MN2) is inserted at between Z1 to Zload.

where θ1 = θ2 = ... = θn = θ.

If a suitable ZMN1 ensures the condition of Γin= Γ
∗
G, the conjugate matching and hence

the maximum power transfer can be achieved by inserting ZMN1 having convenient electrical

parameters.

In the second case, it is assumed that the ZMN2 section is placed at between Z1 and the load,

in the same manner by using (5.4), the total reflection coefficient can be expressed as:

Γin = ΓTotal = Γ0 + Γ1e−2 jθ1 + ΓMN2e−2 j2θ2 (5.7)

where θ1 = θ2 = ... = θn = θ.

If a ZMN2 with suitable electrical parameters ensures the condition of Γin= Γ
∗
G, the conjugate

matching and hence the maximum power transfer can be achieved along the transmission line

by inserting ZMN2 as it is shown in Figure. 5.9.

As a consequence of this, (5.6)- (5.7) theoretically prove that as long as an MN ensures

conjugate matching at the input plane, the MN can be placed any convenient point in the

circuit.

However, there are some restrictions determining in the place of the MN for the rectifying

circuit. For example, if an MN is inserted at between capacitor, C2 and Rload (refer to Figure

5.10), since the most of the RF signal at fundamental and harmonics (at a certain level) ideally

passes through the C2, only DC signal exists at between capacitor, C2 and Rload so then it can

be assumed that there is not enough RF signal to create surface current at the fundamental

and harmonics to get an input match at the corresponding frequency(ies) of operation. Since

the harmonics (besides at a certain level fundamental signal) created by both D1 and D2 are
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Figure 5.10: Initial rectifier circuit without matching network. win=1.6 mm, Lin= 7 mm, wc =

1.8 mm, wout,1 = 1.2 mm, wout,2 = 1.8 mm, Lout= 8 mm, C1= C2= 47000 pF, D1=D2=HSMS
2850.

available at the point between diode, D2 and C2 therefore, the proposed MN is placed at that

point in order to get input impedance at seen by input plane.

2. As it is mentioned section 5.3, as the SMD models of the lumped components are not

adequate and further, a relative dielectric permittivity, (ϵr), of Roger4003C may change at the

frequency band of interest, there are some differences between both EM-co simulation and

practical implementation of the rectifier circuit in terms of both the resonance frequency and

the reflection coefficient. As a result of the experiences from the MN design for the rectifier

circuit for this thesis, it has been observed that the designed resonant frequencies shift towards

the lower frequency side of the spectrum. Therefore, in order to obtain an input impedance

match nearly GSM-1800, the design frequency offset has been taken in between 2–2.1 GHz

and in the same manner, to get an input impedance match around Wi-Fi bands, the frequency

offset has been taken in between 2.5–2.55 GHz.

5.5.2 Dual-Band Matching Network Design with a Novel Approach

As a first step, in order to determine the input impedances at 2–2.1 GHz and 2.5–2.55 GHz, the

rectifier circuit (refer to Figure 5.10) without MN with the initial parameters is simulated by

using EM-co simulators. The width and length of the input line are adjusted as approximately

Z0= 50 Ω and win= 1.8 and Lin= 7 mm to place SMA connector. The values of the wc,

wout,1, wout,2, Lout are selected as shown in Figure 5.10 to easily solder the corresponding

components.

The large signal input impedances have been recorded as approximately Zin( f1) =5-j*36
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Figure 5.11: The equivalent of the tapered line.

– 4.7- j*32 Ω at between f1=2-2.1 GHz and Zin( f2)= 4.52- j*18 – 4.5- j*16 Ω at between

f2=2.5-2.55 GHz. Besides, it can be seen that the location of both Zin( f1) and Zin( f2) on

Smith Chart are not inside the area of R > 1 (R+j*X / (-j*X)) or G > 1 (G+j*B (/-j*B)) on

both impedance and admittance Smith Chart.

First of all, it is questioned that what if multiple reflections are created along a single

transmission, so then a single transmission line may result in the transformation of the in-

put impedance of the rectifier circuit to the Z0. The creation of the multiple reflections along

the transmission line can be obtained by the implementation of the different discrete sec-

tions (refer to Figure. 5.7), as it is suggested in binomial multi-section matching transformer.

Therefore, the tapered line is suggested which continuously tapers without a discontinuity

along the length of the line [89].

1. The tapered line section design:

If both the Zdiode and ZC2 are approximated as equivalent transmission line, which is shown

in Figure 5.11, it can be seen that both the impedance of Zw1 seen at the boundary of wtaper,1

and the impedance of Zw2 seen at the boundary of wtaper,2 side are highly capacitive.

Similarly to the stepped-impedance low pass filter design [71], by adding the tapered line

at between two Zlow as shown in Figure 5.11, a resonance at the frequency of interest can

be achieved. Hence, it is aimed that the tapered line acts as a Quasi-lumped element which
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has the length of λ/4 < Ltaper < λ/8 at f2 and at 2 f2. The physical length of the Ltaper is

calculated using LineCalc Tool of the ADS, and finally initial values for the first solution are

approximately determined as 17.6 mm < Ltaper< 8.6 mm at f2, 8.8 mm < Ltaper < 4.2 mm at

2 f2.

To predict the tapered line reflection coefficient and the impedance of the line as a function

of the line length different types of analysis are exploited such as exponential taper, triangular

taper, and Klopfenstein Taper [71]. In the analysis of the proposed tapered line, exponential

taper approximation is considered as given

Z(z) = Z0eaz f or 0 < z < L (5.8)

In the determination of the Zw1, it is assumed that the Zw1 represents the impedance of at

the left boundary (z=0) of the tapered line as shown in Figure 5.11. At that point to evaluate

the Zw1, the approximation is done assumed by using (5.8) and then Z(0) is approximated as

Z(0)= Z0 e0 at z=0, our case is Z(0)=Z0=Zdiode as shown in Figure 5.11. So then, the Zw1 can

be approximated at z=0 ( the left boundary of the intersection between diode and the tapered

line) as Zw1 � Z(0) so then the Zw1 � Zdiode.

After this assumption, in order to approximate the width of the tapered line, the real part of

the impedance of the diode, which is represented by the diode internal resistance of Rs= 25

Ω for the HSMS 2850 Schottky diode, is taken into account. As a next step, Zw1 is initially

approximated at between 30 Ω < Zw1 < 25 Ω. And finally, the corresponding width values are

calculated in LineCalc as 3.7 mm < Zw1 < 4.7 mm at f2.

As it is assumed that the tapered line introduces an inductive reactance to cancel out the

capacitive reactance, in order to increase inductive reactance at the side of wtaper,2, the width

of the tapered line is chosen as wtaper,1 > wtaper,2 so as to get smooth from capacitive to

inductive reactance. In addition, it is aimed to bring the Zin at the center of SC by using a

single transmission line. As it is shown in Figure 5.11, the physical meaning of the Zhigh

is smaller width value and hence the physical width of wtaper,1 is initially selected as 1.6 <

wtaper,1 < 1.2 mm at f2.

In the next section, the parametric study of the tapered line will be given to understand the

effects of the tapered line parameters on the Zin.

1.a. The parametric study for the tapered line section:

As it is mentioned previously, the theoretical approach is used to approximate the initial

values of the tapered line. Therefore the parametric study will be presented in order to under-
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Figure 5.12: The layout of the proposed tapered line matching.

stand the effect of the dimensions of the tapered line on both the reflection coefficient and the

Zin. The key parameters, which highly affect the Zin in the frequency range of f2=2.5–2.55

GHz, are wtaper,1, wtaper,2 and, Ltaper, respectively.

It is worth to notice that in the parametric study section since the Em-co simulation features

more realistic results especially for the distributed part of the circuit (refer to Figure 5.12), the

corresponding parameters are assigned in the EM layout, and parametric study of each value

is carried out by means of Em-co simulation. Mesh density is chosen as 80 Cell/Wavelength

for the proposed rectifier simulation with the key parameters. Moreover, the observation of

the effect of the parameters is realized by changing one parameter value while the value of

other parameters is kept constant.

As it is depicted Figure 5.13, the physical length of the tapered line, Ltaper is selected

as a first parameter to be investigated at the same time the values of wtaper,1=4.2 mm and

wtaper,2=1.2 mm are kept as given. It is observed that when the tapered line length increases

the resonant frequency shifts towards the lower side of the frequency spectrum. On the other

hand, when Ltaper decreases the resonant frequency shifts towards the upper side of the fre-

quency desired frequency range. When the value of Ltaper is altered at between 9.6-13.6,

the capacitive and inductive characteristic of the tapered line changes differently resulting in

different resonance frequencies having alternative S 11. However, in order to get the input

impedance at the desired frequency range ( f2=2.5–2.55 GHz) the most suitable value for the

physical length of the tapered line is initially determined as 11.6 mm < Ltaper < 11.2 mm.

Furthermore, the value of the wtaper,1 is swept at between 1.2-6 mm while the value of

wtaper,2=1.2 mm and Ltaper=11.6 mm. Figure 5.14 indicates that how the reflection coefficient

S 11 changes as a function of wtaper,1. It can be seen from the result when wtaper,1 increases,
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Figure 5.13: Simulated (EM-co) magnitude of the reflection coefficient of the proposed rec-
tifier when Ltaper is swept at Pin=-15 dBm and Rload=1200 Ω when w2=1.2 mm and w1=4.2
mm.

Figure 5.14: Simulated (EM-co) magnitude of the reflection coefficient of the proposed rec-
tifier when wtaper,1 is swept at Pin=-15 dBm and Rload=1200 Ω when wtaper,2=1.2 mm and
Ltaper=11.6 mm.
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(a)

(b)

Figure 5.15: Simulated (EM-co) (a) magnitude of the reflection coefficient of the proposed
rectifier (b) Smith Chart result when wtaper,2 is swept at Pin=-15 dBm and Rload=1200Ωwhen
wtaper,1=4.2 mm and Ltaper=11.6 mm.
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the resonant frequency slightly shifts towards to lower frequency side whereas when the value

of wtaper,1 is kept to decrease, the resonant frequency goes to the upper frequency side. There

is an interesting observation from the simulations when the value of wtaper,1= wtaper,2=1.2

mm there is no obtained resonance in which S 11 is less than -4 dBm at between 1.8-3 GHz.

Therefore in order to get a resonance at the frequency range of interest (2.5–2.55 GHz), the

value of wtaper,1 should be bigger than the value of the wtaper,2.

As a result of the parametric study for wtaper,1, even the value of wtaper,1 = 3.2 mm features

the best S 11 and Zin, since the obtained resonance is out of the frequency range of interest

(refer to Figure 5.14), the most suitable values for the wtaper,1 to get the input match at the

desired frequency range are recorded as 4.8 mm < wtaper,1 < 4 mm.

In addition, the effect of the wtaper,2 is investigated in the range of 0.4–4.2 mm when the

values of wtaper,1=4.2 mm and Ltaper=11.6 mm. On the contrary to the wtaper,1, it can be seen

in Figure 5.15, when wtaper,2 decreases, the resonant frequency rapidly shifts towards to lower

frequency side. When the value of wtaper,2 increases, in the first place the resonance frequency

slightly goes to the upper frequency side; however, if the value of wtaper,2 is kept to increase,

the reflection coefficient (S 11) starts to decrease at around the same frequency band.

The parameter study for both wtaper,1 and wtaper,2 verifies the assumption made in the the-

oretical part which states that to get a smooth transition between capacitive to inductive the

value of the widths should be selected as wtaper,1 > wtaper,2. Therefore, the values of the

wtaper,1 and wtaper,2 are selected as wtaper,1 > wtaper,2.

At the end of the parametric study of the tapered line, the initial approximation done in the

theoretical section is verified and then the variables are initially selected as Ltaper=11.6 mm,

wtaper,1=1.2 mm, and wtaper,2=4.2 mm, which provide a good input impedance match at the

frequency range of interest. After inserting the tapered line, the input impedance is recorded as

Zin= 49-j*2 Ω at f2=2.547 GHz, besides the simulated magnitude of the reflection coefficient

is obtained as S 11= -33 dB.

The creation of the first input match at between f2= 2.5-2.55 GHz is achieved by just

employing the tapered line (refer to Figure 5.12), and then the assumption of MN can be

inserted any place in the circuit is verified. The next step is the creation of the second input

impedance match at between f1= 2-2.1 GHz.

2. Single stub section design:

After adding the tapered line, Zin( f1)be f ore,taper =5-j*36 – 4.7- j*32 Ω (in EM-co simu) is

transformed to Zin( f1)a f ter,taper =6.4-j*32.5 – 7- j*28.5 Ω at between f1=2-2.1 GHz. In order
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Figure 5.16: The layout of the proposed MN after adding the stub line.

to transform Zin( f1)a f ter,taper to Z0, a single shunt stub tunning (open-circuited) is suggested

and placed as shown in Figure 5.16.

For a single shunt stub, there are two main parameters such as Lstub and ld, which are the

length of the stub and the distance from the load to the stub position, respectively. The given

parameters can be analytically derived as given [71]

Z = Z0
(RL + j ∗ XL) + j ∗ Z0 tan(βld)
Z0 + j ∗ (RL + j ∗ XL) tan(βld)

(5.9)

The admittance corresponding to the (5.9)

Y = G + j ∗ B =
1
Z

(5.10)

where the G and B represents the conductance and susceptance, respectively. To find the

values of the corresponding G and B, the formula can be written in terms of ld as given

G =
RL(1 + (tan βld)2)

R2
L + ((XL + Z0 tan βld)2)

(5.11)

B =
R2

L tan βld − (Z0 − XL tan βld)(XL + Z0 tan βld)

Z0[R2
L + (XL + Z0 tan βld)2]

(5.12)

ld is selected so as to get G=Y0=1/Z0. From (5.10), this results in a quadratic equation for

tan βld written as (to simplify the quadratic equation, k=tan βld )

Z0(RL − Z0)k2 − 2XLZ0k + (RLZ0 − R2
L − X2

L) = 0 (5.13)

extracting k term from the (5.12)
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k = tan βld =
XL ±

√
RL[(Z0 − RL)2 + X2

L]/Z0

RL − Z0
for RL , Z0 (5.14)

(5.13) results in two principal solutions for ld

ld
λ
=


1

2π
tan−1 k k ≥ 0

1
2π

(π + tan−1 k) k < 0

(5.15)

To obtain the required stub lengths, Lstub, firstly the susceptance Bs=−B is found by using

(5.12), and then for an open-circuited stub Lstub can be expressed as

Lstub

λ
=

1
2π

tan−1(
Bs

Y0
) = − 1

2π
tan−1(

B
Y0

) (5.16)

By using analytical solution for a open-circuited single stub, the electrical lengths of both

Lstub and ld are calculated as given:

First solution: Electrical length for the ld is θld1 found as 6.32o< θld1< 18.72o, whereas

electrical length for Lstub is found θLstub1 � 23.7o for the range of f1. Their physical values

are calculated by using LineCalc Tool of the ADS, and finally the initial values for the first

solution are determined as 2.158 mm < ld1 < 4.4 6 mm and 5.92 mm < Lstub1 < 5.38 mm.

Second solution: Electrical length for the ld is θld2 found as 56.6o< θld2< 60.12o, whereas

electrical length for Lstub is found θLstub2 � 159.9o for the range of f1. Their physical values

are calculated by using LineCalc Tool of the ADS, and finally the initial values for the first

solution are determined as 12.8 mm < ld2 < 13.65 6mm and 36.31 mm < Lstub2 < 39.95 mm

for the range of f1. Furthermore, the width of the stub is chosen as 50 Ω, it is calculated with

LineCalc Tool of the ADS and found as approximately wstub= 1.8 mm.

As it is mentioned previously, the theoretical values are used as a starting point for the

optimization step. On the other hand, if the stub is represented as an equivalent transmission

line as shown in Figure 5.17. Equivalent transmission line of the stub having characteristic

impedance of Zse and electrical length of θse will change the input impedance of Zin( f2) after

adding the open-circuited stub, Zin,a f ter,stub( f2) can be expressed as

Zin( f2)a f ter,stub = Zse
Z0 + j ∗ Zsetanθse

Zsetanθse + j ∗ Z0
(5.17)

where Zin,be f ore,stub � Z0 � 49-j*2 Ω at f2= 2.547 GHz.
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Figure 5.17: The equivalent of the proposed stub line.

As it can be seen from the (5.17), especially the length of the stub profoundly alters the

Zin( f2); therefore, as it will be given in the parametric study section, the only feasible physical

length of the stub is taken into account. For example for the value of 36.31 mm < Lstub2 <

39.95 mm in the range of f1 is not feasible due to the fact that it highly alters the Zin( f2) and

also it increases the size of the MN. Hence, the suitable values for the stub parameters are

taken initially into the account of the parametric study.

2.a. The parametric study for the single stub section:

The key parameters, which highly affect the Zin in the frequency range of f1=2–2.1 GHz, are

Lstub and ld. The observation of the parameters is realized by changing one parameter value

while the values of other parameters are kept constant. For example, the tapered line parame-

ters are kept in their initial values as wtaper,1=4.2 mm, wtaper,2=1.2 mm and, Ltaper=11.6 mm.

The only parameters that are changed for the sake of parameter study are Lstub and ld.

As it is depicted Figure 5.18, the physical length of the stub, Lstub is selected as a first

parameter to be investigated while the value of ld=10.8 mm, and then Lstub is swept at between

10.4-3.4 mm. It is observed that when the stub line length (Lstub) increases the resonant

frequency shifts towards the lower side of the frequency spectrum whereas Lstub decreases the

resonant frequency shifts towards the upper side of the frequency desired frequency range. In

addition to this, the input impedance at between f2=2.5-2.55 GHz shifts toward the frequency

range of 2.65-3 GHz after adding the stub and it relocates with the increment/decrement in

Lstub.

Furthermore, the value of the ld is swept at between 6.8-13.8 mm while the value of

Lstub=7.4 mm. As a result of this, the resonant frequency changes as a function of ld which

is depicted in Figure 5.19. It can seen from the results when ld increases, the resonance

frequency shifts towards to the lower frequency side whereas when the value of ld is kept

to decrease, it goes to the upper frequency side. As it can be observed in Figure 5.19, the

location of the second resonance still remains frequency band from 2.65-3 GHz.

103



(a)

(b)

Figure 5.18: Simulated (EM-co) (a) magnitude of the reflection coefficient of the proposed
rectifier (b) Smith Chart result when when Lstub is swept at Pin=-15 dBm and Rload=1200 Ω
when ld=10.8 mm, wtaper,1=4.2 mm, wtaper,2=1.2 mm and, Ltaper=11.6 mm.
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(a)

(b)

Figure 5.19: Simulated (EM-co) (a) magnitude of the reflection coefficient of the proposed
rectifier (b) Smith Chart result when when ld is swept at Pin=-15 dBm and Rload=1200 Ω
when Lstub=7.4 mm, wtaper,1=4.2 mm, wtaper,2=1.2 mm and, Ltaper=11.6 mm.
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As a result of the parametric study of the stub section, since the theoretical values of the

stub parameter profoundly shifted the first resonant at f2=2.5–2.55 GHz, the approximated

values for the open-circuited (shunt) stub parameters, which are derived from the analytical

solution, could not be taken. Therefore, the transformation of Zin at between f1 = 2−2.1 GHz

to Z0 has not achieved by adding a single (shunt/open) stub. However, the stub section has

brought the Zin( f1) very closely to the 1-j*B circle on admittance Smith Chart at the frequency

range of 2.05-2.07 GHz (refer to Figure 5.19). Therefore, if the capacitive reactance of the

input impedance is canceled out by adding an inductive reactance, the transformation of Zin

at f1 = 2− 2.1 GHz can be still achieved. Hence, as a next step, adding an inductance section

is proposed.

3. Inductor section:

It is worth to notice that the primary intention to add an inductor section is to cancel out the

capacitive reactance of Zin( f1) as it is mentioned previously. As the rectifier circuit with MN

can also be considered a series resonant circuit, the inductor section is intentionally inserted

at between II′ plane to AA′ plane as shown in Figure 5.20 to form a resonance with High–

Quality factor. The reason for this, the rectifier circuit with high loaded Q-factor may results

in high RF signal amplitude at the resonance, and hence the greater RF signal can enhance

the DC output voltage [95].

Loaded Quality (Q-)Factor

The Q–factor in the resonance circuit is a quantity that indicates how much energy is lost

from the energy stored at the resonant, which is expressed as [71]

Q = ω
average energy stored

energy loss
= ω

Wm +We

Ploss
(5.18)

The loaded QL can be defined as

1
QL
=

1
Q0
+

1
Qe

(5.19)

where Q0 is the unloaded Q-factor and for the series resonant circuit is expressed as

Q0 =
ω0L

R
(5.20)

where Qe is the external Q-factor and for the series resonant circuit is expressed as

Qe =
ω0L
RL

(5.21)
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Figure 5.20: The layout of the proposed matching network after adding the inductor section.

Table 5.1: Optimized parameter values for the distributed part

Parameter Value
wtaper,1 4.2 mm
wtaper,2 1.2 mm
Ltaper 13 mm
wstub 1.2 mm
Lstub 7.4 mm

ld 10.8 mm

As it can be seen from (5.18)–(5.21) enhancement in the stored magnetic energy at the

resonant can increase the QL results in greater RF signal amplitude. Therefore, it is assumed

that if the inductor section is inserted at the input of the rectifier circuit (refer to 5.20), it can

passively amplify the RF signal amplitude coming from the antenna and hence the RF-to-DC

conversion efficiency can be boosted.

Finally, the optimization of all parameters for both the tapered line and stub section is

repeated; firstly to bring the input impedance match in the range of f2=2.5–2.55 GHz and

secondly, to keep the Zin( f1) very closely to 1-j*B circle on admittance Smith Chart in the

range of f1 = 2 − 2.1 GHz.

As a consequence of the parameter study, Table 5.1 indicates all the optimized parameters

for the distributed part of the proposed MN. Furthermore, the values of the inductors have

been selected to cancel out the capacitive part of Zin( f1) so as to improve the S 11 at f1. Table

5.2 depicts all values for the discrete part in the simulation and the practical implementation.

After all the parameters are tuned-out, the MN is simulated with the optimized values given

in Table 5.1 and 5.2.

Figure 5.21 shows S 11 of the proposed MN with and without inductor section. It can be
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Table 5.2: Simulated and practical implementation values for the discrete part

Parameter Simulated Value Practical implementation Value
C1 4700 pF 10 pF
C2 4700 pF 6.8 pF
L1 2.2 nH 1.5 nH
L2 2.2 nH 1.5 nH

Figure 5.21: Simulated (EM-co) magnitude of the reflection before/after adding the inductor
section.
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seen from the results, after adding the inductor section, the input impedance at both the desired

frequency of f1 and f2 is well-achieved.

Furthermore, as the Q-factor and the fractional bandwidth of the resonance circuit are in-

versely proportional to each other, the fractional bandwidth of the rectifier with and without

inductor section are compared at the resonance. The bandwidth of the rectifier with and with-

out inductor section is separately obtained from the simulation results in order to verify the

assumption of which inductor section can enhance the Q- factor. Since S 11 of the f1 is above

the -10 dB, the fractional bandwidth is evaluated as targeting the f2. The fractional band-

width of the rectifier without inductor section is taken for a target S 11 = -10 dB, and then it

is calculated as 1.83%. In the same manner, the fractional bandwidth of the rectifier with the

inductor section is evaluated as 1.5%. The fractional bandwidth results indicate that the rec-

tifier with inductor section features less fractional bandwidth at the resonance ( f2) and hence,

it possesses greater Q-factor compared to the rectifier without the inductor section.

It is worthy of notice since there are some differences between the simulation and the prac-

tical implementation values of the discrete part of the proposed MN as shown Table 5.2, the

parametric study for the discrete part will not be provided.

At the end, the rectifier circuit with the proposed MN is fabricated. Figure 5.22 depicts

the latest Em-co layout and the fabricated prototype of the proposed MN with the optimized

values given in Table 5.1 and 5.2. As a next step, the performance of the rectifier circuit in

terms of S 11 and RF-to-DC conversion efficiency will be discussed in the next section.

5.5.3 Performance Evaluation of the Rectifying Circuits with the Proposed Dual-Band

Matching Network

5.5.3.1 Magnitude of the Reflection Coefficient Measurements

It is worth to notice that mesh density deliberately is chosen as 300 Cell/Wavelength in the

final Em-co simulation of the rectifier with the optimized parameters (refer to Table 5.1 and

5.2). The measured and simulated reflection coefficient ( S 11) of the rectifier circuit with

the proposed MN are shown in Figure 5.23. The bands of interest involved in the design are

enclosed with dashed line rectangles. The results have thoroughly matched with our frequency

offset approach. The measured S 11 of the rectifier circuit as a function of input RF power is

also provided in Figure 5.24. As it can be seen, when the input RF power increased as 0 dBm,

the S 11 of the rectifier at the frequency range of interest still remains under -10 dBm.
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(a) (b)

Figure 5.22: (a) The layout of the rectifier with the proposed Matching Network (b) The
fabricated prototype of the proposed rectifier.

Figure 5.23: Measured and simulated (EM-co) magnitude of the reflection coefficient of the
proposed rectifier at Pin=-15 dBm and Rload=1200 Ω.
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Figure 5.24: Measured reflection coefficient of the proposed rectifier as a function of RF
power when Rload=1200 Ω.

5.5.3.2 RF-to-DC Conversion Efficiency Evaluation

The RF-to-DC conversion efficiency of the rectifier can be evaluated as follows:

ηRF−DC = PDC/PRF = V2
DC/PRFRLoad (5.22)

where PDC is the DC output power, PRF is the RF power to the input of the rectifier, VDC is

the output DC voltage, RLoad is the value of load resistance.

By using (1), RF-to-DC conversion efficiency has been calculated at a single tone for both

frequencies of 1.8 GHz and 2.45 GHz, respectively. Figure 5.25 reports the RF-to-DC con-

version efficiency with respect to the input RF power. The measured RF-to-DC conversion

efficiency of the dual-band rectifier is 46%, 56%, and 69%, for the different input power levels

of -10, -5, 0 dBm, respectively at 1.8 GHz. On the other hand, it features efficiencies of 27%,

38%, and 48%, for the different input power levels of -10, -5, 0 dBm, respectively at 2.45

GHz. The peak conversion efficiency has been recorded as 72.2% at 4 dBm at 1.8 GHz and

53% at 7 dBm at 2.45 GHz.

The proposed rectifier performance in terms of the aggregated output DC voltage is depicted

in Figure 5.26 and Figure 5.27. The measured output DC voltage of the dual-band rectifier is

0.25 V, 0.46 V, and 0.9 V, for the different input power levels of -10, -5, 0 dBm, respectively
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Figure 5.25: Measured and simulated RF-to-DC efficiency vs input power at 1.8 GHz and
2.45 GHz when Rload=1200 Ω.

Figure 5.26: Measured and simulated output voltage vs input power at 1.8 GHz when
Rload=1200 Ω.
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Figure 5.27: Measured and simulated output voltage vs input power at 2.45 GHz when
Rload=1200 Ω.

at 1.8 GHz. On the other hand, it features output DC voltage of 0.17 V, 0.38 V, and 0.76 V, for

the different input power levels of -10, -5, 0 dBm, respectively at 2.45 GHz. As it is depicted

in Figure 5.25–5.27, the performance of the rectifier at 1.8 GHz is better than 2.45 GHz, this

might be due to the diode and the substrate losses that increase with the frequency.

In order to demonstrate that the range of load resistance in which the rectifier features the

maximum RF-to-DC conversion efficiency, the measured and simulated conversion efficiency

as a function of the load resistance value at two frequency of interest are plotted in Figure 5.28

and Figure 5.29. It can be seen from both the measured and simulated results, the optimal

load resistance value changes with the RF input power level. For example, the optimal load

resistance value for the maximum RF-to-DC conversion efficiency changes at between Rload=

1800–3800 Ω when the input RF power is -15 dBm whereas, the maximum attainable RF-to-

DC conversion efficiency alters at between Rload= 1000–2800 Ω for the RF input power range

of -10 dBm to 0 dBm.

The variation of the optimal load value for the maximum RF-to-DC conversion efficiency

is well expected because of the electrical properties of the Schottky diode such as video re-

sistance. As it is explored in Chapter 4, video resistance profoundly changes with the RF

input power levels and then it affects the optimal load value. Therefore, the different values
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Figure 5.28: Simulated and measured RF-to-DC conversion efficiency of the proposed recti-
fier versus load resistance at f1=1.8 GHz.

Figure 5.29: Simulated and measured RF-to-DC conversion efficiency of the proposed recti-
fier versus load resistance at f2=2.45 GHz.
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Figure 5.30: Simulated and measured RF-to-DC conversion efficiency of the proposed recti-
fier versus frequency when Rload=1200 Ω.

of the video resistance at the different RF power levels (bias levels) result in different optimal

load resistance value for the maximum conversion efficiency. Additionally, it can be observed

from the results, the optimal load resistance values at two frequencies of interest almost alter

at between Rload= 1000–1800 Ω for the range of RF input power level of -10 dBm to 0 dBm.

The performance of the proposed rectifier with respect to the frequency is given in Figure

5.30. It should be noticed that RF-to-DC conversion efficiency reaches the maximum values

of 16.57% and 23.7% at -10 dBm and -5 dBm, respectively at around 2.5-2.6 GHz in the

simulation results whereas the measured conversion efficiency varies slightly at around 2.4–

2.45 GHz with the maximum efficiencies of 27%, 38%. The difference between the simulation

and the measured results in the frequency bands of 2.4–2.45 GHz and 2.5-2.6 GHz is due to the

design frequency offset which is taken at around 2.5-2.6 GHz in the simulations. Therefore,

the maximum attainable RF-to-DC conversion efficiency shifts towards the band of 2.5-2.6

GHz in simulation results.

Furthermore, the simulated RF-to-DC conversion efficiency is almost constant at the fre-

quency band of 1.6-2 GHz at the different input power levels, however as it is seen from the

measurements results, the RF-to-DC conversion efficiency is at the highest value at around
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Figure 5.31: Simulated and measured output DC voltage for a single tone sweep of the pro-
posed rectifier versus frequency when Rload=1200 Ω.

1.8-1.85 GHz and it decreases as the operation frequency goes to the frequency bands of

1.5–1.7 GHz and 1.9–2.2 GHz, respectively. The difference between the simulation and mea-

surement results might be due to the fact that the response of the Schottky diode which is

idealistically approximated in the simulation. Therefore, as the non-linear behavior of the

diode varies comparatively over the frequency from 1.6 to 2 GHz in the simulation, it may

result in slight changes in the RF-to-DC conversion efficiency as the frequency of operation

changes. However, in the practical laboratory measurements, the response of the Schottky

diode at the different operation frequency has been observed. According to the measurement

results, the response of the Schottky diode alters considerably when the operation frequency

changes. Furthermore, the performance of the proposed rectifier in terms of the DC output

voltage as a function of frequency is plotted in Figure 5.31. It can be seen from both the

simulated and the measured results, the trend of change in the DC output voltage is the same

as the trend of change in the RF-to-DC conversion efficiency when the operation frequency

alters.
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CHAPTER 6

EXPERIMENTAL STUDIES OF RECTENNA

"I want to shatter all stereotypes. The dream is to continue combining physics

and dance. "

- Merritt Moore , The professional ballerina and quantum physicist

6.1 Rectenna Measurements in a Controlled Environment

In order to evaluate the performance proposed rectenna in a controlled environment, an ex-

periment in a laboratory is conducted using the setup shown in Figure 6.1. The proposed

broadband fractal slotted antenna (Rx) is aligned with the transmitter antennas (Tx) in order

to bring their phase centers at the same level as accurate as possible. At the transmitter side,

same broadband fractal slotted antennas are used, and all the antennas are placed on foam.

It is noteworthy that in order to observe the power transmission at the far-field of the pro-

posed broadband fractal slotted antenna, the Tx and the Rx have to be sufficiently separated

from each other so that to get interaction between Tx and the Rx is only because of the radi-

ated EM field. Otherwise, the reactive effects might be observed, and it can alter the power

transmission. Therefore, the Tx and Rx should be located in the Fraunhofer region, which is

determined by the well-known formula given as

R =
2D2

λ0
(6.1)

where R indicates the distance between the phase center of the antennas, D is the largest

dimension of the Tx antenna, and λ0 is the wavelength of the operating frequency in free-

space. So then, the distance between the Tx and Rx is selected as 33 cm.

The measurement steps are given as; 1) two power generators (Agilent E4428C and R&S
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Figure 6.1: Experimental setup for the rectenna measurement in a controlled laboratory envi-
ronment.

SMBV 100A), each incident power is swept at between 5-26 dBm, and are connected to

transmitter antennas.

2) a spectrum analyzer (R&S 2VL) is used to measure the amount of the received power

in dBm. The measured power as a function of frequency was recorded to obtain the received

power in dBm at each frequency.

3) the total power density in W/m2 is estimated with the well-known formula as follows:

Pdensity,total =
4π
c2

∑i=n
i=1 P f i∑i=n
i=1

G f i

F2
i

(6.2)

where Pdensity,total is the total power density, P f i is the input power level as a function of

frequency, G f i is the gain of the receiving antenna at each frequency, c is the speed of the

light and Fi is the corresponding frequency of 1.8 GHz and 2.45 GHz. Using (2), the total

power density is calculated.

4) after finding the total power density, the proposed dual-band rectifier was connected

to the proposed antenna without disturbing the alignment condition. Moreover, the open

and loaded voltage values at the output terminals of the rectenna were measured using a

multimeter (Fluke) and recorded.

Figure 6.2 indicates the measured RF-to-DC conversion efficiency of the rectenna and Fig-

ure 6.3 shows the DC output voltage with respect to the RF power density at the condition
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Figure 6.2: Measured RF-to-DC conversion efficiency as a function of the incident power for
two frequencies of 1.8 & 2.45 GHz.

of two tone signal. As it can be seen from the results, rectenna features the highest RF-to-

DC conversion efficiency of 51.9% when the total power density of two tone signal is 11.1

µW/cm2.

In order to evaluate the energy harvesting capability of the rectenna with the dedicated RF

source, the measurements conditions are kept the same as shown in Figure 6.1. Only a tem-

perature sensor, which has a supply voltage value 1.5 V to operate and read the temperature,

is connected at the output of the rectenna as shown in Figure 6.4. The proposed rectenna is

able to actuate the low power temperature sensor when the total power density of at around

15 µW/cm2 when the two-tone signal is available.

In order to investigate the energy harvesting capability of the proposed rectenna in a realistic

scenario, microwaves oven which operates at the at the ISM S-band is selected as a dedicated

source. RF spectrum measurement was conducted to determine the frequency bands and

the available power density near to the microwave oven. First of all, portable measuring

equipment for electromagnetic field (EMF) from Narda was placed at a distance of 50 cm

from the microwave oven.

The instant screen image is obtained from the Narda. The measured frequency bands and

the available power densities are shown in Figure 6.5. It is important to notice that, the

available frequency bands and power densities were intermittently changing. For example,
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Figure 6.3: Measured DC output voltage as a function of the incident power for two frequen-
cies of 1.8 & 2.45 GHz.

Figure 6.4: The proposed rectenna with the temperature sensor.
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Figure 6.5: The instant available frequency bands and the power near to the microwave oven.

the frequency band was changing at between 2.4-2.48 GHz whereas the available power was

altering at between -20 – -70 dBm. Under this condition, as it can be seen from the Figure 6.6

when the rectenna is placed closely (the distance of nearly 30 cm) to the microwave oven, it

is able to actuate the temperature sensor.

6.2 Rectenna Measurements in Ambient

Harvesting RF energy from the ambient is more challenging and difficult due to the RF power

levels in the environment are relatively low and unstable. Therefore, in order to determine the

available frequency bands and then the RF power densities, a simple RF spectrum study and a

field measurement to cover the standards of GSM-900, GSM-1800, DECT, 3G (UMTS), and

WLAN are conducted in Middle East Technical University Northern Cyprus Campus (METU-

NCC). The surveyed areas have been decided according to the mobile base station position

which is near to the academic buildings as depicted in Figure 6.7. Field measurement device

has been used in spectrum mode to obtain the available frequency bands and the corresponding

power densities.

Figure 6.8-6.11 show the RF power distributions which are a function of frequency. Table

6.1 summarizes the total power densities and specifies the range of each frequency bands in

which the available power is averaged. As seen from the results, it is recommended that RF

energy harvesting from the standards of GSM-900 and 3G (UMTS) is more suitable in the

METU-NCC.

Under the available frequency bands and the power densities condition, in order to evalu-

ate the performance of the proposed rectenna in ambient, different locations in the campus
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Figure 6.6: Possible practical scenario for the proposed rectenna: dedicated RF energy har-
vesting from microwave oven.

Figure 6.7: Measurement locations in METU-NCC.
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Table 6.1: Measured ambient electric field densities from different standards

Standard Frequency Range (MHz) Total Value (V/m)
GSM-900 890-960 4.137

GSM- 1800 1710-1876 0.026
DECT 1881-1900 0.008

3G (UMTS) 1920-2170 1.818
WLAN 2400-2483 0.021

Figure 6.8: Measured received power reading from the spectrum analyzer for GSM-900.

Figure 6.9: Measured received power reading from the spectrum analyzer for GSM- 1800.
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Figure 6.10: Measured received power reading from the spectrum analyzer for DECT.

Figure 6.11: Measured received power reading from the spectrum analyzer for WLAN.
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Figure 6.12: Proposed rectenna measurement in ambient at the location of P3.

Table 6.2: Measurement locations and the open voltage values of the proposed rectenna when
the measurement duration is approximately 10 min.

Measurement Point Height Distance (m) Open Voltage Value (HSMS2850) (mV)
P1 Ground level 20 9-20
P2 Top of the building 15 50-90
P3 Top of the building 15 195-417
P4 Top of the building 10 45-120

are selected. Figure 6.7 indicates the detailed locations in which the measurements are con-

ducted. The rectenna measurement areas were selected close to the mobile station as shown

in Figure 6.7 and the rectenna measurements were conducted at between 13:00-15:00 on the

weekend. Figure 6.12 illustrates the measurement setup of the rectenna. The open voltage of

the proposed rectenna was measured with UT61D voltmeter at each measurement point, and

the output voltage was observed during approximately 10 minutes for each point. Table 6.2

summarizes the open-voltage value for the proposed rectenna at each location. As a result of

this, it can be seen that the open-voltage of the rectenna was intermittently changing, and then

the highest value was recorded in the range of 417-195 mV at the location of P3.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

"Don’t be afraid of hard work. Nothing worthwhile comes easily. Don’t let

others discourage you or tell you that you can’t do it. In my day I was told women

didn’t go into chemistry. I saw no reason why we couldn’t "

- Gertrude Elion, Biochemist, winner of the Nobel Prize

7.1 Conclusion

In this thesis, a detailed methodology for the design and implementation of an RF energy

harvester (rectenna) was presented with numerical and experimental results. The feasibility

of the proposed rectenna was investigated and it was shown that designed rectenna can be

utilized to actuate a low power sensor.

In the receiving antenna design, it was aimed to study bandwidth enhancement technique.

Therefore, a fractal-slotted antenna is proposed to cover the most frequently encountered

frequency bands are situated around 1800/1900 MHz, 2.1 GHz, 2.4 GHz, 2.45 GHz corre-

sponding to standards like GSM, UMTS, ISM, WLAN respectively. First of all, the proposed

antenna was simulated via ADS, and then antenna with size of 76.99 mm × 47.45 × 1.8 mm

was fabricated on a Roger4003C substrate. In order to validate the numerical simulations,

the return loss, radiation pattern, and gain measurements were carried out. Measurement re-

sults demonstrated that the antenna resonates from 1790 MHz to 2930 MHz with the FBW of

48.3% which covers the aforementioned frequency bands. In the antenna design, the band-

width enhancement was achieved by employing the proposed fractal shape. As a result of

the radiation pattern measurements, it was validated that the proposed antenna shows a bi-

directional radiation pattern and dual-polarization. The maximum measured gains were found

as 2.44 dBi, 2.89 dBi, and 4.43 dBi at the frequencies of 1800 MHz, 2100 MHz, and 2450
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MHz, respectively. The only unexpected result was the gain results of the proposed antenna

at the frequencies of 1800 MHz and 2100 MHz.

In the rectifier design, a new approach for the realization of a matching network to get an

input impedance match at two different frequency of interest was proposed to reduce both the

complexity and the losses introduced by a matching network. The proposed rectifier circuit

with the proposed matching network with size of 50 mm × 19 × 1.8 mm was fabricated

on a Roger4003C substrate. In order to validate the numerical simulations, the return loss

and the RF-to-DC conversion efficiency measurements were carried out. It was shown with

the return loss measurements; the proposed matching network enables a compact rectifying

circuit and besides, since the proposed matching network with voltage doubler rectifying

circuit resonates at the GSM 1800, and Wi-Fi bands for S 11 less than -10 dB, the frequency

offset approach mentioned in Chapter 5 was thoroughly validated. Moreover, it was observed

that the rectifier circuit yields the RF-to-DC conversion efficiency of 46%, 56%, and 69%,

for the different input power levels of -10, -5, 0 dBm, respectively at 1.8 GHz. On the other

hand, it features efficiencies of 27%, 38%, and 48%, for the different input power levels of

-10, -5, 0 dBm, respectively at 2.45 GHz. The peak conversion efficiency has been recorded

as 72.2% at 4 dBm at 1.8 GHz and 53% at 7 dBm at 2.45 GHz. As a result of the conversion

efficiency measurements, it was demonstrated that the proposed rectifying circuit provides a

good efficiencies in the range of -10 dBm to 0 dBm.

Ultimately, the rectenna which is the combination of both the proposed antenna and the

dual-band rectifier circuit has been tested in both controlled environment (laboratory) and

ambient. This research has established that the RF-to-DC conversion efficiency of the pro-

posed rectenna can be higher than 50% for the power density level of 11.1 µW/cm2. Besides, it

has been shown that the proposed rectenna can actuate a low–power temperature sensor when

the total power density of 15 µW/cm2 is available from a dedicated source. The feasibility

of the proposed rectenna aiming to be utilized to actuate a low power sensor was validated

with the measurements. In addition, as a part of this study, the energy harvesting capability of

the proposed rectenna has been tested and verified in the Middle East Technical University–

Northern Cyprus Campus. As a result of this, it has been observed that the proposed rectenna

can feature an open voltage in the range of 195–417 mV in ambient. The ambient measure-

ments have demonstrated that since the available power densities in METU–NCC are low and

the available frequency bands are not enough, the one unit of the proposed rectenna was not

enough to produce a DC power to actuate an electronic device in ambient.
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7.1.1 Thesis Contributions

This thesis study provides a couple of contributions to the field of RF energy harvesting,

which can be presented as follows:

1. Chapter 3 discusses the combination of the cavity perturbation technique and the fractal

topology to give a better understanding of the effect of the fractal shape on the antenna char-

acteristics. Further, it has demonstrated that the fractal shape slot can be utilized to enhance

the bandwidth of the antenna.

2. Chapter 4 presents practical laboratory measurements of different Schottky diodes for

the evaluation of how the diode’s parameters affect the conversion loss, RF-to-DC conversion

efficiency, and output DC voltage. Besides, the practical measurements provide an insight for

the selection of the suitable Schottky diode for the sake of RF-to-DC conversion efficiency.

3. Chapter 5 offers a new matching technique for the rectifier circuit to reduce both the

complexity and the losses introduced by a matching network. Comprehensive design analysis

of the proposed matching network with the rectifier circuit is given in detail.

4. Chapter 6 demonstrates a rectenna which is designed for the first time in the Middle

East Technical University–Northern Cyprus Campus. Furthermore, the potential of the RF

energy harvesting by using the proposed rectenna has been investigated for the first time in

the Middle East Technical University–Northern Cyprus Campus.

7.1.2 Future Work

Below provides a list of several future works to improve the works done in this dissertation,

including:

1. Antenna gain enhancement: As expressed in Chapter 3, as the unexpected results in the

gain of the proposed antenna at the frequencies of 1800 MHz and 2100 MHz were obtained,

gain enhancement methods for the proposed antenna at the frequencies as mentioned earlier

may be investigated. For example, an antenna array may be realized with the combination of

the proposed broadband fractal antenna to increase the realizable gain.

2. Rectifier band enhancement: As noted in Chapter 5, as the proposed matching network

provides dual-band operation at the frequencies of 1.8 GHz and 2.45 GHz, the proposed

rectifier circuit does not operate efficiently at the frequency of 2.1 GHz. Therefore, a multi-

band rectifier design utilizing the proposed matching network may be implemented in order

to enhance the rectifier performance over the frequency of 2.1 GHz.
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3. Rectenna architecture enhancement: As given in Chapter 6, the aggregated DC out-

put voltage of the rectenna intermittently changes in ambient conditions. Therefore, in or-

der to keep (or to boost) the DC voltage at a stable level, the integration of the proposed

rectenna with a DC-DC step-up converter may be investigated. In addition to this, the pro-

posed rectenna can be realized in an array structure in order to increase the harvested DC

power from ambient. Furthermore, as the major challenge associated with RF energy har-

vesting in METU–NCC is the low RF power density which is available in ambient, the com-

bination of the proposed rectenna with an alternative energy harvester such as solar energy

harvester may be investigated. This hybrid energy harvester may be utilized to realize a truly

autonomous (battery-less) sensor platforms (electronic devices) in METU–NCC.
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