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ABSTRACT

MALICIOUS CODE DETECTION: RUN TRACE ANALYSIS BY LSTM

Şırlancı, Melih

M.S., Department of Cyber Security

Supervisor: Assoc. Prof. Dr. Cengiz Acartürk

Co-Supervisor: Dr. Pınar Gürkan Balıkçıoğlu

JUNE 2021, 67 pages

Malicious software threats and their detection have been gaining importance as a
subdomain of information security due to the expansion of ICT applications in daily
settings. A major challenge in designing and developing anti-malware systems is the
coverage of the detection, particularly the development of dynamic analysis meth-
ods that can detect polymorphic and metamorphic malware efficiently. In the present
study, we propose a methodological framework for detecting malicious code by ana-
lyzing run trace outputs by Long Short-Term Memory (LSTM). We developed models
of run traces of malicious and benign Portable Executable (PE) files. We created our
first dataset from run trace outputs obtained from dynamic analysis of PE files. The
obtained dataset was in the instruction format as a sequence and was called Instruc-
tion as a Sequence Model (ISM). By splitting the first dataset into basic blocks, we
obtained the second one called Basic Block as a Sequence Model (BSM). The exper-
iments showed that the ISM achieved an accuracy of 87.51% and a false positive rate
of 18.34%, while BSM achieved an accuracy of 99.26% and a false positive rate of
2.62%.

Keywords: Dynamic Analysis, LSTM, Malware Detection, Natural Language Pro-
cessing, Run Trace
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ÖZ

ZARARLI KOD TESPİTİ: LSTM İLE RUN TRACE ANALİZİ

Şırlancı, Melih

Yüksek Lisans, Siber Güvenlik Bölümü

Tez Yöneticisi: Doç. Dr. Cengiz Acartürk

Ortak Tez Yöneticisi: Dr. Pınar Gürkan Balıkçıoğlu

Haziran 2021, 67 sayfa

ICT uygulamalarının günlük hayatta giderek yaygınlaşması sebebiyle zararlı yazılım
tehditleri ve tespiti, bilgi güvenliğinin alt alanı olarak önem kazanmaya devam edi-
yor. Zararlı yazılımlardan koruma sistemlerinin tasarlanmasında ve geliştirilmesinde
en büyük zorluk tespit mekanizmasının kapsamı, daha spesifik olarak polimorfik ve
metamorfik zararlı yazılımları etkin şekilde tespit edebilecek dinamik analiz method-
larının oluşturulmasıdır. Bu çalışmada zararlı kod parçalarını tespit edebilmek için
LSTM ile run trace analizi yapan metadolojik bir framework öneriyoruz. Zararlı ve
zararsız çalıştırılabilir dosyaların run trace çıktıları üzerine modeller geliştirdik. Ça-
lıştırılabilir dosyaların dinamik analizinden elde edilen run trace çıktılarından ilk veri
setimizi oluşturduk. Elde edilen bu veri setinde diziler asssembly talimatları formatın-
daydı ve "Instruction as a Sequence Model (ISM)" olarak adlandırıldı. İlk veri setini
temel bloklara bölerek "Basic Block as a Sequence Model (BSM)" olarak adlandır-
dığımız ikinci veri setini elde ettik. Yapılan denemeler ISM modelinin %87,51 doğ-
ruluk oranına ve %18,34 yanlış-pozitif oranına ulaştığını gösterirken BSM modelinin
%99,26 doğruluk oranına ve %2,62 yanlış-pozitif oranına ulaştığını gösterdi.

Anahtar Kelimeler: Dinamik Analiz, LSTM, Zararlı Yazılım Tespiti, Doğal Dil İş-

leme, Run Trace
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CHAPTER 1

INTRODUCTION

As today’s information systems are constantly evolving, they are constantly attacked

by people with malicious intent or different motivations. Since the development of

the systems makes the attack surface bigger, the number of attacks is increasing each

day. One of the main attack methods is malicious software, i.e. malware, which

includes specific types such as viruses, worms, and trojans. Malware can be used to

attack operating systems and applications, and to cause damage at both personal and

corporate levels. Usually, by exploiting a vulnerability in computer systems through

malicious software, the availability of real-time systems is targeted and valuable data

is rendered unusable. The spread of this type of malware is becoming faster due

to the increased connectivity of new devices such as computers, smartphones, smart

televisions, and devices in the home area network, i.e. IoT devices. In addition, the

increase in the use of mobile devices encourages malware authors to focus on mobile

operating systems and applications, which will eventually lead to an expansion of

malware detection and mitigation methodologies into novel domains of application.

Over the past decade, the number of new malware obtained daily has been increasing.

According to the IT Security Institute, AV-TEST statistics, 350,000 new malware and

unwanted applications are examined and classified every day (as of August 2020) [1].

In addition, the online malware analysis service Virustotal reports statistical data on

files submitted for analysis [2]. According to these statistics, the average daily num-

ber of files sent for analysis was 2 million in the seven days between July 28 and

August 4, 2020. The average number of unique files submitted was 1.6 million, of

which 800,000 were detected daily by one or more AV (Antivirus) engines. Also,

another important point drawn from the statistics for the 7-day period is that 4.4 mil-
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lion of the files sent during the week were x86 Windows operating system executable

files. The daily amount of submitted suspicious files is continuously increasing. This

situation brings the need for a richer set of methodologies for malware analysis. In

the present study, we aim at enriching malware analysis methodology by proposing a

framework for an automated run trace output analysis, which is a recent challenge in

cyber security defense systems.

Traditional methods can no longer perform well on polymorphic and metamorphic

types of malware recently. Polymorphic malware uses encryption to be hidden from

AV products. Instances from the polymorphic type of malware are kept encrypted

on disk so AV products can not detect them with static signature scanners. On the

other hand, metamorphic malware has the ability to change its look further on each

execution. So, instances from the metamorphic type of malware are even better at

hiding from AV products since they have different looks even when they are executed.

Because such malware is difficult to detect by signatures generated manually, the

focus of the research has shifted to the use of Machine Learning (ML) in automated

malware detection systems.

Basically, malware analysis can be classified into two main categories, namely static

analysis and dynamic analysis. Static analysis aims at gathering information about a

suspected file without executing it to decide whether it is malicious or not. During

static analysis, analysts often use a disassembler tool and investigate the assembly

code, imported functions, and strings. On the other hand, in dynamic analysis, the

suspected file is executed and information about likely malicious operations is col-

lected. During dynamic analysis, the flow of the program is traced and the function

calls, as well as the parameter values in registers, are examined by the malware ana-

lysts. As in malware analysis, malware detection research by using machine learning

and deep learning focuses on similar data collected from files such as assembly code,

opcodes, API (Application Programming Interface) calls, control flow graphs, and

metadata from file headers, e.g. [3–5].

Machine learning and deep learning techniques are used to detect malware in various

fronts, such as conducting binary classification of software as benign or malicious,

as well as classifying malware into known types such as virus, worm, and trojan or
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known malware families. In our study, we focused on deep learning methods and

then used a specialized type of Recurrent Neural Network (RNN) called Long Short-

Term Memory (LSTM) proposed by Hochreiter and Schmidhuber [6]. We approach

malware detection from the perspective of Natural Language Processing (NLP) by

developing and testing models that process run traces of malicious and benign soft-

ware.

We propose an approach, which we also published in an academic paper [7], to mal-

ware detection that focuses on run trace components in a dynamic analysis frame-

work. Recently, there exists a limited number of studies using dynamic analysis with

assembly instructions. To the best of our knowledge, there is no study that uses the

run trace output for malware detection. In the present study, we aim at exploring the

detection performance of dynamically collected data. We report an investigation of

run trace data collected at runtime of PE (Portable Executable) files. In particular,

we used a semi-automated process to collect run trace output from PE files. First, we

created the run trace dataset as an instruction per line, viz. instruction as a sequence.

Then, we converted it into a different form as a basic block per line, viz. basic block

as a sequence, thus, we obtained a second dataset. After creating our datasets, we

chose LSTM as the machine learning technique. As reported in the literature [8]

and [9], LSTM shows better performances than its predecessor, RNN (also among

customized versions of RNN). We called our proposed methods, “ISM (Instruction

as a Sequence Model)” and “BSM (Basic Block as a Sequence Model)”. We aim to

compare ISM and BSM based on the evaluation results. The methodological details

are presented in the following sections.

1.1 Motivation and Problem Definition

We decided to focus on the malware detection problem since it is an increasingly

serious threat to information systems. Language modeling and text classification ap-

proaches can be useful to solve this problem so we adapted them into malware detec-

tion context. We used Long Short-Term Memory (LSTM) to do binary classification

on dynamically collected assembly instructions.
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Deep learning methods provide more resistance against changes in data since fea-

ture extraction is automatically handled by neural networks instead of manual feature

extraction in machine learning. In addition, modeling and classification of natural

languages by employing various types of RNN were shown to achieve high accura-

cies in previous works [8] [9]. Among standard RNN and its specialized versions, we

preferred to use LSTM since it provides more robust architecture during the training

phase by better solving vanishing and exploding gradient problems of standard RNN

architecture. Because of the structural and semantic similarities between a natural

language and assembly language, to be able to detect malicious software we decided

to create language models of assembly instructions from malicious and benign exe-

cutable files as two different natural languages. Also, we worked on two different

forms of the same assembly instruction data to find out the effect of structural and se-

mantic differences of assembly code on the detection capability and whether handling

data differently achieves better results.

1.2 Research Questions

The research questions of this study are presented as follows. Our study investigates

that is it possible to model dynamic assembly output of malicious and benign PE

files to classify those code pieces as natural languages. In addition, the present study

investigates the two units in assembly language, which are instruction and basic block,

to identify which one is better to use when performing language modeling task on

assembly code.

The thesis is organized as follows. In Chapter 2, first, we present the background to

give an idea about the concepts related to our study. Then, we present the relevant

studies in the topics including malware detection and language modeling. In Chapter

3, we describe our approach, datasets, the proposed models (viz. ISM and BSM),

LSTM train and test pipeline, and parameters as well as the setup of the environment

used for training and testing. In Chapter 4, we report the results, a comparison of the

models, and a discussion of the results. Finally, in Chapter 5, we present a conclusion,

the limitations of the study, and the future work.
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CHAPTER 2

BACKGROUND AND RELEVANT WORK

2.1 Malware Analysis

2.1.1 What is Malware?

As a word, malware comes from the combination of "malicious" and "software"

words. In general, any piece of code, which is capable of doing something mali-

cious on information systems, is called malware. Those malicious operations include

a variety of subjects e.g. removing files from a personal computer, getting access to

a system, using hacked systems for other attacks. Even if there are not strict cate-

gories to label malware, according to their purpose and functionality they can mainly

be divided into such categories; virus, worm, trojan, adware, spyware, rootkit, and

ransomware [10].

To meet the needs in malware detection, first of all we need to have an idea about the

concept of malware. Malware is considered as a file and is often treated as an integral

part when developing detection methods. Like every other software, malware consists

of codes, which commands the operating system to perform a function. However, as a

difference from software, malware has malicious code parts or consists of completely

malicious codes, which are employed to achieve a malicious purpose. Therefore,

instead of thinking of malicious files as a whole consisting of one large piece, we

can focus on smaller pieces of malicious files to develop more efficient detection

mechanisms.

Consequently, we can approach the malware detection problem by thinking of mal-

ware consisting of bits of code that contain malicious code fragments. This thinking
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provides us different perspective while developing new detection methods and even

may provide such an opportunity to detect and block those malicious code pieces in

real-time use. In addition, such an approach can be applied to each malware type such

as virus, worm, and ransomware since each one of them consists of commands that

are executed on the CPU through an operating system.

2.1.2 Malware Analysis Methods

Static Analysis

Static analysis is one of the main malware analysis phases, which includes a series of

information-gathering operations. In malware analysis, the static analysis techniques

help analysts to gain insight into the malicious software, to understand which parts

require more focus, and to decide where to start. The important point in this type

of analysis is that analysts are limited to use the tools which collect data from mali-

cious software without executing it. The information gathered in this phase includes

file type, strings, Portable Executable (PE) header information, function imports and

exports, and packer information if the file is packed as well as some other details by

antivirus scanners [11].

In addition to information gathering from such tools, analysts statically examine the

codes of the malicious software, that is obtained by disassemblers. However, under-

standing what the malware is doing for what purposes can make static analysis diffi-

cult due to the unavailable source code and obfuscation techniques. Malware authors

use obfuscation techniques such as encryption and self-code modification to make it

harder for analysts to analyze malicious software. Also, since the source code is not

available, analysts can only access low-level language disassembled code which is

much more difficult to understand compared to high-level language source code.

Dynamic Analysis

Dynamic analysis, which is generally done after static analysis, is the phase of mal-

ware analysis in which analysts have more understanding of the suspected file. In

dynamic analysis, analysts have the ability to monitor the behaviors of malicious files

by executing them. Thus, a dynamic analysis should be performed by isolating the
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run file in a controlled environment such as sandboxes or virtual machines in order to

avoid possible infections. At this stage, analysts are able to get various information

about the malicious file including changes in the file system, the processes running

on the operating system, and the network traffic [12]. With this information, analysts

become able to understand the characteristics of the file and get some idea of what

the file is intended to do. In addition to that, analysts examine the code of malicious

files by executing them on a debugger to get more insight into them.

However, dynamic analysis also has some difficulties. The major drawback of this

phase is that some malware can behave in a different way when they are executed in

a controlled environment like virtual machines. Besides, dynamic analysis requires

a serious amount of time and some resources but there is no guarantee to achieve a

successful result.

2.1.3 Polymorphic and Metamorphic Malware

Polymorphic and metamorphic malware types emerged to satisfy the need of keeping

malicious software hidden on target machines. This functionality made them popular

among malware authors and led to be used increasingly. These types of malware are

especially used against traditional signature based detection methods since they have

the ability to avoid the detection mechanism employed by such detection methods.

Polymorphic malware employs encryption methods to avoid detection by keeping

itself hidden from AV products. Usually, it has decryption modules built-in, so it is

stored on disk in encrypted form. This software only decrypts and executes malicious

parts of it at runtime using decryption modules. When such malware is on the disk, it

has a benign appearance as perceived by the host computer and therefore can bypass

static AV scanners without changing its appearance [13].

Metamorphic malware uses a series of techniques on the low-level programming lan-

guage to change its code’s look further on each execution. It uses obfuscation tech-

niques to change the appearance and obtain functionally equivalent versions of itself.

Since a metamorphic engine produces a malware file that does the same job in each

execution but looks different from the previous one, it becomes virtually impossible
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to detect by signature-based methods [13].

2.1.4 Malware Detection Methods

Signature-Based Methods

As a word, in malware detection, signature means footprint or pattern extracted from

malicious software to protect information systems from this threat. Those signatures

that are unique features for each file are extracted by malware analysts and consist of

byte sequences from the malicious software analyzed. Signature-based methods are

used widely since the early times of malware threats on systems. Being a fast and

accurate way of detection made signature-based methods popular and highly prefer-

able [14].

These signature-based malware detection methods work well against known malware

variants but have some problems against unknown variants [14]. This was not a prob-

lem in the early times of malware detection since the amount of newly created mal-

ware is limited. However, there are some factors, which cause a serious increase in

the number of new malware variants, such as more people attracted to creating mali-

cious software and more important than that polymorphic and metamorphic malware

introduced to the scene. Even if the amount of newly created malware by authors

is limited, the number of variants of the same malware created by polymorphic and

metamorphic engines are huge. So, nowadays satisfying the amount of manpower

and time to create signatures for the huge amount of unique malware variants is not

possible and practical. So, even if the signature-based detection mechanisms still are

used by antivirus scanners, the increasing amount of research focuses on new more

efficient detection methods, particularly based on malware behaviors and machine

learning techniques.

Behavior-Based Methods

Behavior-based malware detection methods focus on the behaviors of potentially ma-

licious files. Instead of working on one malicious sample to create a unique signature,

in behavior-based methods, malware analysts try to generate behavioral features be-

longing to malicious software, which can be used to detect malware with similar
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behavioral activities. The behaviors used to detect malware include various kinds of

activities such as registering for autorun, attempting to disable security controls, at-

tempting to discover the environment executed in, trying to access files on the system,

attempting to download and install other software [15].

This type of detection method shows better performance against polymorphic and

metamorphic malware since each new variant will have similar behaviors even if they

have different looks [15]. This is the most important advantage of behavior-based

methods since they have the ability to detect the variants which are not possible to

detect by signature-based methods. However, the drawback of behavior-based meth-

ods is that they require a high amount of scanning time since they use the dynamic

analysis approach. Also, they suffer from a relatively high amount of false positive

rate [16].

Machine Learning and Deep Learning Based Methods

The increase in the number of new malware variants detected every day makes it

hard to find enough manpower to analyze all those new variants. This growing threat

caused by malicious software against information systems requires to development of

automated detection methods with any or less human intervention. For this purpose,

since the last decade, the focus of academic studies in malware detection has shifted

from traditional methods to machine learning classification methods and, in the last

few years, from the machine learning classification methods to deep learning neural

networks.

Before the machine learning classifiers, researchers were trying to extract signatures

in form of mostly string or graph to identify a specific variant or a malware family.

After machine learning was introduced to the scene, instead of creating signatures,

the data collected from malicious software were used to do feature extraction and

those features were given to the machine learning classification and clustering algo-

rithms to classify malicious and benign software. The machine learning classification

algorithms used to detect malware in academic studies mostly include Logistic Re-

gression, Naive Bayes Classifier, Support Vector Machine, Decision Trees, Boosted

Trees, and Random Forest [17]. In the malware detection studies with the focus on

machine learning clustering, the k-means clustering algorithm is the most used ma-
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chine learning clustering algorithm. In these studies, various types of data from mali-

cious files are used during the feature extraction phase, including opcode sequences,

API calls, system calls, and Control Flow Graphs (CFGs) [17].

The malware detection methods based on machine learning classification and clus-

tering algorithms are not completely automated because of requiring human control

over feature extraction. At this point, deep learning techniques, in other words, neural

networks, which are thought of as a subcategory of machine learning became an alter-

native since they can learn from data without feature extraction. In addition to reduc-

ing human intervention and making the process more automated, deep learning tech-

niques show better results in some cases while showing similar performances with

machine learning classification techniques in some other cases. In malware detec-

tion studies using deep learning techniques, Convolutional Neural Networks (CNN)

and Recurrent Neural Networks (RNN) are the most preferred neural network types.

CNNs are used for image recognition so, in those studies employing CNNs, the data

from malware are converted into images. RNNs are mostly preferred for text clas-

sification tasks since they show better performance on sequential data. So, the data

collected from malware are put into a sequential format to use on RNNs. As it is

in machine learning studies, the data collected from malicious files including opcode

sequences, API calls, system calls, and Control Flow Graphs (CFGs) are used to train

a neural network and to detect malware.

2.1.5 Obfuscation Techniques

Obfuscation techniques are used by malware authors to keep their malware hidden

from antivirus scanners and to make the malware analysis process harder if the file

is detected. The purpose of avoiding analysis and reverse engineering is to keep the

internals of malware secret as much as possible to avoid signature generation that can

be used in detection mechanisms. There are various obfuscation techniques used for

this purpose and the most used ones will be explained in the following.

Packing: In some cases, malware is packed completely by a packer and it is un-

packed during runtime. This type of obfuscation avoids easy access to malware’s

codes through disassembling. However, it is not an advanced method since it is not
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hard to specify the packing algorithm and do an unpacking operation [18].

Encryption/Decryption: Encryption is another technique used by malware authors

to make their malware’s code unreadable during static analysis. For this purpose, a

variety of encryption algorithms can be used. The encrypted malware is decrypted

at runtime via the packer’s decryption module, and the decrypted code is placed in

memory. This operation can be done by malware analysts to decrypt the code and

examine the suspected file [19].

Exclusive Or (XOR) Operation: The binary operation, exclusive or, is used as an

obfuscation technique, which is one of the basic and frequently preferred techniques.

By applying XOR operation on binaries, the look of some parts of the code or the

entire code of the program can be easily changed [20]. Since the cost of the XOR

operation is low for the CPU, this method is widely used by malware authors. In this

way, some important parts of code such as URL strings are kept hidden from malware

analysts during static analysis. Also, in the cases that the XOR operation is partially

applied to the code, it becomes harder to find the specific part of the code to access

its actual look.

Dead Code Insertion: In this technique, malware authors put some functionally un-

necessary code into their malicious software. In this way, since those parts are random

unrelated codes, they cause malware analysts to confuse while trying to understand

the functionality of the malware during static and dynamic analysis [19].

Instruction Changing: This obfuscation technique aims to replace some instruc-

tions with their functionally equivalent ones [18] [19]. There are no functional dif-

ferences in malicious software when this technique is applied, but just the look of its

instructions seem different. So, instruction changing makes it harder for analysts to

understand the codes of malware during analysis.

Program Flow Changing: Program flow is another important information source

during malware analysis. It helps malware analysts to understand the intent of the

suspected file. In this technique, a series of branch instructions are inserted into

malware without disrupting its functionality [18]. Some of these branch instructions

are never taken while some others are branching to the dead code pieces. So, malware
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authors employ this technique to make it seriously harder for analysts to understand

the intent of their malware.

2.2 Neural Networks

In the following subsections, first we explain classical neural networks called Artifi-

cial Neural Networks (ANNs) which are rooted in the 50s [21]. Then, we introduce

two new type of neural network architectures, RNN and LSTM, mostly used for lan-

guage modeling tasks, which are based on the idea of deep learning that carries the

classical ANNs one step further by building a layered structure with the ANNs.

2.2.1 Artificial Neural Networks (ANNs)

Artificial Neural Networks (ANNs), generally called just neural networks, are a sub-

category of machine learning, which was developed inspired by biological neural

networks [21]. The main unit in neural networks are nodes that are designed by the

inspiration of neurons in the human brain. However, a node’s functionality is way

simpler than a neuron’s functionality in several different manners.

Each node in a neural network keeps a numerical value named weight, which is used

to make a prediction on a given input. The weights are updated depending on whether

a prediction is right or not. To update weights in a neural network, a loss value is

calculated according to the output of the neural network and the effect of the loss

value spreads nodes through backpropagation by updating the weights of nodes [22].

In this way, the operation referred to as learning is performed.

There are various neural network architectures that are specialized to do different

tasks. For example, Convolutional Neural Networks (CNN) show better performance

on image data in the course of pattern and image recognition tasks. On the other

hand, Recurrent Neural Networks (RNN) perform better on sequential data to achieve

language modeling and speech recognition tasks. Thus, it can be said that the perfor-

mance and success of those networks vary according to the task on which they are

performing.

12



2.2.2 Recurrent Neural Networks (RNNs)

Recurrent Neural Network (RNN) is a special type of neural network. The important

part that made RNN distinct and successful compared to its predecessors is its se-

quential memory [23]. In the design of an RNN node shown in Figure 2.1, in addition

to the input of the current step, a node gets the hidden state of the previous step as

an input to calculate the current step’s output. So, this connection between sequential

steps, including the previous step and the current step, provides memory to the nodes

in RNN, even if it is short-term memory.

Figure 2.1: The design of a basic RNN node [24]

As the RNN goes through more steps, the effect of information from previous steps

will decrease and even be lost because of the vanishing gradient problem, which

causes RNN to have short-term memory. A gradient is a calculated value and car-

ries information used during the update of node weights. When the gradient becomes

smaller, the parameter updates in nodes become lesser through the first layers of the

neural network, which causes the nodes to learn nothing. This short-term memory,

because of vanishing gradients, decreases the performance of RNNs and makes them

less effective on long sequence data. So, to solve such problems in RNN, new neural

network architectures such as Long Short-Term Memory (LSTM) and Gated Recur-

rent Unit (GRU) are developed by modifying and improving the basic RNN architec-

ture [25].

2.2.3 Long Short-Term Memory (LSTM)

Long Shor-Term Memory (LSTM) is a specialized RNN architecture and the most im-

portant feature of this advanced architecture is solving the vanishing gradient problem

or at least decreasing the effect of the vanishing gradient problem on training perfor-
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mance. Similar to RNN, nodes in an LSTM neural network get hidden states of the

previous step. However, a common LSTM unit, node, has an improved structure com-

pared to RNN, which is the main factor providing long-term memory by decreasing

the effect of the vanishing gradient.

A common LSTM unit gets an input value and generates an output value. During this

operation, it uses two values, including the generated output value of the current cell

and the cell state value of the previous cell that will be explained in the following

paragraphs, transferred by the previous step. An LSTM unit was designed to carry

out the following three tasks.

• Forget unwanted information in the current cell state through the forget gate

• Add new information to the current cell state through the input gate

• Create output of the current cell state through the output gate

Figure 2.2: The interior design of a common LSTM cell [24]

The interior design of a common LSTM unit is shown in Figure 2.2. On the left side

of the cell, the input of the current cell Xt and the output of the previous cell ht−1 are

given to a sigmoid function to create an output ft between 0 and 1. Then, this value,

ft, is multiplied by the previous cell state Ct−1 to update and create the current cell

state. The cell state is a value that flows through cells to carry information among

them. This multiplication operation specifies which information will be forgotten and

how much will be remembered in the next cells so this part of the unit is called the

forget gate [26].
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At the middle of the cell, there are one sigmoid and one tanh function whose outputs

are multiplied. In this part, the sigmoid function again gets the input of the current

cell Xt and the output of the previous cell ht−1 as input. As a difference from the

sigmoid function in the forget gate, the output value of this sigmoid will be used to

specify which value will be newly added to the current cell state. The tanh function

creates an array of candidate values that will possibly be added to the current cell

state. By multiplication of the output of sigmoid it and the output of tanh C̃t, the

values that will be added to the current cell state are determined out of the candidate

values. With the help of add operation, the previous cell state Ct−1 that was updated

by forget gate is updated again with the new information from input to create the final

current cell state. Thus, this part of the LSTM unit is called the input gate [26].

At the right part of the cell, there are a sigmoid and a tanh function that are used to

specify the output value of the current cell. The tanh function gets the updated cell

state, which can be called the current cell state Ct, to create the output value of the

current cell between -1 and 1. On the other hand, the sigmoid function creates an

output Ot which will be used to decide what parts of the current cell state will take

place in the output of the current cell ht. This part of the LSTM unit is called the

output gate [26].

In summary, the current LSTM cell gets the output and the cell state of the previous

cell in addition to the input of the current cell and generates the output of the current

cell by updating the cell state. This sequential interior design of the LSTM architec-

ture allows working on data consisting of long sequences with better performance,

unlike basic RNN architecture.

2.3 Natural Language Processing

Natural Language Processing (NLP) is a subfield of artificial intelligence and linguis-

tics. The main objective of NLP is to apply artificial intelligence methods to natural

language to build machines that can understand the natural languages used by humans

to communicate with each other. The NLP tasks include text classification, language

translation, grammar check and all of them requiring building a language model to
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achieve those objectives [27].

The evaluation of this field of study includes several steps, including linguistics, com-

putational linguistics, statistical NLP, and NLP with neural networks, up until the

point it reached today. In the beginning, in linguistics, there were formal methods

based on mathematical rules to be able to understand and model natural languages

without computational power. In the following times, computers were introduced to

the field of study, linguistics, and it became popular as computational linguistics with

the help of increasing computational power and large data. The data-driven methods

led to the shift from classical rule-based methods to statistical methods [28].

The rise of machine learning and its applications to NLP tasks was an important point

in this field of study. NLP tasks require knowledge in a variety of subjects including

syntax, semantics, morphology, and pragmatics [29]. Understanding and modeling

a natural language were only possible with the perception and processing of all of

the knowledge together. Machine learning methods were a very good fit to overcome

such a challenge since their main feature to extract and obtain such knowledge from

data [29]. Thus, machine learning and statistical methods became dominant in the

field and as a result, NLP also was called statistical NLP.

Today, deep learning neural networks provide a potent and effective environment

for NLP tasks, which is powerful and successful compared to traditional machine

learning techniques. For this purpose, a variety of neural network architectures are

applied such as Convolutional Neural Networks (CNNs) and Recurrent Neural Net-

works (RNNs). Recently, among those architectures, standard RNN and specialized

RNN architectures show the most successful results [30]. As it is explained in pre-

vious sections, RNN architectures were designed to perform better on specifically

sequenced data such as natural languages. In addition to extracting syntactic rela-

tions, RNNs are able to extract the semantic relations in data, which is an important

and very useful feature to use RNN architectures on NLP tasks, particularly language

modeling and text classification tasks.

Another important factor in such NLP tasks is the representation of the words (also

called tokens). Word Embedding is one of the popular techniques used for word rep-

resentation in NLP tasks. Word Embedding technique includes the vectorial represen-
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tation of words commonly used to work on syntactic and semantic relations between

words that come up together in a text from natural languages. Previously, count-based

methods and vector representations like one hot encoding were commonly used but

such representations produces sparse and high dimensional vectors that require so

many resources to manage. Instead of approaches based on high dimensional sparse

vectors, word embeddings consist of low dimensional dense vectors, which makes

them computationally advantageous [31].

In this representation technique, each word in text corpora has a multiple-dimensional

vector that consists of real numbers. The values in vectors are calculated by passing

through sequenced data and looking at words coming up together in a specified win-

dow frame. So, the real numbers in a word’s vector are formed according to the

relations between the word and other words in the dictionary. By this representation,

in addition to syntactic rules, a neural network can catch the semantic in a sentence

from a natural language.

2.4 Relevant Work

The major challenge in today’s cyber security strategies is that malware developers

continuously update their methodologies, thus generating novel malware types, which

are difficult to detect by the automated analysis tools. In particular, the integration of

artificial intelligence and machine learning into mitigation techniques aims at devel-

oping malware detection systems with high accuracy, low false positive rates, and best

performance. A review of the literature reveals three major features that have been

employed for the development of automatic malware detection systems, namely op-

code1 frequency and sequence, Application Programming Interface (API) calls, and

Control Flow Graphs (CFG). In our study, we examine assembly instructions obtained

from run trace outputs of PE (Portable Executable) files.

Opcode frequency and sequence, which are usually obtained from the static analysis

processes, comprise the backbone of any program code syntax. Therefore, they can

be used as features for malware detection. The opcode sequences provide valuable

1 In the present study, we use the term “opcode” to mean a single instruction that can be executed by the CPU.
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information about semantic aspects of the program codes (as described within the

framework of word embedding models employed for natural language processing).

Since the past decade, the study of opcodes for malware analysis has been subject to

various methodological analyses. For example, Bilar [32] performed the extraction

of common and rare opcodes from PE files using descriptive statistics, specifically to

classify certain types of malware such as trojans and worms. Santos et al. [33] studied

the incidence of opcode sequences. They investigated the relationships among the

opcodes and used statistical information to detect variants of known malware families.

The use of machine learning for malware detection and classification has been pop-

ular since the past decade on various fronts. For example, in [34], the frequency

of opcodes in malicious and benign software has been used as the main feature to

the ML model, which was obtained from the assembly output of executables. The

ML methodologies included Support Vector Machine (SVM), Random Forest (RF),

Decision Tree (DT), and BOOSTING, among others, for classifying executables as

malicious or benign. In addition to ML modeling by independent opcode features,

Shabtai et al.’s investigation of n-gram opcode sequences has enriched automatic de-

tection by introducing semantic aspects of opcode analysis that go beyond frequency

statistics in [3]. In particular, the studies since the past decade have employed Term

Frequency (TF) and Term Frequency with Inverse Document Frequency (TF-IDF)

as model features. Also, the classification algorithms used in the research included

SVM, Logistic Regression, Decision Trees and Random Forests, Artificial Neural

Networks, Naive Bayes, and their boosted versions. The proposed method achieved

96% accuracy with a machine learning classifier, Random Forest. [35] is another

study where features were extracted from n-gram opcode sequences and used in five

machine learning classification algorithms to detect ransomware and classify ran-

somware families. The highest accuracy rate in this study was 91.43%. Those studies

revealed high accuracy values. For example, the best accuracy in [34]was 97% with

the RF algorithm. In [36], Euh et al. have focused on static feature extraction from

malicious files. The obtained set of features, including opcode n-gram, API calls,

window entropy map, were evaluated on several tree-based ensemble models such as

XGBoost, AdaBoost, Random Forest. The highest average of those feature sets was

92.5 with XGBoost. Nevertheless, the feature selection process requires preliminary
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steps for input data modeling, which may result in a loss of robustness, as well as hav-

ing a limited scope for handling obfuscation and novel malware variants. The LSTM

approach and similar approaches have the advantage of learning patterns in data by

adapting the changes, which makes them robust and easy to maintain. In the present

study, we employed the DL approach as a complementary approach to the previous

works that have been conducted by employing classical ML algorithms.

Another major feature that has been employed in malware detection is API calls in

Portable Executables (PEs). API calls can serve as a clue that may facilitate the in-

vestigation of the behavior of the PEs. The API calls are usually handled in two main

forms: sequence (string) and graph. Since the past decade, several methods have been

used to classify the API sequences and graphs, including string similarity, graph sim-

ilarity, and machine learning classifiers. For example, in [37] the focus was on API

call graphs. Since the graph matching causes problems while graphs are growing, the

call graphs were converted into a new graph type called code graph and then the sim-

ilarity between code graphs was measured using a predefined method. The proposed

method achieved a 91% detection ratio which is a relatively low accuracy rate consid-

ering the amount of preprocessing, including collecting APIs, generating call graphs,

and converting them into code graphs. A similar approach was proposed for API call

sequences [38]. DNA sequence alignment algorithms were adopted to explore API

call sequence patterns, and these patterns were used to detect malware, even their

new unknown variants. The accuracy rate achieved in this study was %99.9. How-

ever, this proposed method suffers resources and time required by the DNA sequence

alignment algorithms. In [39], Cheng et al. aimed to detect new malware variants

by clustering malware families. They used API call dependency graphs of malware

samples from the same family to create the family dependency graph of each family

in their dataset (including 6 different families). The accuracy rates of the proposed

method for each family varied between 88% and 98%, and the average accuracy rate

was 92%.

The application of DL methods has been proposed by numerous studies. For exam-

ple, Pascanu et al. implemented a two-step approach consisting of feature extraction

and classification in [4]. They first employed Echo State Networks (ESNs) and Re-

current Neural Networks (RNNs) to extract features from API call sequences. Next,
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at the classification step, there exists Logistic Regression and Multi-Layer Percep-

trons with Rectifier Units. In contrast, Kolosnjaji et al. [40] used system call se-

quences to classify malicious files as malware families. They proposed a combined

architecture of convolutional and recurrent LSTM layers to achieve the best results

at classification. With their final model, they got an 89.4% average accuracy rate

while classifying samples into families. In [41], there were three different malware

classification architectures. Two of these were based on language modeling built

on specialized RNN architectures, LSTM and Gated Recurrent Unit (GRU). The col-

lected system call sequences were used to independently create language models with

LSTM and GRU. The third architecture based on Character-level Convolutional Neu-

ral Networks (CNN) was also proposed by the authors as a method of classifying

malware. The model with the best performance of the three was observed as LSTM.

Unlike the previous API call studies, in [42] and [43], the API calls and the input

parameters used during the calls were worked together. In [42], an LSTM model pro-

posed by other researchers was expanded to categorize files into malicious and benign

categories. Zhang et al. [43] extracted features from API calls and their associated

parameters. The API data was passed through multiple Gated-CNNs to select impor-

tant and relevant information. Then the output of Gated-CNNs was concatenated and

given bidirectional LSTM to learn patterns in API calls. The highest accuracy rate in

this study was 95.33%.

There are several recent studies in which deep learning techniques are employed to

detect malicious software by focusing on opcode and assembly code. In [44], Khan

et al. focused on cancer prediction and malware detection tasks together by using

Convolutional Neural Networks (CNN). While collected X-Ray images were being

used for cancer prediction, opcode pictures were generated by opcode sequences of

malicious and benign binary files for malware detection. They have done each clas-

sification task on 4 different ResNet models and while the best accuracy for cancer

prediction was 98%, it was 88.36% for malware detection. In [45], Khan et al. in-

vestigated GoogleNet and 5 different ResNet models by using images produced from

opcodes of binary files. Histogram standardization enlargement and disintegration

techniques were used to upgrade images to make the differences between malicious

and benign opcode images easily detectable. The accuracy rate of GoogleNet was
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74.5% and the best accuracy rate among ResNet models was 88.36%. In [46], Ku-

mar et al. employed Convolutional Neural Networks for the classification of malware

opcode images. The accuracy rate of correctly classified binary files was 98%. How-

ever, Convolutional Neural Networks are not strong enough against small changes in

images as shown in [47] and [48]. Thus, obfuscation techniques used by malware

can easily change the images generated from malware opcodes, which may cause a

problem on this type of detection methods. In the present study, we preferred to apply

text classification approaches which are more resistant against changes in data.

Furthermore, in [49], Jahromi et al. proposed a stacked LSTM method with pre-

training of the neural network to avoid random problems caused by random initial-

ization. The final proposed LSTM model, consisting of four layers, evaluated on 6

different malware datasets including static and dynamic features of Windows, An-

droid, and IoT malware. One of the datasets was statically collected opcodes of Win-

dows binaries and the proposed method achieved an 88.51% accuracy rate on this

dataset. As a difference from this study, we investigated the success of dynamically

generated data and, instead of working on opcode, we used whole assembly output

to train our neural network. While the data from the dynamic analysis in our study

is increasing the detection rate, using assembly output in ISM without preprocessing

and in BSM with small preprocessing to change the format of data decreases the re-

quired time to classify a binary file. In [50], Tang et al. proposed a 2-layer LSTM

architecture and used the whole assembly code without just picking opcodes. They

changed the representation of the binary data stream by transforming every 8 bits into

an unsigned integer. Then, they trained and tested the neural network on the integer

sequences. The model achieved an 89.6% accuracy rate. This is the closest study to

our study since they focused on the whole assembly code and used LSTM to create

models. The difference in our study is that we focused on dynamic analysis data in-

stead of statically collected data. We did not do any preprocessing after collecting

the data in ISM and did a small amount of preprocessing to put the data in a different

format. Also, we achieved a similar accuracy rate with our ISM model and got better

results with the BSM model.

A further review of the literature reveals that LSTM models may have a better per-

formance than standard RNN models in NLP applications [8] and [9]. An LSTM
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model of English and French languages achieved 8% improvement in perplexity over

standard RNN language models [8]. In [9], Sundermeyer et al. compared count-

based models to feedforward, recurrent, and LSTM neural networks on two large-

vocabulary recognition tasks. As a result of the comparison, Feedforward Neural

Networks were outperformed by RNNs, and standard RNNs were outperformed by

LSTM with a surprisingly 14% reduction in English development data. In addi-

tion, [51] employed LSTM architecture on "Google’s One Billion Word Benchmark"

dataset. The best improvement achieved in this study is a reduction in perplexity

from 51.3 to 30 with combined CNN and LSTM architectures. Furthermore, the best

LSTM architecture exhibited the best performance on rare words compared to other

models implemented in the study. In another language modeling exploration [52], a

language modeling was conducted using Czech spontaneous phone calls and the Wall

Street Journal corpus to compare results with well-known data.

2.5 Summary

This section presented background information about malware analysis, neural net-

works, and natural language processing as well as the relevant works that have been

done about malware detection. Malware analysis and natural language processing are

the two main parts of this study. Since we focus on malware detection by employ-

ing NLP techniques, it is important to understand certain parts of malware analysis

and NLP. In addition, we explained neural networks in detail, in particular how Long

Short-Term Memory (LSTM) works since it is the specific method that we used to

model assembly code. We shared the relevant works related to malware detection

including earlier statistical approaches as well as machine learning-based and deep

learning-based methods which are popularly used nowadays. In the scope of this

study, we investigated the assembly language to apply NLP techniques.

Specifically, we collected the run trace output of Windows executable files and ob-

tained assembly code as our dataset. Then, we performed language modeling on the

obtained dataset by employing LSTM and created the first model named Instruction

as a Sequence Model (ISM). As the second part of this study, we investigated that

how the format of assembly code affects the success of the language model gener-
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ated. For this purpose, we examined basic blocks of assembly language that are a

bigger structure than assembly instructions. We proposed the second model named

Basic Block as a Sequence Model (BSM). In the next section, we present the details

of our methodology.
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CHAPTER 3

METHODOLOGY

In this section, we first describe the approach of our malware detection method. Then,

we describe how we collected the run trace data and the format of our datasets. Fi-

nally, we introduce the setup of the environment that was used to create language

models and the details of our architecture.

3.1 Approach

The malware detection methods can be mainly categorized into two classes as static

approaches and dynamic approaches. While static approaches are working on PE files

without executing them, dynamic approaches focus on data dynamically generated

by malware during execution. In the early times of malware detection, the traditional

studies in which dynamic approaches were employed have investigated dynamically

generated data to extract signatures which can be in different forms such as string and

graph. However, techniques such as obfuscation made traditional methods ineffec-

tive. In addition, the growing populations of malicious software required automated

systems to detect malware. The focus shifted from traditional detection methods to

Machine Learning (ML) classifiers in the studies in which dynamic approaches were

used. Even if ML classifiers made it possible to create automated systems to detect

malware, those methods were still limited. Dynamic approaches with machine learn-

ing classifiers suffered from feature extraction, which caused the proposed dynamic

approach methods to be less effective against new malware variants and obfuscated

versions of known ones. In this study, we apply dynamic approaches to neural net-

works which allow us to create an automated system. As a difference from traditional
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and machine learning dynamic approaches, our proposed method does not require sig-

nature or feature extraction which makes it a better candidate to detect new malware

variants and obfuscated ones.

Figure 3.1: The data processing pipeline

We focus on assembly instructions1 processed during execution for malware detec-

tion. The first step of our proposed methodology is to execute each benign/malicious

file in a debugger to obtain run trace outputs. Next, the outputs are saved in plain text

files such that each line includes one assembly instruction, namely “Instruction as a

Sequence Model” (viz. ISM). Then, the first dataset is processed and a second dataset

with one basic block2 per line is obtained. We call this model “Basic Block as a Se-

quence Model” (viz. BSM). Finally, we feed our LSTM (Long Short-Term Memory)

language modeling architecture [6] with our datasets. The overall processing pipeline

is presented in Figure 3.1.

The rationale behind the present methodology is to apply deep learning methodolo-

gies that have been used for NLP (Natural Language Processing) modeling for classi-

fying run traces of executable files as benign or malicious. There exist similarities be-

tween a natural language and the assembly language that allow the application of NLP

techniques for the modeling of run traces of the assembly language. More specifically,

certain grammatical rules of natural language exhibit similarities to complex patterns

exhibited by assembly instructions. The common meaningful unit in many natural

languages is the concept of word, which has a functional role similar to the opcodes

1 In the present study, we use the term “assembly instruction” to mean expressions consisting of opcodes and
operands.

2 In the present study, we use the term “basic block” to mean a piece of straight-line code which has no branch
in or out except entry and exit point of a block.
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and operands3 in the assembly language. Instructions of the assembly language per-

form certain, modular operations in a similar way that words convey meaningful units

through modular phrases and sentences in a natural language. Moreover, paragraphs

of a natural language may be conceived as sharing certain characteristics with basic

blocks of the assembly language. The rationale behind focusing on the basic block

structure of assembly code requires a slight explanation. A basic block consists of one

or generally more assembly instructions that are executed sequentially. So, it can be

said that assembly instructions in a basic block are functionally related to each other.

Grouping such related assembly instructions provides advantages to neural networks

to extract the meaning and pattern in the data. Also, longer sequences of basic blocks

compared to just an assembly instruction provide an additional advantage during the

learning process. In our study, we investigated both the assembly instructions (in the

ISM model) and the basic blocks (in the BSM model) in two separate datasets. In the

following section, we present the datasets.

3.2 The Datasets

For the purpose of the study, we designed and developed two datasets, one being the

sequences of instructions (for the ISM model) and the other one, the basic blocks

(for the BSM model). We obtained native x86 PE files from Windows operating sys-

tems (Microsoft Windows 8.1 Pro (OS Build 9600), Microsoft Windows 10 Pro 19.09

(OS Build 18363.418), and Commando VM v-2.0 [53]). Malicious executables were

downloaded from the VirusShare website [54]. Since we aim at detecting malware,

we randomly chose the malicious samples including various types of malware, such

as virus, worm, and trojan.

The datasets consist of run trace outputs, which are the sequences of the assembly

instructions resulting from executing the Portable Executable (PE) files. Table 3.1

reveals that a total of 290 PEs were used to design a language model and conduct ex-

periments. We processed 141 malicious PEs that consisted of 188 million instructions

3 In the present study, we use the term “operand” to mean the arguments of an instruction. The data for a
source operand can be found in the following locations: a register, a memory, an immediate value, and an I/O port.
When an instruction returns data to a destination operand, it can be returned to: a register, a memory location, and
an I/O port.
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Table 3.1: Characteristics of datasets (M is the abbreviation for million)

Malicious Benign Total

Number of Instructions in

Dataset 1 for ISM
188 M 151 M 339 M

Number of Basic Blocks in

Dataset 2 for BSM
43 M 14 M 57 M

Number of Files 141 149 290

and 43 million basic blocks. As for the benign files, 149 PEs consisted of 151 million

instructions and 14 million basic blocks. We observed that the run trace output of

malicious executable files includes more branches than benign executable files.

3.2.1 Run Trace Collection

Figure 3.2 depicts the run trace collection process that was employed in the present

study. For creating the dataset, we collect run trace outputs of each binary file by

executing them on a debugger in a 32-bit Windows XP Professional Service Pack 3

virtual machine. For this, a Windows XP virtual machine is initially prepared and a

snapshot is taken with VirtualBox (version 5.2.34) [55]. We wrote a bash script called

MainScript4 that runs on the host system. MainScript handles all PE files one

by one from the input folder and repeats the following steps for each file as shown in

Figure 3.2.

The x64dbg debugger [56] is seen as ready to use when the virtual machine is restored

from the initial snapshot and started. We keep the benign and malicious PE files on

the Linux host machine (Ubuntu 18.04.4 LTS). An x64dbgScript is generated

for the corresponding executable file. Then, the executable file and corresponding

x64dbgScript are moved into the shared folder, which serves as a bridge between

the host machine and the virtual machine. The virtual machine is restored from the

snapshot and started. The MainScript goes on standby on the host computer un-

til the x64dbg debugger window is closed on the virtual machine. At this point, we

4 The script will be shared upon request. (https://github.com/sirlanci/malware-detection-runtrace.git)
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Figure 3.2: The run trace collection process (MainScript)

manually load the x64dbgScript to the debugger from the shared folder. After

the script is run on the debugger, we wait until the executed PE file halts or the max-

imum executed instruction limit is reached, which is set as 10 million. While the

x64dbgScript is running, there might be exceptional situations such as invalid PE

files, so we observe the process and intervene if it is necessary. Before moving to the

next file, the generated run trace output saved in a text file is moved from the shared

folder into the run trace pool on the host machine. The MainScript continues until

all files in the input folder are processed.

During the execution of the PEs, some of the instructions come from the system

libraries and some others from the user code space. Since the instructions from the

system libraries are common for both malicious and benign files, we only process the

code section instructions from each PE file.

The x64dbgScript

The script that was run on x64dbg debugger to collect run trace output of each

Portable Executable file is shown in Figure 3.3.

The operation of executing debugger on the virtual machine is done in MainScript.

With the command that is used to execute the debugger, the name of the PE file is

given as a parameter. So, when the debugger is up, the current file whose run trace

output will be collected is automatically loaded. At that point, we intervene to load

x64dbgScript since it could not be automatized to be automatically loaded and
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Figure 3.3: Commands in x64dbgScript

run.

When the x64dbgScript starts to run, the first instruction executed is a compare

operation, which checks the “pid” variable of the debugger to specify that there is

a PE file successfully loaded on the debugger. If the “pid” is zero, then the “je”

command in the second line in Figure 3.3 causes a jump into the branch at the end of

the script and the script has stopped without doing any run trace collection operation.

We need to use this mechanism to avoid creating empty run trace output files since

some of the PE files caused an error, such as invalid PE file, when trying to load them

to the debugger.

The “rtu” command in the third and fourth lines of the script is used to move the

program counter to the user code. Without the “rtu” command the execution operation

gets stuck at the beginning of the debug operation and only collects the instructions

from that part which includes a kind of preparation instructions. Normally, one “rtu”

command was enough to achieve this goal, however, some PE files required a second

“rtu” command to move the program counter to user code. So, to be sure, we used

the second “rtu” command. After the rtu commands, we need to use the “StepInto”

command in the fifth line before using the trace collection commands. Otherwise, the

debugger gets stuck at the beginning of the user code.

In the sixth line, with the “SetTraceLogFile” command, we specify the text file loca-

tion to write run trace outputs into. The “F:\” path corresponds to the shared folder

between the host and virtual machine. So, the run trace outputs are saved into text

files in a folder on the host machine by using the PE file name. In the seventh line,

the following command, “TraceSetLog”, is used to specify the format of the run trace
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output and to restrict the address space where the run trace outputs are collected. We

did not include any specific information other than the executed instruction for the run

trace output format. So, the run trace output only includes the assembly instructions,

including opcodes and operands. On the other hand, the address space restriction is

required to limit the output so that the run trace output includes only instructions from

user code space. In this way, we ignore the instructions executed from the system li-

braries, since they are common code pieces and not helpful to make a distinction

between malicious and benign code pieces.

The next and last command, “TraceIntoConditional”, is used to start the execution of

the PE file and simultaneously save the executed instructions. There is a condition

specified with this command, which shows the amount of the maximum number of

instructions that can be written into the run trace output text file for the current PE file.

The x64dbgScript continues to run until the PE file stop running or the maximum

number of instructions is reached.

3.2.2 Dataset Formats

We analyzed two different formats of the same run trace output (one for ISM and the

other for BSM). For ISM, we worked on the plain version of the run trace output,

i.e. per-line instruction. Preprocessing was not required for this format, as the run

trace outputs obtained from the debugger were used directly in the modeling phase.

Sample lines from the dataset of the ISM are shown in Figure 3.4.

Figure 3.4: Sample lines from the ISM dataset

Next, we converted the first version (for ISM) to the basic block per sequence format

to get our second dataset for BSM. Sample basic blocks from the second dataset are

shown in Figure 3.5.

We wrote a Python script to parse the run trace output into basic blocks. The assem-
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Figure 3.5: Sample lines from the BSM dataset

bly instructions of the ISM dataset were given as input to the script. The script splits

the run trace output text file from the basic block endpoints (i.e. branching points)

by scanning it from beginning to end. Our data consist of only assembly instruc-

tions without including any unnecessary lines such as comments or labels for jump

commands. When we split the run trace output from basic block endpoints, the next

assembly instruction becomes the beginning point of the next basic block. So, we do

not need to do any additional operations for the basic block beginning points. This

process was repeated for each run trace output text file of PEs. Three categories of

opcodes, which were used for terminating a basic block were unconditional and con-

ditional branches (e.g., “jmp, jz, jnz, jb, jl, jle, jnb, jbe, jge, ja, jns, js, je”), return

instructions (e.g., “ret”), and function calls (e.g., “call”).

In summary, we processed the two different datasets obtained from the run trace out-

puts for two different models: ISM and BSM. The proposed models are the subject

of the next section.

3.3 The Model

This section introduces technical details of our study including the setup of the train

and test environment, used libraries and modules, and the details of the LSTM training

and testing pipeline. Before giving the details about the technical parts of our study,

we should shortly explain why we prefer to use LSTM over other neural network

architectures such as standard RNN, specialized RNN, or different neural network

architectures like CNN.

Among the neural network architectures, RNNs are preferred for Natural Language

Processing (NLP) tasks since they show strikingly better performance than other types

of neural network architectures like CNN. So, basic RNN and specialized RNN ar-
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chitectures are better choices to apply the NLP approach to malware detection. In

addition, the standard RNN architecture differs from its predecessors due to its ability

to remember previous situations. However, since it has a short memory, performance

problems are encountered when using RNN while processing long sequences. There

are also vanishing and exploding gradient issues in the standard RNN architecture.

LSTM, a special kind of RNN architecture, solves the gradient problems and im-

proves standard RNN by modifying the cell structure. Several studies (e.g [8] and [9])

showed that LSTM is successful in extracting semantics from sequential data. Also,

in malware detection, opcode sequences and API sequences are modeled by LSTM

and achieved good results (e.g. [40] and [57]).

In our study, a text classification neural network, such as an LSTM on sequential

data, is the best choice since we approach the malware detection problem from an

NLP perspective. As previously noted, among RNN and its specialized types, LSTM

shows better performance by minimizing the vanishing and exploding gradient issues.

Thus, we applied the LSTM architecture to the datasets presented above. In particular,

we employed LSTM for modeling the assembly codes of the Portable Executable (PE)

files that already exhibit sequential structures that involve semantic relations.

3.3.1 Setup of The Environment

In this study, we trained and tested our models on a machine with an Intel Xeon E5-

2690 2.90GHz CPU. The machine had a CentOS Linux 7 operating system. Also,

we implemented and run our models in Python programming language with version

3.6.6. In the Python environment, we used the libraries with their specified versions

in Table 3.2.

3.3.2 Imported Libraries and Modules

In this section, we will give a short explanation of the python libraries and modules

that are used in the scope of our study.

• import os

33



Table 3.2: Required Python libraries to build the LSTM train and test pipeline

Tensorflow 2.4.0

Keras 2.4.3

scikit-learn 0.22.2

NumPy 1.19.0

Pickle 4.0

MatPlotLib 3.3.0

Seaborn 0.10.1

The module, os, is used at the beginning of our pipeline to take the data from

folders on the host machine that training and testing operations will be per-

formed on.

• import NumPy

Tensorflow 2.4.0 version required to use NumPy arrays to give the training, val-

idation, and testing splits to the training and testing operations. So, we convert

the python lists into NumPy arrays before the training and testing phase. To be

able to use NumPy arrays, we import the numpy library.

• import pickle

For later use without repeating the tokenization operation, we need to save the

dictionary, which is obtained as the tokenizer’s output, on the disk, and the

Pickle library provides a way to achieve this purpose. Pickle stores python

objects efficiently with its compact binary representation so that we can save

the memory while storing the dictionary on the disk.

• from keras.preprocessing.text import Tokenizer

We used the Tokenizer module from Keras to tokenize the text content in our

dataset and extract the tokens. Also, the functionality provided by the Tokenizer

module to encode the data from text to integer values is used in the course of

our study.

• from keras.preprocessing.sequence import pad_sequences
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Pad_sequences module from the Keras library is used to pad the sequences that

are shorter than our fixed sequence length.

• from keras.models import Sequential

Sequential module from the Keras library is used to build the plain stack of

layers.

• from keras.layers import Embedding, LSTM, Bidirectional, Dense, Dropout,

GlobalMaxPool1D

Embedding, LSTM, Bidirectional, Dense, GlobalMaxPool1D, and Dropout mod-

ules from the Keras library are used to add each of those layers into our layered

architecture in the neural network.

• from keras.optimizers import Adam

We used the Adam module from the Keras library as the optimizer required to

use while training the neural network.

• from sklearn.model_selection import train_test_split

The module named train_test_split is required to separate the dataset into sev-

eral proportions as train, validation, and test to use for different purposes during

the training and testing operations.

• from tensorflow.math import confusion_matrix

Confusion_matrix module is used to create the confusion matrix of the given

test set.

• from matplotlib import pyplot

We use the module named Pyplot to plot the loss and accuracy graphs of the

training phase.

• import seaborn

The Seaborn library is used to create a confusion matrix that has graphical

components.
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3.3.3 LSTM Train and Test Pipeline

In our study, we build a pipeline to take the dataset, to prepare the data for mod-

eling, to train and test the neural network. To create the pipeline, we implemented

Algorithm 1 on Python 3.6.5 by using TensorFlow [58] and Keras [59] open-source

libraries. In the following of this subsection, we will give the details of the pipeline5.

As we discussed in the datasets section, the run trace outputs of Portable Executable

files are stored in separate text files. Our LSTM pipeline takes those text files as input

and starts the operation by reading each file and merging the benign and malicious

run trace outputs in two separate text files named “merged-benign” and “merged-

malicious”. We preferred to merge the content of run trace output text files in the

two merged text files to use the data later by reading from those merged text files

without opening and closing each run trace output file to read the data. The assembly

instructions coming from a malicious file are conceived as malicious. So, they were

labeled "malicious" to feed the neural network even if they include both malicious

and benign assembly instructions.

We use two counters while taking the data line-by-line from run trace output text

files. One of them is used to limit the total number of lines that will be taken from

each category as malicious and benign. The other counter is used to limit the number

of lines that will be taken from each run trace output file. The run trace output text

files include lines up to 10 million and without the counter control mechanism, the

majority of the data could be taken from only a small amount of files. Instead of

that, we prefer to take run trace output of different PE files so we used the counter to

balance the unequal situation.

As a result of the first step in the pipeline, we obtain two text files, named “merged-

benign” and “merged-malicious”, which include the number of lines specified by the

first counter, that are taken from the run trace output files of PEs.

At the next step, the data is taken from the two merged text files and put into Python

data structures. Also, the labels of the lines are added to the data structure accord-

5 The Python codes of the LSTM train and test pipeline will be shared upon request
(https://github.com/sirlanci/malware-detection-runtrace.git)
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Algorithm 1: Algorithm for Modeling
input : runTracePool = {f1, f2, ..., fN} where N = 290

output: accuracyRate, loss

for f ∈ runTracePool do

lines← f .readLines ();

if f is malware then

mergedMalicious.writeFile (lines);

else

mergedBenign.writeFile (lines);

for l ∈ mergedMalicious do

sequences.value← Append(l);

sequences.label← Append(0);

/* "0" is used to label malicious sequences */

for l ∈ mergedBenign do

sequences.value← Append(l);

sequences.label← Append(1);

/* "1" is used to label benign sequences */

for s ∈ sequences do

ts← Tokenize(s);

tokenizedSequences← Append(ts);

for ts ∈ tokenizedSequences do

es← Encode(ts);

encodedSequences← Append(es);

for es ∈ encodedSequences do

ps← Pad(es);

paddedSequences← Append(ps);

(trainSet, testSet)← Split(paddedSequences);

(trainSet, validationSet)← Split(trainSet);

model.Train(trainSet, validationSet);

(accuracyRate, loss)←model.Test(testSet);
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ing to which merged file the corresponding line comes from. For example, if a line

is taken from merged-benign, its label value becomes “1” and if it is taken from

merged-malicious, its label value becomes “0”. At this point, the run trace output

lines, sequences, are stored in a python list and the corresponding labels of these

lines are stored in another python list.

At the next step, tokenization operation is performed on the sequences. For this

process, we used the tokenizer from Keras preprocessing library. To make it more

specific, we explain the tokenization process by taking the following sequence from

sequences in Figure 3.5 and tokenizing it.

Ô mov esi, dword ptr ds:[0x00401180] mov edx, eax lea ecx, ss:[ebp-0x30] call esi

To obtain tokens in the sequence above, the sequence is divided into pieces by the

space character and punctuation characters, and those characters are removed from

the sequence. So, as the output of this process, we obtain the following tokens in this

specific order.

Ô mov, esi, dword, ptr, ds, 0x00401180, mov, edx, eax, lea, ecx, ss, ebp, 0x30, call,

esi

After the tokenization is completed and our dictionary is built, the pipeline continues

with the encoding and padding operations. The encoding operation is necessary since

our data consists of strings but the LSTM requires integer values to work on. So, the

encoding process assigns a unique integer value to each token in the dataset. Sample

encoded sequence of the sequence tokenized above can be seen below.

Ô 12, 27, 8, 46, 17, 35, 12, 22, 41, 54, 38, 15, 24, 59, 10, 27

After the encoding operation is done, we obtain a python list including sequences

consisting of integer values similar to the sample sequence above. The sequences are

in different lengths, however, the LSTM requires fixed-length sequences. To over-

come this problem, we specified a maximum sequence length for each of the models

(8 for ISM and 30 for BSM). If a sequence is bigger than the maximum sequence
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length, its first part is taken up until the maximum sequence length is reached and

the remaining part is discarded. If a sequence is smaller than the maximum sequence

length, the padding operation is performed to complete the sequence to the maxi-

mum sequence length. In the padding operation, the required amount of zero integer

value, which does not correspond to any token in the dictionary, is added to the end

of the sequence. As a result, we obtain a python list including fixed-length sequences

consisting of integer values.

At the next step, the dataset will be separated into three splits, which are named as

train, validation, and test, to use during the training and testing process. Even if there

are no strict rules to specify the train, validation, and test proportions, there is an

accepted common opinion, which is separating %60 of the dataset for training, %20

of the dataset for validation, and %20 of the dataset for testing. So, we preferred to

split the dataset according to the common opinion. Up to this point, we performed

operations to take the data from text files into python data structures and to prepare

the data for the training and testing phase. Next, we explain the layered architecture

of our neural network.

Figure 3.6: The layers of our proposed architecture

We propose a six-layer architecture for the two models (ISM and BSM) in a sequential

structure, as shown in Figure 3.5. The first layer of the architecture is the embedding

layer. At this layer, the word embedding vectors are created. The second layer is

the bidirectional LSTM layer. After the LSTM layer, Global Max Pool is used in the

pooling layer to reduce the size of the vectors. The dropout layer is added after the

pooling layer to activate selected nodes in the network to increase learning efficiency.

The first dense layer reduces 128 dimensions to 64 dimensions. The second dense

layer reduces 64 dimensions to 2 dimensions. At this last dense layer, a sigmoid

is used as an activation function since the problem we work on requires to perform

binary classification.
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3.3.4 Parameters for Training and Testing Processes

In order to find the best values for the parameters (maximum sequence length, dropout

rate, optimizer, and the number of LSTM nodes) in the language modeling task, we

tried several different values. While all other parameters are fixed, the maximum

sequence length is the only parameter that takes different values for both ISM and

BSM. Trial values and the best results (shown in bold) obtained from testing these

values are shown in Table 3.3.

Table 3.3: Trial values for ISM and BSM

Value 1 Value 2 Value 3 Value 4 Value 5

Sequence Length

for ISM
4 6 8 10 -

Sequence Length

for BSM
12 18 24 30 36

Dropout Rate for

ISM and BSM
0.2 0.5 0.8 - -

Optimizer for ISM

and BSM
Adam RMSprop Adagrad SGD

SGD with

momentum

LSTM Output

Nodes for ISM and

BSM

32 64 128 256 -

In the beginning, we created 4 different trials for ISM, fixing other parameters (dropout

rate, optimizer, and the number of LSTM output nodes), using 4, 6, 8, and 10 as the

maximum sequence length. The loss was lower and the accuracy was better for 8 and

10 than 4 and 6. There were almost any loss and accuracy differences between 8 and

10. Since the training time was shorter for 8, we chose 8 as the maximum sequence

length for the final architecture. On the other hand, for BSM, we trained 5 models

with the maximum sequence length of 12, 18, 24, 30, and 36, again fixing other pa-

rameters. From 12 to 30, the model loss was constantly reduced, but from 30 to 36,

there was no difference in loss and accuracy rate. Therefore, we decided to use 30
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for the value of the maximum sequence length in BSM, as there is a difference in

training hours as in ISM. The remaining parameters explained below are the same for

two models: ISM and BSM.

According to the study in [60], there is no optimal dropout rate parameter that can

fit all neural network architectures, and this idea has been demonstrated by some ex-

periments on different data sets. So, we trained 3 neural networks with dropout rates

0.2, 0.5, and 0.8 to find the best one for our data by keeping other parameters fixed.

A significant increase in loss and decrease in accuracy rate was observed compared

to the others with a dropout rate of 0.8. The 0.2 dropout rate is a bit better than 0.5

dropout rate in the matter of loss and accuracy rate so we chose 0.2 as the dropout rate.

Also, we trained on several known optimizers with their default configurations such as

Adam [61], RMSprop [62], Adagrad [63], Stochastic Gradient Descent (SGD) [64],

and SGD with momentum [65], fixing other parameters. We found that Adam and

RMSprop achieved similar results as it is also claimed in [64]. We preferred to use

Adam since it showed slightly better performance than RMSprop.

Moreover, we decided the output number of the LSTM layer by modeling with dif-

ferent numbers of output nodes and comparing the loss and accuracy rates of their

results while the other parameters are kept fixed. With the 32 output nodes, the model

loss was seriously higher than others. Using 128 and 256 output nodes did not cause

a serious decrease in loss, so we chose 64 as the output nodes of the LSTM layer, as

the lesser parameter allows for faster training.

Finally, we modeled malware and benign languages with these best parameters for 20

epochs, which was the highest number of epoch we used, to specify the epoch number.

According to our observations during all of our experiments and the last training with

20 epochs, the neural network learns our data mostly at the first three epochs. After

three epochs, there is no striking decrease in loss and an increase in the accuracy rate.

In addition, the lesser number of epochs decreases the risk of overfitting, so we chose

to train the neural network for 3 epochs in our final model.
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3.4 Summary

In this section, we presented the details of our methodology, particularly our ap-

proach, the dataset collection process, the format of the datasets, the setup of the

neural network training environment, required libraries and modules, the modeling

pipeline, and the parameters used in the modeling process.

To sum up, we created a semi-automated process to collect run trace output of Win-

dows executable files. Then, we collected the dynamically generated assembly code

output named run trace to obtain our first dataset (named Instruction as a Sequence

Model) and put the assembly code in the first dataset into a different format to obtain

our second dataset (Basic Block as a Sequence Model). We used language modeling

techniques from natural language processing (NLP) as an approach to classify assem-

bly codes from malicious and benign files. To generate language models on assem-

bly codes, we employed a specialized recurrent neural network (RNN) architecture

named long short-term memory (LSTM). To implement our approach, we used mod-

ules from TensorFlow and Keras libraries on Python programming language as well

as modules from Pickle, Numpy, Sklearn, Matplotlib, and Seaborn libraries. Lastly,

we presented the values tried on the parameters required in the training and testing

process.
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CHAPTER 4

RESULTS

In this section, we present the results of the two models, namely the ISM and the

BSM.

4.1 The ISM (Instruction as a Sequence Model)

We conducted a total of 16 experiments for the first model, ISM by manipulating

4 values for the sequence length, 3 values for dropout rate, 5 values for optimizer

and 4 values for the number of LSTM nodes. The resulting number of correctly and

incorrectly classified samples are shown in a confusion matrix (Table 4.1).

Table 4.1: Confusion matrix of test set from the evaluation process of ISM where

TN is the number of true negatives, FN is the number of false negatives, FP is the

number of false positives, and TP is the number of true positives
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TP

34,810,727

FN

2,951,034

B
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FP

5,544,678

TN

24,691,072

The number of true negatives TN in the confusion matrix refers to correctly recog-

nized instructions as benign instructions, whereas the number of true positives TP
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refers to correctly recognized instructions as malicious instructions. The number of

false positives FP shows benign instructions recognized as malicious, whereas the

number of false negatives FN shows malicious instructions recognized as benign.

The true positive rate TPR is calculated by (4.1) as 92.19% and the false positive rate

FPR is calculated by (4.2) as 18.34%. Accuracy rate ACC is calculated by (4.3) as

87.51%.

TPR =
TP

(TP + FN)
(4.1)

where TP is the number of True Positive cases and FN is the number of False Neg-

ative cases.

FPR =
FP

(FP + TN)
(4.2)

where FP is the number of False Positive cases and TN is the number of True Neg-

ative cases.

ACC =
(TP + TN)

(TP + TN + FP + FN)
(4.3)

4.2 The BSM (Basic Block as a Sequence Model)

For the second model, namely BSM, we conducted 17 experiments by manipulating 5

values for the sequence length, 3 values for the dropout rate, 5 values for the optimizer

and 4 values for the number of LSTM nodes.

Table 4.2: Confusion matrix of test set from evaluation process of BSM where TN is

the number of true negatives, FN is the number of false negatives, FP is the number

of false positives, and TP is the number of true positives
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After the BSM was trained, we evaluated it on the test set which consisted of 11

million basic blocks approximately. The resulting number of correctly and incorrectly

classified samples are shown in Table 4.2 in the confusion matrix.

The true positive rate TPR, calculated using (4.1), was 99.84% and the false pos-

itive rate FPR, calculated using (4.2), was 2.62%. Finally, the correctly classified

percentage of samples, accuracy rate ACC, calculated using (4.3), was 99.26%.

4.3 Comparison of The Models

The findings of the two models are summarized in Table 4.3.

Table 4.3: Comparison of the models

TPR(%) FPR(%) ACC(%)

ISM 92.19 18.34 87.51

BSM 99.84 2.62 99.26

The only factor that led to the differences between the two proposed models was the

format of data processing. The assembly instructions are the basic part of an exe-

cutable’s source code. It includes meaningful information and patterns and allows the

ISM to achieve an 87.51% accuracy rate. However, the basic blocks in assembly code

consist of more than one instruction, which are functionally related. In addition to the

relation of words in instruction, there are also relations between different instructions

in a basic block. Thus, the basic blocks with their longer and more complex structures

include more meaningful information and more patterns than instructions, resulting

in the BSM to achieve a 99.26% accuracy rate. In summary, the results of the fi-

nal experiments on the two models suggest that the basic block as a sequence model

(BSM) representation exhibits a better structure for LSTM modeling compared to the

instruction as a sequence model (ISM) representation.
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4.4 Discussion

At the earlier times of information technology (IT), malware detection methods were

mostly based on signatures generated statically by analyzing malware to protect infor-

mation systems. However, various techniques to bypass such signature-based meth-

ods were discovered and are still in development by malware authors. Also, the ex-

cessive growth of IT requires so much effort to analyze each new malware. The

obfuscation techniques and the increasingly required effort made automated malware

detection systems a necessity. In the past decades, artificial intelligence (AI) was

introduced to academic research on malware detection.

In this scope, machine learning (ML) classification algorithms such as Random For-

est (RF), Support Vector Machine (SVM), and Decision Tree (DT) were popularly

used to classify the data from malicious and benign files. The studies employing ML

classification algorithms require feature extraction. Opcodes and API calls are mostly

used features of malicious and benign software for classification purposes. However,

these AI-based methods still require a domain expert and a certain effort for feature

extraction. In the following studies, the focus of academic research on malware de-

tection is shifted from ML classification to deep neural networks (deep learning).

Deep learning-based methods have an advantage over ML classification methods,

which is not requiring feature extraction since the deep neural networks perform it

internally. First, convolutional neural networks (CNNs) are popularly used to propose

malware detection methods. CNNs work on image data to learn patterns and classify

given untitled images. In most of the CNN methods proposed in the literature such

as [31], [32], and [33], opcode sequences or assembly instructions of malicious and

benign software are converted into images and the neural network is trained on those

images.

Recurrent neural networks (RNNs) work on sequential data to extract patterns that are

representing the data so it performs better on tasks including sequential data such as

natural language classification and speech recognition. Also, long short-term memory

(LSTM) is a specialized RNN architecture that achieves better results in language

modeling tasks compared to RNN and other specialized RNN architectures. The
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studies in the literature employing LSTM such as [36] and [37] for malware detection

purpose focuses on opcode sequences instead of the whole assembly code obtained.

However, we think that assembly language shows similarities to natural languages by

including semantic and syntactical elements between opcodes and operands as well as

between sequential instructions. So, the assembly code without excluding any part,

which comes from malicious and benign software, possibly shows differences that

can lead to making a distinction between the assembly code of the two classes.

The accuracy rate of our proposed methods is in terms of assembly code sequence

classification instead of binary file classification since in this study we aimed to be

able to separate assembly sequences as benign and malicious. So, even if the mean-

ing of the accuracies between other methods and our proposed methods are different,

we wanted to compare them to evaluate the performance/success of our proposed

methods. The studies that focused on opcode sequences and assembly code to de-

tect malicious software can be separated into three main categories: machine learn-

ing classifiers, convolutional neural networks (CNNs), and recurrent neural networks

(RNNs). Also, the majority of those studies focus on opcode sequences while a few

others investigate assembly code as a whole.

Table 4.4: Evaluation of our proposed methods

Method Data Format ACC(%)

Random Forest [3] Opcode 96.00

Random Forest [34] Opcode 97.00

Random Forest [35] Opcode 91.43

CNN - ResNet 152 [44] Opcode 88.36

CNN - GoogleNet [45] Opcode 74.5

CNN [46] Instruction 98.00

4-layer LSTM [49] Opcode 88.51

2-layer LSTM [50] Opcode 89.6

ISM Instruction 87.51

BSM Basic Block 99.26
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The accuracy rates shown in Table 4.4 are the results obtained in the corresponding

studies with their dataset. In [3], [34] and [37] shown in Table 4.4, a set of machine

learning classifiers were evaluated and Random Forest got the highest accuracy rate

in each of the studies. There is just a slight difference between the accuracy rate

obtained in [34] and our proposed method BSM. However, machine learning studies

focusing on opcodes suffer from the feature extraction process which puts an extra

burden on the detection process. Also, they are not strong against the obfuscation

methods which change the statistical information in opcodes. This feature extraction

operation is done by a neural network without requiring additional feature extraction

so neural networks with similar success (e.g accuracy rate) can be thought of as a

better robust method in comparing to machine learning classifiers. On the other hand,

our proposed method BSM improves the accuracy rates of CNN - ResNet 152 [44]

and CNN - GoogleNet [45] by focusing on assembly code sequences, which include

more semantic relationships, instead of opcode sequences. Our proposed method

BSM achieved a slightly better accuracy rate of CNN method proposed in [46] which

is also focused on not just opcodes but whole assembly code. However, in previous

studies [47] and [48], it was shown that slight differences in assembly code could

bypass image detection methods. Thus, text classification neural networks can be a

better choice against obfuscation techniques. Also, text classification neural networks

do not require converting opcode or assembly code into an image as CNN, which

reduces the required preprocessing time.

In [49] and [50], two LSTM architectures are built by using 4 and 2 hidden LSTM

layers respectively. Our proposed method ISM achieved similar accuracy rates with

the models proposed in [49] and [50]. Our second method BSM improved the accu-

racy rate by virtually %10 by achieving %99.26 accuracy rate. In addition, our LSTM

architecture includes just one hidden LSTM layer, which makes the architecture less

complex and keeps the required resources (e.g processing power) for the training of

the neural network lower.

Finally, we created a method to detect malicious code by extending previously pro-

posed methods in several aspects. The dynamically generated data, run trace output,

decreases the effectiveness of obfuscation techniques so our method is capable of de-

tecting malware using obfuscation techniques. Also, the ability of neural networks
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to adapt to the changes in data makes our method stronger against the obfuscation

methods. Working on assembly code without preprocessing in ISM and with small

preprocessing in BSM keeps the time minimum spent for preprocessing. In addition,

using just one LSTM layer decreases the number of resources required for training

the neural network.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

Malware detection methods have been evolving since information systems became an

important part of people’s life. The sheer growth of information technology requires

faster and more efficient malware detection methods. Also, the anti-detection meth-

ods such as obfuscation techniques developed by malware authors increase the need

for smart and fully automated malware detection methods. In the light of these needs,

the advancements in artificial intelligence made AI-based methods the best candidate

to develop better malware detection methods.

In the first AI-based studies, machine learning (ML) classification algorithms were

popularly used to classify the data obtained from malicious and benign software.

However, ML classification algorithms do not provide fully automated methods since

they require time and effort for feature selection and extraction. So, in the following

studies, the focus was shifted from ML-based methods to deep learning (DL) based

methods since deep neural networks simulated the learning process better and pro-

vided smarter and faster agents. Nowadays, deep neural network architectures, partic-

ularly convolutional neural networks (CNNs) and recurrent neural networks (RNNs),

are widely employed in academic researches to classify malicious and benign soft-

ware.

In this study, we proposed an approach to classify malicious and benign code pieces.

We worked on assembly language. Unlike other studies, we implemented our ap-

proach on dynamic analysis data instead of static analysis and focused on assembly

code as a whole instead of focusing on just opcodes. With the deep learning architec-
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ture LSTM, which is a specialized RNN, we modeled malicious and benign software

run traces like natural languages.

The neural networks were trained on two datasets with different formats of the same

run trace output data. In one of the datasets, sequences are structured as instructions

and in the other, sequences are structured as basic blocks. The ISM model was trained

on the dataset that is constructed as an instruction per sequence. Then we designed

the BSM model, which we aim to achieve better accuracy. Since the basic blocks

in the assembly code consist of multiple functions that are functionally related, we

processed the run trace outputs by splitting them into basic blocks for the BSM.

We selected optimum parameter values for our neural network architectures based on

our experimental results. The resulting accuracy rate (87.51%) with the ISM shows

that it is possible to classify malicious and benign assembly codes by LSTM. When

our improved model BSM was used, 99.26% accuracy and 2.62% false positive rate

were achieved, better than the case in which ISM was used and most of the previous

studies suggested. Our proposed framework for the dynamic analysis of run trace

data also makes the approach resistant to polymorphic and metamorphic malware.

5.2 Limitations and Future Work

A major limitation of the study is that certain steps in the processing pipeline require

human intervention and this makes the run trace collection process a bit slower. The

coverage of the malware and benign files is limited to a few hundred files, despite the

rich dataset obtained by the help of the run trace collection process. Future research

should address improvements of the data processing pipeline, in particular developing

an API for the x64dbg debugger to be able to collect data automatically for a given

x86 Windows executable file as well as improving the run trace collection process by

modifying the executable files to run on multiple CPUs in parallel. Future research

should also address moving our current detection process from the code level to the

file level and the application of our proposed method for classifying different types

of malware, such as worms, trojan horses at the OS level both for desktop and mobile

operating systems. Also, the future work should address the performance comparison
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between file level detection version of our proposed method and a signature based

detection mechanism.

The neural network architecture, LSTM, allows us only to create black box models

since we do not have control over its internals. So, as in every other study employing

deep neural networks, being a black box at the model level puts a limitation on this

study. In addition, while we were specifying parameters, required for language mod-

eling, such as sequence length and the number of nodes in the LSTM layer, we tried

several values and picked the best ones that showed the best performance on our data.

However, these assumptions are limited to this study since, in deep learning research,

the dataset difference is able to lead to different results between similar studies. As

a result, the nature of deep neural network architectures presents a limitation and the

specified parameters in deep learning studies might be limited to the dataset used in

the corresponding study. In this respect, future research depends on studies focused

on explainable deep learning and a future success achieved in this subject might allow

us to remove such architectural and dataset-related limitations.

Malicious software has mechanisms to avoid analysis such as avoiding execution in

case of detecting a debugger. So, malicious files with such mechanisms cause prob-

lems in the dynamic data collection process. This limitation should be addressed in

future work by investigating anti debugging techniques. Also, the robustness of our

models against obfuscation methods is not certain. Even if our models have resistance

against the obfuscation techniques trying to change the static appearance of malicious

files, new obfuscation methods can be developed to change the look of dynamic as-

sembly code of malicious files. Thus, in future work, the effect of static obfuscation

methods and if available, the dynamic obfuscation methods on the proposed detection

method should be investigated.
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APPENDIX A

GRAPHS

A.1 The Graphs of Experimental Models on ISM

In this Appendix section, we share the results of 16 ISM and 17 BSM models which

were generated during our study to specify optimal values for 4 parameters required

for language modeling.

In Figure A.1 below, the relation between sequence length and accuracy in ISM mod-

els is shown.

Figure A.1: Accuracy-Sequence Length
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In Figure A.2 below, the relation between dropout rate and accuracy in ISM models

is shown.

Figure A.2: Accuracy-Dropout Rate

In Figure A.3 below, the relation between type of optimizer and accuracy in ISM

models is shown.

Figure A.3: Accuracy-Optimizer
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In Figure A.4 below, the relation between number of nodes of LSTM layer and accu-

racy in ISM models is shown.

Figure A.4: Accuracy-Number of LSTM Nodes

A.2 The Graphs of Experimental Models on BSM

In Figure A.5 below, the relation between sequence length and accuracy in BSM

models is shown.

Figure A.5: Accuracy-Sequence Length
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In Figure A.6 below, the relation between dropout rate and accuracy in BSM models

is shown.

Figure A.6: Accuracy-Dropout Rate

In Figure A.7 below, the relation between type of optimizer and accuracy in BSM

models is shown.

Figure A.7: Accuracy-Optimizer
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In Figure A.8 below, the relation between number of nodes of LSTM layer and accu-

racy in ISM models is shown.

Figure A.8: Accuracy-Number of LSTM Nodes
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