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ABSTRACT Player performance evaluation is a challenging problem with multiple dimensions. Foot-
ball (soccer) is the largest sports industry in terms of monetary value and it is paramount that teams can assess
the performance of players for both financial and operational reasons. However, this is a difficult task, not
only because performance differs from position to position, but also it is based on competition, time played
and team play-styles. Because of this, raw player statistics are not comparable across players and must be
processed to facilitate a fair performance evaluation. Furthermore, teams may have different requirements
and a generic player performance evaluation does not directly serve the particular expectations of different
clubs. In this study, we provide a generic framework for estimating player performance and performing
player-fit-to-criteria assessment, under different objectives, for left and right backs from competitions
worldwide. The results show that the players who have ranked high have increased their transfer values
and they have moved to suitable teams. Global nature of the proposed methodology expands the analyzed
player pool, facilitating the search for outstanding players from all available competitions.

INDEX TERMS Player ranking, player performance, football analytics, sports analytics.

I. INTRODUCTION
Player performance evaluation is a key problem in the
sports industry [1], [2]. In team and individual sports alike,
it forms the basis of the competition and directly affects the
financial aspects such as the transfer market, club invest-
ments, betting industry and media rights. Furthermore, by its
nature, the goal of every competing entity is to achieve
the best possible performance. So, it is important to iden-
tify players who fit the requirements with the best poten-
tial return on investment, both in financial and performance
terms.

Recently there has been an increased focus on evaluating
player performance in football using formal analytical and
statistical methods [1], [3], [4] assisted by the increased data
availability [5]–[7].

Teams achieve their results through collective contribution
of the players, and this makes it difficult to separate an
individual player’s performance from the rest of the team
based on results or in-game metrics [8]. In addition, players
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have certain roles in team sports. These roles differ in their
performance requirements in various aspects of the game. For
instance, a defence player may be required to be successful
in interceptions and duels, whereas a left or right back would
be expected to perform accurate shots. Furthermore, players
may play different roles in different games, even within a
single game [2]. This dynamism requires analysing player
performance on multiple dimensions, going beyond simple
aggregates.

As a result of being in a team environment, players’ per-
formances are impacted by external factors. These factors
include, but are not limited to, performance of their team-
mates, performance of opposing team players, the quality of
the competition they play in and how long they play in a game.
However, the collected in-game data does not explicitly show
the effect of these factors and makes it hard to compare play-
ers fairly. A world-class player may have the same statistics
as a second league player on these in-game metrics, however,
this does not mean they have on-par performance. Further-
more, in ranking player performance there is no established
consensus or ground-truth as clubs and roles require different
criteria for ranking.
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In this study, we provide a novel framework for evaluating
player performance in football in an unsupervised manner
and validate the results under the assumption that players’
transfer values and the teams they move to via transfers
reflect their perceived performance. We apply the proposed
solution to the problem of ranking players for the left or right
back positions. The proposed framework is generic in the
sense that it is extendable and adaptable to different use-cases
and factors. Our objective is to evaluate player performance
across the globe and provide a blueprint of analyzing player
performance in team sports where there is no ground-truth
and complex factors that must be taken into account when
analyzing match statistics. In addition to the domain-specific
requirements for global analysis in football, general ranking
problem specific concerns must also be taken into account.
A multi-attribute ranking problem aims to find a mapping
from a multivariate dataset to a vector that represents the
ordering of the data instances. Under the assumption that
the computed features represent a high-dimensional map-
ping from latent player performance, the problem can be
considered as discovering the latent 1D representation of
higher-order feature dataset.

This study has the following contributions to the literature:
1. We provide a generic framework to evaluate play-

ers across competitions and a larger time frame, thus
extending the pool of players. This framework is appli-
cable beyond football, as it formally frames the impact
of external factors as a scaling problem. The same
framework can be applied to any global team sport.

2. We propose a novel approach to reach per 90 in-game
statistics, that approximates the established per 90 scal-
ing averages across games and allows analysis on an
individual game level.

3. We adopt an exponential decay approach to extend the
time horizon for player performance evaluation.

4. We introduce unsupervised discovery of rankings.
While unsupervised ranking techniques are established
in information retrieval problems, to the best of our
knowledge they have not been applied to player per-
formance rankings.

II. LITERATURE REVIEW
There is a recent focus on evaluating player performance in
football with the emergence of new data sources. The most
well-known example of player analytics is theMoneyball [9],
also adapted into a movie. The Moneyball concept is maxi-
mizing returns on player investment based on player perfor-
mance analytics. Since its introduction, Moneyball concept
has been applied to various sports fields such as basket-
ball, baseball, rugby and American football [10]–[17]. While
lacking the same level of interest for many years, football
analytics has gained popularity recently. Table 1 provides a
summary of papers related to this study. The table first intro-
duces general references for performance analytics, followed
by the economic and financial studies relevant to sports. Then
an extensive collection of methods in player performance

analysis are provided. In the next two sections references for
player valuation and team strategy evaluation are discussed.
In addition, ranking methods from other domains are pro-
vided in the final section. Literature review demonstrated
a clear increase in interest in analytics in football in the
recent years. The emergent nature of the field of study and
its research potential are also evident from the variety of the
problems researchers focus on.

In two recent studies, [2] and [18], authors have developed
the most relevant approaches to this study. In [2] authors
adopt a supervised machine learning approach to identify
the important factors that lead to success, and introduce a
methodology to derive the player positions and corresponding
ratings based on spatio-temporal data. Gavião et al. [18]
propose a decision-making framework to probabilistically
identify undervalued players who are most likely to perform
well. Pantzalis and Tjortjis [19] use match-statistics as well
as expected goals metrics and Pezzali scores to predict the
performance of a player in next season. While this is not
directly a player-ranking approach, it allows the authors to use
these predictions to comment on the expected performance of
the players. Finally, Liu et al. [20] use a deep reinforcement
learning technique to assign values based on contribution to
scoring to player action values in matches and apply their
action-valuation technique to championship matches.

Based on the literature review, it is observed that most of
the studies have been conducted in a constrained environment
by restricting the region or the dimensions analyzed. In this
work, we aim to go beyond such constraints and perform
player ranking as a whole, in a manner that is flexible and
extendable. Different to the existing literature, the aim is to
provide a generic framework for player performance eval-
uation in team sports and not only a solution to the prob-
lem of ranking players in European football in their isolated
competitions.

III. DEFINITIONS AND METHODOLOGY
The proposed approach has four main steps. First,
the player-match level scaling coefficients are generated to
ensure a comparable match-statistics. Then, in-game player
statistics are aligned to represent the player statistics in
comparable fashion across different competitions and games.
In the third step, aligned player statistics are aggregated
to arrive at features on a player-level. In the next step,
the players are rated on analysis dimensions. Final player
rankings across all analysis dimensions are represented using
ranking principle curves [21]. We expand on this further
in Section III-C. For clarity, we provide the definitions of
the terms used throughout the paper with their notation
and dimensions in Table 2. The methodology process flow
diagram is given in Figure 1.

A. ALIGNING PLAYER STATISTICS
Aligning player statistics is a crucial step for comparison of
players across the globe on the same scale. This alignment is
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TABLE 1. Extended literature review.
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TABLE 1. (Continued.) Extended literature review.

done through devising scales, which adjust the raw statistics
to include the effect of external factors.

The first factor we consider is the game-play duration. This
idea is already established in football in terms of per 90 aver-
ages. However, we propose a novel approach to this method
to adapt the per 90 scaling to our methodology. To reflect
the competition quality, we rely on the average player values
scraped from Transfermarkt. For game difficulty, we pro-
pose a practical application of ELO algorithm [22] that
uses a new initialization mechanism. For recency scaling,
we adopt an approach from reinforcement learning for infi-
nite horizon tasks [23]. In reinforcement learning, the rewards
obtained by actions in continuous tasks are ‘‘decayed’’ using
a time-dependendent (i.e. recency) factor to facilitate aggre-
gation of an infinite sum and ensure that consequences of
recent actions are weighted more heavily. Inspired by this,

we adopted the same exponential decay approach. To the
best of our knowledge, there is no study in the literature that
performs all these alignments for the evaluation of player
performance to arrive at a global rating.

Given measurements m and adjustment scale s, alignment
is defined as in Eq. (1), arriving at a scaled measure m′,
through element-wise multiplication. As stated in Table 2,
measurements refer to player in-game statistics such as num-
ber of passes or shots, whereas scales are designed by us
to reflect various factors such as the quality of the compe-
tition. Statistics coming from high-quality competitions are
assumed to reflect a better overall player performance. The
design logic and the assumptions of each scale is detailed in
corresponding sections.

m′ = s� m (1)
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FIGURE 1. Process diagram of methodology.

TABLE 2. Definitions and variables.

1) LOGARITHMIC PER 90 SCALING
Per 90 minutes scaling is a globally used metric by the
industry. Traditionally, the in-game player statistics m for
a single player in a single game are transformed into
per 90-minute statistics using Eq. (2) [56].

m′ =

∑Np
i=1mi∑Np
i=1 τi

90 (2)

where τi is the minutes played by the player in game i and
Np is the total number of matches played by player p,m is the
in-game statistics of player p andm′ is the scaled measures of
player p. This is simply the harmonic mean of observations.
In this study, we needed to modify the established technique
to use it with data for individual games which may have other

external factors that need to be considered. To achieve this,
we propose an approximation that allows us to scale each
game of each player to per 90 individually in Eq. (3).

s90 = ln(
90
τi
)+ 1 (3)

This approximation is empirically shown to have almost
perfect linear correlation with outputs of Eq.(2). This log-
arithmic formulation is closely related to the generalized
harmonic mean approximation provided by [57]. The approx-
imation we provide and the approximation provided in [57]
are both based on the relationship between the harmonic
mean and logarithms. However, their derivation is theoretical
whereas we arrived at this representation empirically. For
other types of games with fixed durations, such as Basketball,
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maximum duration of 90 would be replaced by the maximum
duration of the corresponding game.

2) GAME DIFFICULTY SCALING
Opponent strength impacts player performance. Performing
well against a tougher opponent indicates player potential
better than performing well against a weaker one. For a con-
sistent and comparable measure of team strengths, we make
use of the existingmethods devised for chess [22], [58]. These
ratings have also been used in football in isolated compe-
titions [8], [35], [36]. However, these ratings are limited in
the sense that they are not able to provide cross-competition
ratings, except for minimal cross-competition exposure [35].
To address this limitation, we adopted a novel initialization
scheme. In [8], authors show that ELO ratings are correlated
with team value and as shown in Figure 2, we find that
average player values are log-linearly correlated to the UEFA
coefficients. We use these log-transformed average player
values to initialize the team ratings, and use the score of each
match for each team to update the ratings for the teams via
the ELO algorithm [22].

FIGURE 2. UEFA coefficients vs. player market values.

Intuitively, the algorithm takes into account the relative
ratings of two head-to-head teams and increases the rating of
the winning team based on update parameters and decreases
the rating of the losing team. The algorithm uses one param-
eter, K , which determines the expected level of uncertainty
in the estimates. The calibration between competitions is fur-
ther reinforced through the inclusion of international games.
Given the team ratings, game difficulty scale for team λ in a
single match is computed as in Eq. (4).

sdiffλ =
ξ¬λ

ξλ
(4)

where, ξ¬λ is the opponent rating for the most recent match
(as the ratings change after every match) and ξλ is the rating
for the team λ. The parameter values for ELO algorithm are
provided in Section IV.

3) COMPETITION QUALITY SCALING
There is a difference in the quality of the football played
across different competitions, which are reflected in UEFA
Country and club ratings [59]. This makes in-game statistics
obtained in different competitions incomparable. However,
there is no publicly available global rating of competitions
with different divisions, and as a proxy, we first compute
the ELO ratings of teams [22] and represent the competi-
tion quality as the average ELO of the teams competing in
the competition. As opposed to the game difficulty scaling
where the statistics are adjusted to account for strength of the
opponent, competition scaling boosts the statistics obtained
in higher rated competitions to reflect the overall quality
of game play. Eq. (5) shows the competition scaling as the
average of ELO points of all teams in a given competition
where 3comp is the number of teams in the competition.

scomp =

∑3comp
λ=1 ξλ

3comp
(5)

4) RECENCY SCALING
When evaluating performance, the recent games are more
important than the older ones. However, effect size is impor-
tant in statistical analyses and a sufficient sample size is
required for statistical inference. In this study, we adopt a
decaying mechanism limiting the impact of older games on
the statistical results. Exponential decay mechanism in [2]
is based on incremental averages that result in an additional
subtraction of higher order decays. In contrast, our approach
aims to capture variances in each individual game (like in
per 90 scaling), so we rely on being able to scale each game
individually as opposed to incremental averages. Recency of
the game is encoded using Eq. (6).

srec = α1t (6)

where α is a real-valued number 0 < α ≤ 1 and1t is the time
difference in weeks from the latest game to date of analysis.

5) COMBINING THE SCALES
In-game statistics for all players need to be scaled according
to different factors that affect the game. We arrive at the
final scale by multiplying all the computed scales for the
player. For a player p, the final output for an in-game statistic
(i.e. measurement) m, would be computed as in Eq. (7).

m′ = s90scompsdiff srecm (7)

All scales are player and match specific, based on the
player’s minutes played in a given match, the competition
the match is played in, the difficulty of the match, as well
as the recency of the match as defined in relevant sections.
The scalar production of the scales allows for toggling them
on and off as relevant and needed.

B. AGGREGATING PLAYER STATISTICS
To arrive at player-level statistics, in-game statistics for each
player must be aggregated into a single value. Aggregation
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is applied after the scaling step and we employ three basic
techniques: scaled averages µavg (Eq. 8), scaled ratios µrat
(Eq. 9) and strength variable µstr (Eq. 10). Given the defini-
tions of an analysis dimension d , these aggregated features
are computed as in respective equations 8, 9, 10.

Eq. (8) reflects the scaled averages of in-game frequencies
such as fouls performed or shots taken. This quantifies the
activity level of the player in a game. Eq. (9) reflects the
scaled performance measures such as recoveries compared to
fouls in the form of ratios. This variable quantifies the relative
activities between two variables, or when the numerator is the
successful subset of the denominator, success rate. Finally,
Eq. (10) combined the ratios with the sample size to arrive at
a better rounded success measure.

µavgpd =

∑Np
i=1m

′

1ip

Np
(8)

µratpd =

∑Np
i=1

m′1ip
m2ip

Np
(9)

µstrpd =

∑Np
i=1 Fbinom(m1ip ,m2ip , π )

Np
(10)

In these equations, mjip is the jth measure for player p,
Fbinom is the Binomial cumulative distribution function, π is
the average ratio across all players of the two measures in
Eq. (9). When calculatingµrat , the measures do not necessar-
ily need to be related. For instance m1ip can refer to fouls and
m2ip can refer to recoveries. However when calculated µstr ,
m1ip must be the successful subset ofm2ip , because this aggre-
gated feature aims to quantify the amount of evidence towards
success in an analysis dimension. Therefore, the strength
variable is an extension and improvement over success related
ratios in the sense that not only the success of the action is
quantified but also the effect size [60]. For instance, a ratio
of 80%with 5 samples would have less strength than the same
ratio of 100 samples, which provides more evidence towards
the expected value of the ratio.

There are known issues regarding averaging ratios in µrat ,
pointed by [61]. The scaling approach mitigates these issues
by transforming them into a non-ratio range.

C. RANKING THE PLAYERS
Aggregated features represent typical player performance
across multiple dimensions. These dimensions have different
ranges and numerical domains. Therefore, we standardize
the aggregated features using min-max standardization F
in Eq. (11). We call this standardization dimension rating ψd
for analysis dimension d , which quantifies the performance
of the player in this dimension. The result is always in the
range of [0, 1].

ψd = F(µd ) (11)

As a next step, dimension ratings must be combined
to a single metric ρp that quantifies the overall player

performance. We perform this step by using a dimension
reduction approach, Kernel PCA with cosine similarity.
In [21], authors specify requirements for a suitable ranking
approach and offer PCA as a simple linear solution. How-
ever, they also mention that PCA requires orthogonality of
the components and therefore it is not suitable for most
real-life ranking problems. Kernel PCA is presented as a
solution to non-orthogonal multivariate ranking problems.
They take the solution a step further and use Bézier curves
for one-dimensional embedding. However, Bézier curves
require a guarantee for no-ties and in our case we cannot
guarantee such topology. Therefore, we opted to use Cosine
Kernel-PCA with a cosine kernel which is an established
method in document ranking tasks.

IV. EXPERIMENTAL SETUP
To evaluate the methodology, we rated the players who
played in the 2016/2017 and 2017/2018 seasons globally.
We performed the experiments using the data provided by
WyScout, a sample of which is available online [2]. We ana-
lyzed the data for 72 competitions and applied the method-
ology to all players who played in a minimum of 20 games,
in which they played as left or right back for at least 90%
of the duration of their play-time. These filters result in
a total of 3657 players that qualify for the position and
the number of player match pairs is 150810, resulting in
1.9 million in-game statistics, for 9 analysis dimensions using
13 variables of in-game player statistics. The data glos-
sary for the individual in-game statistics used can be found
in [62].

We also used other publicly available data such as transfer
values (for ELO initialization) and UEFA ratings (for refer-
encing domain-specific issues outlined above). We provide a
summary of data sources known to us in Table 5. The param-
eters and their experimental values are provided in Table 3.
Out of these parameters, team rating initialization values are
based on the best practices coming from chess. In chess,
2500 is roughly assumed to be the grandmaster rating and
1200 is the lowest professional rating level [63].

We set the K parameter of the ELO algorithm to 64 to
allow for rapid change in ratings. [64] provide a discussion
on the selection of K-factor and explain the effects of dif-
ferent parameter values. Based on their findings, parameter
value of 64 represents higher uncertainty than average. Since
our aim is to evaluate teams and players on a large scale,
this uncertainty is a desired property. For recency scaling,
we chose α empirically. The α value provided in Table 3
corresponds to a scaling coefficient of 0.77 for a game
that is a year old. The framework can be extended by
defining further variables in the same fashion as described
in Section III-B.
The only parameter that should be user-defined amongst

those listed in Table 3 is the recency scale specifying the
importance of older games. The rest are internal parameters to
calculate the scaling coefficients. Selection of this parameter
is dependent on the importance put on the more recent games.
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TABLE 3. Parameter details.

TABLE 4. Analysis dimensions.

V. RESULTS
To showcase the performance of the proposed approach,
we apply the methodology and validate results using financial
values and team performance in Sections V-A and V-B.
In all the experiments, the data filters (analysis period,

position, relevant positions, competitions included, minimum
number of games, minimum percentage in relevant roles and
minimum duration of game-play) and time decay rate are
kept constant. These data filters define the search space for
ranking. To apply the methodology to different data filters,
we provide a publicly available dashboard.1 The dashboard
also enables the user to apply the methodology to three other
target positions.

As stated in [18], there is no established form of validating
player performances. The lack of a ground truth makes the
validation non-trivial. To mitigate this, we propose a two
dimensional validation for player ranks. We first rank the

1https://jss-dashboard-aolebn4toq-ew.a.run.app

players with the proposed approach, and report the following
analyses to assess the rating:

1. We perform financial validation of rankings based on
player market valuation after the date of analysis per
rank groups. We compare our results to [18] where they
use Composition of Probabilistic Preferences (CPP)
using triangular distribution [68] to rank players into
groups of ranks (as opposed to assigning an individ-
ual rank to each player) using the published R Pack-
age [69]. In addition, we apply COMET [38] method to
the rankings and compare outputs of proposed method-
ology vs. COMET. We also compare both outputs to
random rank assignments to establish a baseline for
both methods.

2. We perform team-fit validation by analysing the
post-analysis ELO ratings of players’ teams and show
the rank correlation between the player rankings and
team ELOs of players’ destination teams in case of
transfers. We only use the data for players who have
been transferred to avoid data leakage. Since the team
ELOs are used to calculate scales, the same teams’
ELO ratings cannot be used for validation. Therefore,
the player should have moved to another team whose
ELO rating is de-coupled from the scaled statistics.

3. We provide the standard search ranking evaluation
metrics to further validate our results. Player ranking
problem is analogous to ordering search results where
there is no ground truth or relevance feedback avail-
able. We report various information retrieval metrics to
quantify the performance of the approach.

4. We provide the of top-20 players who played in the
16/17 and 17/18 seasons, ranked by the proposed
methodology. We also provide the market values and
ages of the players at the end of 17/18 season for a more
comprehensive overview.

As an example of multi-criteria decision making,
CPP methodology performs numerical estimations of pref-
erence probabilities through combinatorically comparing
categories with alternatives, and then calculating overall
probabilities of an alternative being better than the rest.
CPP-Tri methodology assumes a prior of Triangular distribu-
tion when computing initial preferences for CPP. The com-
binatorial nature of the approach makes it computationally
inefficient when there are many alternatives.

When applying CPP-Tri to evaluate player performances,
we used standard per 90-minute averages of player statis-
tics that overlap with the analysis dimensions used in the
proposed methodology. The choice to use the standard per
90 averages is to ensure consistency with the original paper.
Similarly, the specific CPP-Tri algorithm we used assumes a
Beta Prior which is kept as is. Class profiles are decentiles
which results in 10 distinct player rank groups.

Another MCDM approach is COMET [38]. Unlike
CPP-Tri, COMET results in individual rankings as opposed to
rank groups. Therefore it is more comparable to the proposed
methodology. We compare our outputs to both CPP-Tri and
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COMET. These comparisons are kept separate for readability
purposes. COMET has already been applied to Football [42]
and Basketball [43] however the application to Football is
restricted to comparing 6 players, therefore the methodology
must be applied to our dataset for comparison purposes.

COMET method relies on having fuzzy membership num-
bers. To comply with the original application, we divided
the standardized analysis dimensions into two distinct parts
intervals (0-0.5), (0.5-1). Using these values for all 9 analysis
dimensions, 19683 (39) characteristic objects were created.
This method also relies on having expert feedback on decid-
ing the superiority of one characteristic object over another to
create Matrix of Expert Judgement (MEJ). However, in this
study no such expert is available, therefore we use an expert
decision function fexp given in Eq. (12) to perform judge-
ment where eps is an infinitesimally small number to address
multiplication with 0. In this equation COi represents the
ith characteristic object and C̃ji is the fuzzy number for cri-
teria. For details on the decision process, please refer to [42].
This expert function allows us to parallelize calculation of
MEJ and removes the need for hierarchical modelling used
in original paper.

fexp(COi) =
r∏
j=1

(C̃ji + eps) (12)

A. FINANCIAL VALIDATION
Amongst the numerous factors influencing the valuation
in sports, performance is considered to be a significant
one [3], [36]. To evaluate the methodology, we have com-
pared the player valuations before and after the analysis
period, based on the data from Transfermarkt [45] and
cross-referenced this with rank groups. First, we group the
player ratings into ten distinct groups using equal-frequency
binning. The rank groups are in descending order, where
rank-1 holds the highest and rank-10 holds the lowest rated
players. For a more comprehensive comparison, we also
perform randomization of ratings to establish a baseline to
account for effects of inflation of player values. Randomiza-
tion is done through assigning players into groups randomly
using stratified sampling [70]. Table 8 shows the rank group
statistics for actual discretization outputs and the randomized
case.

In addition, we show the cumulative market value gain of
players along the rankings. We define market value gain as
the difference between the maximum value after the analysis
period ends and the market value of a player immediately
after the analysis period. Figure 3 shows the rank-dependent
cumulative market value by age group. In other words,
if clubs were to invest in a player immediately after rank-
ing, the derivative of this empirical curve dependent on the
player’s rank and age group would reflect the expected return
on player investment. The figure shows diminishing returns
after top-25th percentile of rankings for all age groups up to
age of 29. For players above age of 29, the expected return

FIGURE 3. Cumulative return on investment per age group and rank.

on investment is always negative. In addition, there are two
cut-off points in the youngest age group. This is discussed
further in Section VI. Note that while actual transfer values
are used for Figure 4, market value estimations fromTransfer-
markt are used for Figure 3. The same plot cannot be shown
for [18] because the methodology presented by the authors
only output rank clusters, in our replication 10 groups of
player ranks and does not rank players individually.

Figure 4 shows distributions of player values before and
after the rating period. For all rank groups, post analy-
sis player values are higher, indicating that player values
increase due to inflation. In case of rank groups 3 and
onwards, randomized player values are higher than the
post-analysis player values. In rank groups 1 and 2, however,
the post-analysis player values are higher than the random-
ized ones. These observations indicate that, our approach
identifies the players who have increased their market
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TABLE 5. Data sources.

FIGURE 4. Player market value distribution per rank group and analysis
period.

value beyond inflation, after they have been identified as
high-performing players. It has to be noted that the reported
values in this figure are log-transformed for visualization,
while the effect would be more pronounced in linear scale.
For instance, for two players having log-transformed market
values of 16 and 13, the corresponding difference in absolute
market values would be approximately 8.5 million Euros. For
this analysis, only the players who have been transferred after
the analysis period have been analyzed by comparing their
transfers prior to the analysis and after. As stated in [46],
Transfermarkt estimated values could be unreliable. To avoid
spurious relationships, we used the actual transfer values as
stated in Transfermarkt and not their interim estimates. This
figure also contains comparison to a recent paper [18] based
on the ranking part of their methodology. While the original
paper compared 32 players and used 3 (low-medium-high)
performance classes, we applied both methods to 3657 play-
ers and used 10 performance classes to account for higher
number of the players.

The distribution of pre- and post-analysis values using their
methodology is similar to our results, however their results
overlap with the distribution of randomly allocated label,
showing that our proposed methodology is able to differen-
tiate players who are likely to increase in value beyond the
inflation compared to CPP-Tri ranking methodology.

For a more theoretically-based comparison, we also report
the results of Two-Sample Kolmogorov-Smirnov Statistical
Test (one-tail) for comparing two non-parametric distribu-
tions. Formally the hypothesis is defined as:
H0: Player values of the ranks calculated with the first

methodology are drawn from the same distribution as the

TABLE 6. Two-Sample Kolmogorov-Smirnov Test P-Values.

player values of the ranks calculated with the second
methodology.
Ha: Player values of the ranks calculated with the first

methodology are drawn from a distribution with a greater
average than the distribution of the player values of the ranks
calculated with the second methodology.

Table 6 shows the ‘False Discovery Rate’ corrected [71]
p-values of the performed test, for ranks obtained via
methodologies listed pairwise. The results show that both the
proposed methodology and methodology by [18] have signif-
icantly greater player values than random allocation for first
two rank groups at a significance level of 0.05. The statistical
test shows that there is significant evidence that our proposed
methodology has greater player values in the third rank group
in addition to the first two. Furthermore, the player values
in the first rank group identified by our proposed methodol-
ogy have significantly higher player values than the players
identified as rank one by [18]. These results confirm that
the proposed methodology is more successful in identifying
players who will increase their market value beyond inflation
based on their performance statistics. For the low rank groups
(8th–10th), statistical non-significance is expected becausewe
perform a one-tailed hypothesis test (i.e. greater average).
The statistical non-significance of middle ranking (4th–7th)
groups are discussed further in the Discussion section.

B. TEAM-FIT VALIDATION
Team fit validation is based on the idea that high performing
teams consist of high performing players. So player and team
ranks are expected to have statistically significant correlation.
However, team ratings are already utilized in creating of
scales and aligning statistics for fair comparison. Therefore,
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TABLE 7. Market value change percentages by group.

TABLE 8. Rank group statistics actual vs. randomized.

to avoid data leakage, the validation can only be performed
using the data of the players who have been transferred into
a new team after the analysis. This prevents leakage from
team ELO points into validation. In other words, by using
the data from post-analysis transfers we decouple the scaling
from output validation.

Figure 5 shows the relationship between the team player
got transferred to (i.e. destination team) post-analysis and
the identified ranking of the player. The figure also reports
the Spearman rank correlation between two values. The rank
correlation is statistically significant in all confidence levels.
We also report the linear regression least square estimation of
the relationship between rankings and team ratings. Namely,
the expected ELO of a player’s post-analysis destination,
decreases by 0.068 points with every step decrease in their
rankings. Most ELO points are distributed between 1500 and
2000, which is in-line with Chess literature [22]. The variance
in the ELO ratings given the player ranks is discussed further
in Section VI.

C. PLAYER RANKING EVALUATION USING INFORMATION
RETRIEVAL METRICS
Ranking players is an applied problem of ordering a set of
items where there is no ground-truth available. Therefore,
the correct rankings cannot be learned from feedback. Nor
can the final output be validated by comparing to true rank-
ings. This is a well-known problem in retrieval problems
where ranking of search results are not customized to user
preference (i.e. no feedback). The evaluation metrics devel-
oped for such problems are relevant for evaluating our results.

Similar to web search literature, in the absence of ground-
truth, comparison of two-rankings is the established method

FIGURE 5. Relationship between ranks and post-analysis destination
team ratings.

of evaluating ranking outputs. As previously stated, no other
methodology outputs such comprehensive and comparable
rankings to us, therefore we opt to use post-analysis player
values as a proxy to player performance. Note that similar
to the return on player investment, these metrics cannot be
computed for Gavião et al. [18] since their approach does not
produce an ordered list of players but rank groups instead.

To validate the results, we provide the following metrics.

1) Kendall’s τ [72], which quantifies the overall agree-
ment between two ranked arrays.

2) Average precision [73], which computes performance
at several intervals in the rankings and reports the
average.
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TABLE 9. The results of the proposed solution using information retrieval metrics.

TABLE 10. Top 20 Players and Their Metadata.

3) Normalised discounted cumulative gain [74] which
quantifies the gain obtained by the ranking system by
correctly ranking items.

4) WS Coefficient [75] which is shown to evaluate rank-
ings in a more well-rounded way by giving more
emphasis to correctly ranking top items. In addition,
unlike NDCG, it requires an input from users regarding
the importance of correctly ranking observations.

In information retrieval problems, it is more important to
rank the highest performers correctly than ranking lowest
performers correctly [76]. Kendall’s τ does not take this
distinction into account. Conversely, average precision cor-
relation is based on the assumption that correctly ranking
the top items is more important. In the case where ranking
system’s error is distributed randomly, average precision cor-
relation is equivalent to Kendall’s τ . If the system has a higher
precision for ranking the top-ranking items, then average
precision correlation is higher than Kendall’s τ , and vice
versa. Furthermore, a novel technique WS coefficient [75]
also gives more weight to top-ranked items.

Table 9 provides the results of the proposed method using
the aforementioned metrics.

All metrics show a positive correlation between the rank-
ings provided by the methodology and the eventual player
value. Furthermore, order-dependent metrics (i.e. metrics
other than Kendall’s τ ) have higher values than τ , show-
ing that the proposed methodology is able to capture the
rankings of the highest-valued players. However, ranking by
player value is an imperfect baseline as player values are
impacted by other factors as well. We show this phenomenon

in the age-dependent figures and discuss the issue further
in Section VI.
In addition, COMET was applied to the proposed scaling

and aggregation methodology behaves similarly to the results
provided by the proposed methodology, however, the pro-
posed methodology outperforms the results obtained with
COMET. This is due to COMET’s characteristic object rep-
resentation dividing the feature space into buckets of prefer-
ence, and treating all values fall into the same bucket with
similar preference values. COMET applied to raw data per-
forms significantly worse than the proposed methodology as
well as COMET applied to scaled and aggregated data. This
reflects the need for considering factors that affect perfor-
mance into account while analyzing sports data globally.

The drastic difference between average precision and
WS Coefficient should be noted. We hypothesize this is due
to large sample size for ranking in this study. More analysis
is required to compare AP and WS Coefficient in ranking
problems but this is out of scope for this study.

D. REAL-WORLD RESULTS
Current configuration of the methodology outputs the ranks
for 3681 players, of which top-20 players according to their
ratings are listed in Table 10. This table shows the team
and age at the beginning and end of the analysis period to
provide information regarding the status of the top-ranked
players. It also gives details on the player values obtained
from Transfermarkt [45] right before and immediately after
the analysis period.
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FIGURE 6. Market value changes through time.

Fourteen players in top-20 have increased their market
value at the end of analysis period. An exception to this as
a young player is Luke Shaw. He sustained an injury which
put him on the sidelines for 14 matches in season of 16/17.
Shortly after that he sustained another injury that put him
on the sidelines for another 11 weeks in the same season.
This is potentially one reason why his market valuation has
decreased immediately after the end of our analysis period.
His current market value is 25MEuros. In other cases, market
value decreases are explained by the age of the player which
is a general pattern shown in Figure 3.

Figure 6 shows that all but one top-ranking players below
age 25 have increased their market values after the period
of analysis (i.e. after being identified as top-performers).

The period for which the performance data was used in
analysis is marked with a grey shade in the figure.

To enable the readers to test the methodology and the
configurations, we provide a public API,2 which uses the
publicly available data by [77]. We also provide a graphical
user interface to compute results of arbitrary configurations
in the form of a dashboard3 which uses the same API.

VI. DISCUSSION
We have analyzed more than 3500 players across various
competitions and shown that the proposed methodology is

2https://jss-api-aolebn4toq-ew.a.run.app/redoc
3https://jss-dashboard-aolebn4toq-ew.a.run.app
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able to identify players who are likely to increase their
financial values. Existing literature restricts the pool of the
players to a small subset for analysis. In this paper, we pro-
posed a framework that can analyze player performances at
a much larger scale and demonstrated statistically significant
improvement over the existing methods.

The rating outputs of the methodology correlate to future
value increase statistically significantly. These results indi-
cate that the high-rated players are likely to increase their
market value beyond inflation. This has implications for
teams making player investments. The team-movements are
also correlated with the ratings. The high-rated players make
more upwards transfers than the low-rated players. Further-
more, the methodology statistically outperforms the existing
approaches for the high-rank groups. Therefore it provides an
improvement in terms of scalability and performance.

On the other hand, the statistical non-significance of the
middle rank groups (4–7) reflects the complexity of the prob-
lem. There are many other factors that affect the transfer
values, such as player popularity or coach preferences as
well as the inflation and even the country of origin of the
player [78]. Figures 3 and 6 show the impact of age on
market values as well. Additional factors could be included
in the methodology to refine the ratings further and the val-
idation can be extended to factor-in contextual information
that impacts transfer values.

We also expect similar contextual factors to affect the team
ratings shown in Figure V-B. For instance, due to transfer
restrictions, a good player may not be eligible to play in top
teams before first moving to a lower-rated team, therefore
nationality may impact the destination player ratings.We also
expect age to be a factor as teams loan out young players to
other teams to optimize their rosters while allowing the young
player to gain experience.

Table 7 indicates that player values increase for almost all
rank groups, mainly due to player value inflation. Average
increase in value across competitions is calculated as 42.28%
with a standard deviation of 56.18%. The maximum value
increase is 264.18% and the highest decrease is 62.29%.
However, the magnitude of percentage change in higher rank
groups is much larger than lower ones which indicates that
rankings capture non-inflation related factors that contribute
to market value.

An interesting phenomenon is the observed effect of age in
player valuation. Figure 6 shows that the top ranked players
under the age of 25 have almost all increased their market
values post-analysis regardless of they were transferred or
not. This indicates, if combined with age and demographic
filters, proposed methodology may help teams optimize their
transfer decisions in terms of financial valuation. The same
figure also shows that the range of the player values varies.
This supports the prior claims that the player values may not
always overlap with the player performance and statistics.
The additional factors that might impact the player valuation
and transfer market are affected by demographic and social
factors.

The cumulative gain on market values given in Figure 3
gives a different perspective on player performance. This
figure reflects the investment view that could impact player
acquisition decisions. After a certain level of performance
ranking (around top-25th percentile), return on any potential
investment becomes negligible. This cut-off point (i.e. the
elbow point on plots) from an investment stand-point varies
by age group. The cut-off point decreases with age. The
cut-off for players aged below 21, is around 1000th rank.
For players below 24 years of age, this point is around 800th

rank and for players younger than 28 years of age, the elbow
point is around 500th rank. In other words, investing in a
top-1000 ranked player of less than 21 years of age might
be a financially good decision, however for older players,
this is not the case. This shows that age and performance
jointly affect player valuation. The same figure also shows
two elbow-points in the youngest age group. This is due
to scaling approach. Competitions with low player values
such as second or third division competitions occasionally
produce young super-stars, however, in general these com-
petitions have lower quality. Therefore, young talents in such
competitions are ranked low, however they have high future
return. An example is Achraf Hakimiwhowas in RealMadrid
Castilla in the beginning of the analysis period and got trans-
ferred to Inter in 2020. In other words, ranking methodology
is unable to detect future super-star young players, who are
outliers in their own competitions.

Under the assumption that market values imperfectly
reflect player performance, Figures 3, 4, and Table 6 all show
that highly-ranked players also have high performance in
financial terms. Same behavior is also evident in Figure 5
from a purely performance stand-point.

VII. CONCLUSION & FUTURE WORK
In this study, we proposed a framework for player perfor-
mance evaluation across multiple dimensions on a global
scale. Naturally, it is impossible to statistically encode every
dimension of such a complex game, however, the proposed
approach is extendable as a framework, both within football
and to other team sports. We aimed to capture the major
components of the game and extended the player evalua-
tion application to perform across-competitions, across-time,
and across different opponent types. Using this framework,
we have shown that the computed ranks reflect both financial
and sportive performance of players.

As a future work, we aim to develop solutions to identify
gaps in team performance and cross-reference these gaps
with our player recommendations by using optimization tech-
niques, as opposed to generating a general ranking for all
players that satisfy the criteria. Studies have already been
conducted towards automatic inference of team gaps and
strategies on match logs [47], [48], [50], [79]. We intend
to explore incorporation of such approaches to increase cus-
tomization of rankings to fit club requirements and queries.
We also intend to investigate the transfer market dynamics
through various techniques that fall under the domain of
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Complexity Economics [80], potentially including important
demographic factors such as age.
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