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ABSTRACT 

 

TWO DIMENSIONAL SILICON PHOTONIC CRYSTAL BAND GAP 
APPLICATIONS FOR OPTICAL BIO-SENSING AND MODULATION 

 
 

Kılıç, Selahattin Cem 
Master of Science, Electrical and Electronic Engineering 

Supervisor: Assoc. Prof. Dr. Serdar Kocaman 
 
 

September 2021, 86 pages 

 

 

In this thesis, we presented mainly two applications that utilize two dimensional 

Silicon photonic crystals. One application is an optical refractive index based 

gas/bio-sensor. The device is constructed by rod-type square lattice photonic crystal 

cavity. The rod-type is chosen to confine the electric field in the low-index medium 

and maximize the light-matter interaction. The resonance characteristics is selected 

as Fano-like resonance due to its sharp and asymmetric shape that is suitable for such 

an application. The rods are sandwiched between two metal plates so that the out-of-

plane light confinement is achieved by reflection. First the theory of the design is 

described and numerical analysis and characterization of the device is conducted. An 

air gap is introduced on top of the rods which acts like a slot structure to confine the 

light a spatially small region, decreasing the mode-volume and also increasing the 

sensitivity by amplifying light-matter interaction further. By introducing an internal 

tuning mechanism the size of the air gap is externally controlled by an electrical 

signal. This results in the resonance frequency of the device is externally controlled 

so that the design is highly suitable for different operation regions, environmental 

and fabrication errors. Another application is the experimental confirmation of a two 

dimensional photonic crystal Mach-Zehnder interferometer that is being utilized as 
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an optical modulator. The modulation is done by optical carrier injection method by 

utilizing plasma dispersion effect and taking advantage of the negative refractive 

index phenomenon which achieves a much smaller phase-shifter length compared to 

the similar devices in the literature. 

 

Keywords: Photonic Crystals, Refractive Index Sensing, Resonance Cavity, Optical 

Modulation 
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ÖZ 

 

OPTİK MODULASYON VE BİYO-TESPİT UYGULAMALARI İÇİN İKİ 
BOYUTLU SİLİKON FOTONİK KRİSTAL BAND AÇIKLIĞI YAPILARI 

 
 
 

Kılıç, Selahattin Cem 
Yüksek Lisans, Elektrik ve Elektronik Mühendisliği 

Tez Yöneticisi: Doç. Dr. Serdar Kocaman 
 

 

Eylül 2021, 86 sayfa 

 

Bu tezde, esas olarak iki boyutlu Silikon fotonik kristalleri kullanan iki uygulama 

sunduk. Birinci uygulama, optik kırılma indeksi tabanlı bir gaz/biyo-sensördür. 

Cihaz, çubuk tipi kare yapılı fotonik kristal ile yapılmıştır. Çubuk tipi, elektrik 

alanını düşük indeksli ortamda muhafaza etmek ve ışık-madde etkileşimini en üst 

düzeye çıkarmak için seçilmiştir. Rezonans tipi olarak böyle bir uygulamaya uygun 

keskin ve asimetrik şekli nedeniyle Fano tipi rezonans seçilmiştir. Çubuklar iki metal 

plaka arasına sıkıştırılmıştır, böylece düzlem dışı ışık korunumu yansıma yoluyla 

elde edilmiştir. İlk olarak tasarımın yapılması için arka plan teorisini anlattık ve 

cihazın sayısal analizi ve karakterizasyonunu yaptık. Çubukların üzerine, ışığı 

uzamsal olarak küçük bir bölgeyle sınırlamak için bir yarık yapısı gibi davranan, 

mod hacmini azaltan ve ayrıca ışık-madde etkileşimini daha da güçlendirerek 

duyarlılığı artıran bir hava boşluğu ekledik. Dahili bir ayarlama mekanizmasının 

yaratılmasıyla, hava boşluğunun boyutu, bir elektrik sinyali ile kontrol 

edilebilmektedir. Bu, tasarımın farklı çalışma bölgeleri, çevre ve üretim hataları için 

son derece uygun olması için cihazın rezonans frekansının kontrol edilmesine imkan 

vermektedir. Diğer bir uygulama, optik modülatör olarak kullanılan iki boyutlu bir 

fotonik kristal Mach-Zehnder interferometresinin deneysel doğrulamasıdır. 
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Modülasyon, plazma dispersiyon etkisinden yararlanılarak ve literatürdeki benzer 

cihazlara kıyasla çok daha küçük bir faz kaydırıcı uzunluğu elde eden negatif kırılma 

indeksi olgusundan yararlanılarak optik taşıyıcı enjeksiyon yöntemiyle yapılır. 

 

Anahtar Kelimeler: Fotonik Kristaller, Kırılma İndisi Algılama, Rezonans Boşluğu, 

Optik Modülasyon 
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CHAPTER 1  

1 INTRODUCTION  

Manipulating light propagation is one of the most active research areas for both 

scientists and engineers and fascinating new studies have been conducted through 

the last decades [1]–[7]. Some of the most impactful studies have proven that that 

the concept of ‘semiconductor’ for electrons can be created for photons inside a 

transparent (lossless) dielectric medium. The periodical arrangement of alternating 

dielectric media, which is called a Photonic Crystal (PhC), enables creating photonic 

bands for photons, a well-known phenomenon which is the energy bands for 

electrons inside a semiconductor [4]. Photonic Crystals can be made with many 

different types of materials; however, the focus of this thesis is on Silicon PhCs. 

With the advancements in silicon processing technology and PhCs are being highly 

customizable, the device characteristics are extremely configurable so very distinct 

and robust devices can be fabricated [5]–[12]. The periodical arrangement of 

alternating dielectric media is constructed with the smallest building blocks called 

unit cells. The shape, lattice configuration and dielectric contrast of the unit cell 

creates a spectral region called a photonic band gap where the light with a frequency 

that resides in this region is not allowed to propagate. Using this region, a trap state 

can be created by perturbing a number of unit cells, like introducing an intentional 

defect called an optical cavity that allows the presence of light inside with 

frequencies residing in the band gap. If, somehow, the light couples to that region, it 

is both spatially and temporally confined since it has nowhere to go due to the 

presence of band gap. This allows an immense amount of applications possible such 

as optical modulators, switches, accelerometers, detectors and bio-sensors as well as 

some very interesting physical phenomena like slow-light effect, zero-n materials, 

light trapping and optical memory systems [3], [13]–[28]. 
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1.1 Gas and Bio-Sensing 

Bio-sensing applications area is one of the domains that can considerably benefit 

from switching from electrical-based to optical-based. In many sectors, such as 

medicine and military-based applications, detection and differentiation of harmful 

microorganisms, proteins, DNA, malignant cells, and various types of gases and 

airborne chemicals are crucial for accurate diagnosis, sensing systems, and gas-leak 

detection [22], [23], [29], [30].  

Because of several obvious advantages such as small footprint, extremely high 

sensitivity, stability, and immunity to electromagnetic interference, extensive 

research has been conducted in the field of bio-sensing applications using an optical 

approach. [31]. To detect the change in the refractive index of the analyte is one of 

the most widely used methods of optical sensing [29], [30], [32], [33].  One main 

advantage of refractive index sensing is label-free sensing is possible with this way 

where the sensing operation does not require any special interface material to interact 

with the target analyte for detection. The presence of the analyte in these devices 

alters the background refractive index or causes local index perturbations. The 

intensity and/or the phase of the transmitted output wave changes as the refractive 

index changes. There are many different device configurations that utilize this way 

of sensing such as ring resonators, surface plasmon resonance (SPR) devices, 

whispering gallery mode (WGM) and PhC cavities [34]–[43]. PhC cavities, with 

their highly customizable device characteristics, low-loss transmission properties, 

small foot-print, complementary metal oxide semiconductor (CMOS) compatibility 

and integration advantages step forward among other methods [44], [45].  

1.2 All Optical Switching and Modulation 

Optical communication systems have become beyond doubt one of the most 

important technological fields in our era since vastly increasing data rate, and the 

increasing physical distance of the two communicating devices. This forced 
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scientists and engineers to transition from electrical communication to optical 

communication with the development of fiber-optical cables and ultra-high 

bandwidth and wavelength division multiplexing (WDM) properties of waveguides 

that allow transmission of multiple signals in the same medium [46], [47].  

The main parts of an optical communication system can be described as follows; the 

light source to generate light as the carrier, fiber optic cables for transmission 

medium, modulators for load the light with the actual information that will be sent 

to the output, and an optical receiver for reading the transmitted data at the output. 

The modulation process is critical since the actual message is loaded to the carrier 

signal. The preferred modulation method is the digital modulation where binary 

information is used with high and low intensity corresponds to on and off state, in 

other words, “1” and “0” bits. This is called intensity modulation and it is a simpler 

method since the photodetector directly receives the exact bits of the signal. 

The optical data transfer was first available on a larger scale such as fiber-to-device 

and with the improvements on the fabrication technology it shrunk down to device-

to-device, chip-to-chip. In the past years, optical communication systems are started 

to appear on chip scale integrated circuits [47], [48]. The development and maturity 

of the CMOS fabrication process allowed CMOS compatible integrated photonic 

circuits. As it was stated before, PhC structures and their band gaps can be altered to 

have many interesting design types and one of the application area is the Silicon PhC 

optical modulators since they are both CMOS compatible, offer an extremely small 

footprint, high operation speed and low power consumption [4]. 

An optical modulator mainly controls the output signal based on several properties 

of the light listed as; amplitude, phase and polarization. Those properties can be 

altered by changing the refractive index of the material via several ways such as 

Kerr’s effect where the refractive index of the medium is changed under the applied 

electric field along the direction of propagation, making the medium birefringent. 

This effects is observed strongly in some amorphous materials and change of the 

refractive index is quadratically proportional to the magnitude of the applied E-field 



 
 
4 

[49]. Pockel’s effect is also similar to Kerr’s effect which alters the refractive index 

of the medium by applying E-field. It has a lower effect than Kerr’s effect and the 

relation of the applied E-field magnitude and change in the refractive index is linear 

[50]. Another important effect is the Franz-Keldysh Effect, where the energy band 

diagram of a III-V semiconductor is modified under the applied E-field and photon 

absorption occurs, even for the photons with the energy that is lower than the band 

gap of that semiconductor [51]. The reason for that is the wave functions of the 

valence band and conduction band starts to partially overlap with the increasing E-

field and a tunneling phenomenon is starting to be observed [51].  

The abovementioned effects apply relatively small changes in the refractive index. 

The aim is to reduce the required power, increase the speed and bandwidth, and 

shrink the device sizes when it comes to optical modulation. So another effect is 

investigated and experimentally used in this work, which is the Plasma Dispersion 

Effect. The refractive index shift of the medium is directly proportional to the 

number of electron and hole carriers inside the medium. This effect is widely used 

especially for Silicon based devices since a high enough refractive index shift is 

possible with the plasma dispersion effect on Silicon [51]. The change in the 

refractive index of bulk Silicon is formulated as in Equation 1.1 for 1550 nm 

wavelength [51] 

Δn = Δn + Δn = {−8.8𝑥10 𝑥(Δ𝑁 )} + {−8.5𝑥10 𝑥(Δ𝑁 ) . } (1.1) 

where Δne, Δnh, are the change of the refractive index due to electrons and holes, 

ΔNe, and ΔNh, are the change in the electron and hole concentrations respectively. 

The carrier density can be increased in several ways: a p-n, a p-i-n diode structure, a 

MOS structure, or optical carrier injection [52].  

1.3 The Scope of the Thesis 

This thesis has two main works both are concentrated around Silicon PhC bandgap 

applications. The first one is an optical Gas/Bio-sensor structure that has ultra-high 
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sensitivity with high tunability characteristics. Out-of-plane light confinement is 

achieved using reflection in the suggested structure, which comprises 2D PhC silicon 

rods sandwiched in the perfect electric conductor (PEC) plates. Sharp asymmetric 

Fano-like resonance boosts the Q-factor, making it ideal for sensing applications. A 

small air gap between the top of the silicon rods and the metallic plate is used to 

create the tuning mechanism. This air-gap functions as a slot structure, confining E-

Field to a narrow area while simultaneously boosting sensitivity and reducing mode 

volume. The gap size can be changed via electrostatic actuation by applying a voltage 

difference between the PEC plates, which will be replaced with Gold plates for 

fabrication. The second application is the experimental confirmation of an optical 

MZI modulator by optical excitation. The structure is built on 260 nm thick SOI 

wafer on top of 2 µm deep buried oxide layer. The patterns were fabricated by E-

beam lithography and RIE etching. By exploiting and carefully engineering the PhC 

band diagram, a band to band transition occurs and negative phase accumulation is 

achieved. This significantly increases the effective refractive index change of the 

mode ~-4, while changing the bulk silicon index by 0.01. By optical carrier injection 

method with a 100 mW power, and an operation wavelength of 520 nm laser, the 

modulation is experimentally confirmed. 

1.4 Organization of the Thesis and Thesis Contribution 

The organization of the thesis is composed of 4 Chapters. In Chapter 2, the 

theoretical background regarding electromagnetic waves and photonic crystal is 

briefly investigated. The analysis starts with the fundamental Maxwell’s Equations 

and then continues with the light propagation in the periodic media. Then, photonic 

crystals and photonic band gap is analyzed and the reader is informed with common 

PhC structures and cavities. In Chapter 3, the design procedure of the optical bio-

sensor is analyzed in detail. The design steps, figures of merit and sensitivity 

analyzes were performed. Then, the tuning mechanism and the effects of Gold plates 

are investigated and the results are presented. Chapter 4 covers the second part of the 
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thesis which is a MZI based optical modulator. The chapter starts with a brief 

explanation of the experimental setup, commonly used devices and their 

configuration during the experiments is presented. Then, brief introduction and 

working principles of MZI are presented. The scanning electron microscope (SEM) 

images of the devices and their designed layout sizes are compared. After that, the 

measured results are presented in both transmission spectra and the oscilloscope 

images. Finally, the Chapter 5 concludes and elaborates on the work done in this 

thesis and explains what the plans for future studies are. 

There are one journal and one conference presentation publications based on the 

gas/bio-sensor application [18][53]. The project which was funded by TUBITAK is 

finalized and the final report was presented to TUBITAK. Also, the modulator data 

and other results are being processed and will be submitted as a journal paper. 
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CHAPTER 2  

2 BACKGROUND INFORMATION 

This chapter is dedicated to help the reader understand the basic concepts that this 

study is built upon. After a brief explanation of Maxwell’s Equations and basic 

Electromagnetic Theory concepts, the basic principles of more sophisticated and 

niche concepts of PhCs and electro-static actuation are presented. 

2.1 Electromagnetics Background 

Electromagnetics is a branch of physics that studies the electromagnetic wave 

behavior in a medium and the physical interactions between the charged particles. 

The light, which is an electromagnetic wave, that the human eye can see resides in a 

tiny region in the electromagnetic wave spectrum as shown in Figure 2.1. It is crucial 

to know the fundamental concepts of electromagnetics to use and exploit the 

properties of light. The readers should be able to understand the basics concepts of 

electromagnetics with the help of the information provided here. 
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Figure 2.1. The electromagnetic wave spectrum 

2.1.1 Maxwell’s Equations and Wave Equation   

James C. Maxwell unified the Electrical Field and Magnetic Field equations and 

derived a couple of equations known as Maxwell’s Equations. These equations are 

the building block of any application that uses Electromagnetic waves along with the 

Wave equations which will be described later. The Macroscopic Maxwell’s 

Equations in the differential form are given in the following equations 2.1, 2.2, 2.3 

and 2.4 [4]. 

∇. 𝑫 = 𝜌 (2.1) 

∇. 𝑩 = 0 (2.2) 

∇𝒙𝑬 +
𝜕𝑩

𝜕𝑡
= 0 (2.3) 

𝛁𝒙𝑯 −
𝜕𝑫

𝜕𝑡
= 𝑱 (2.4) 

The symbols D and B represent electric displacement vector and magnetic flux 

density and also, E and H represent the electric field and magnetic field respectively. 

J is the current density and ρ is the charge density. 
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Maxwell’s Equations can be simplified for a source-free and non-magnetic medium. 

To make things easier, the medium can be assumed to be linear and isotropic where 

the dielectric permittivity (ϵ) and the magnetic permeability (µ) are also independent 

of the field amplitudes. Throughout this study, the materials of interest will be mostly 

Si and SiO2 where Au will take place for the final parts. The materials and the 

frequency of the operation which resides in the near-infrared range enable the 

previous assumptions. Thus, J and ρ are removed from the original Maxwell’ 

Equations. By utilizing the above-mentioned points and the Maxwell’s Equations, 

the wave equation can be driven. The wave equation is the main equation that is 

being used for the analysis of electromagnetic waves in a medium. The derivation of 

the wave equation can be started with the curl operation of Equation 2.4 to obtain 

Equation 2.5. 

∇x ∇𝒙𝑯 −
𝜕𝑫

𝜕𝑡
= 0 (2.5) 

The electric displacement vector D  can be replaced by ϵE. Keeping in mind that ϵ is 

independent of time and position, so it is treated as a constant. Using the same 

principles, H is also replaced with B/µ and Equation 2.6 is obtained after the 

mentioned operations. 

∇x(∇𝑥𝑩) − µ𝜖
𝜕

𝜕𝑡
(∇𝑥𝑬) = 0 (2.6) 

Now Equation 2.3 is substituted into Equation 2.6 and Equation 2.7 is obtained. 

∇x(∇𝑥𝑩) = −µ𝜖
𝜕

𝜕𝑡

𝜕𝑩

𝜕𝑡
(2.7) 

Equation 2.7 presents a decoupled equation with B as the only variable. Further 

simplifications can be made to get rid of the curl operation using the vector identity 

in Equation 2.8. 

  

∇x(∇𝑥𝑩) = ∇(∇. 𝑩) − ∇ . 𝑩 (2.8) 
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From Equation 2.2 the first term of the right hand side cancels out and the final form 

of the wave equation is obtained in Equation 2.9. The same equation can be driven 

for the Electric Field given as the variable and it is also given in Equation 2.10 [54]. 

∇ . 𝑩 − µ𝜖
𝜕

𝜕𝑡

𝜕𝑩

𝜕𝑡
= 0 (2.9) 

∇ . 𝑬 − µ𝜖
𝜕

𝜕𝑡

𝜕𝑬

𝜕𝑡
= 0 (2.10) 

2.1.2 Propagation of Light in Periodic Media and Photonic Crystals 

A photonic crystal (PhC) is a metamaterial with periodically alternating dielectric 

constants in a certain direction. This spatial variation of periodic dielectric constants 

creates a uniform structure, which results in a crystal structure. This vector of 

periodicity can be in 1, 2 or 3 dimensions. An illustration of photonic crystals is 

shown in Figure 2.2. 

 

Figure 2.2. Representation of Photonic Crystals. (a), (b), (c) are one dimensional, 
two dimensional and three dimensional respectively. Differing colors means 
different medium with varying dielectric constants. 

Early studies on PhCs were conducted by Yablonovitch [55] and Sajeev John [56] 

and it made a significant impact on optics-photonics research. To understand the PhC 

concept, one can use the analogy between PhC and semiconductor crystals. Due to 

its periodicity, PhCs have a band gap, which is a spectral region, where the light with 

such frequencies is not allowed to propagate, just like a semiconductor crystal’s band 

gap, where an electron is not allowed to have the energy levels which reside in the 

(a) (b) (c)
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band gap. One major advantage of PhCs is that the band diagram can be engineered 

to have the desired characteristics, by manipulating physical properties (dimensions, 

shapes, periodicity, materials, etc.). The unit cell is the building block of any PhC 

and the physical properties of a unit cell define the whole device characteristics. An 

illustration of a unit cell for a PhC slab with an air hole on it is given in Figure 2.3. 

The main and the most important parameters are the lattice periodicity (a), slab 

thickness (h), hole radius (r) and the materials’ dielectric constants. 

 

Figure 2.3. Representation of a unit cell for a PhC. The parameters are listed as; a is 
the lattice constant, r is the hole radius and h is the slab thickness. 

The crystal lattice structure is also another important parameter of the device 

characteristics; two of the most common lattice structures are square lattice and 

hexagonal lattice. As their name implies, it defines the periodicity of the vector. In 

Figure 2.4(a), a scanning electron microscope (SEM) image of one of our own 

fabricated PhC structures with hexagonal lattice is shown. In Figure 2.4(b), the cross 

sectional view of a similar PhC unit cell is shown. 
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Figure 2.4. (a) SEM image of a PhC with hexagonal lattice structure in the middle 
of a waveguide. 220 nm Silicon wafer on 2 µm buried oxide layer patterned with 
Electron-beam lithography. Lattice constant and hole radius are 460 nm and 360 nm 
respectively. (b) Cross Sectional view of a unit cell.  

For simplicity, a PhC with a square lattice with dielectric rods will be analyzed and 

its band diagram will be obtained in the next part. To find the mods which are 

allowed to propagate in a PhC, the wave equation must be solved. However, it is 

important to take advantage of the periodicity of the PhC. Since PhCs are periodic 

and uniform structures, the concept of the reciprocal lattice can be applied [4]. The 

reciprocal lattice is the analysis of spatial lattice in the frequency domain. This 

concept of reciprocal lattice combined with Fourier transform allows straightforward 

analysis of the interaction of waves with periodic structures. The electromagnetic 

modes of any structure with translational symmetry, like PhCs, can be classified by 

the wave vector k. For a plane wave with magnetic field H(r)=Hexp(ik∙r) , the eigen 

values for this equation can be obtained after solving Equation 2.11. 
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𝛁 𝑥
1

𝜖 (𝒓)
𝛁 𝑥𝑯(𝒓) =

𝜔

𝑐
𝐇(𝒓) (2.11) 

where ϵr ,r, ω and c are the spatial relative permittivity, the position vector, angular 

frequency and the speed of light in vacuum and also, the eigenvalue is (ω/c)2. The 

in-depth analysis of a PhC can be conducted via obtaining and inspecting the band 

diagram. 

2.1.3 Photonic Band Gaps 

The photonic band gap as stated before, is the spectral region where the light is not 

allowed to propagate inside the medium. This work is built on manipulating the 

photonic band gaps and get the desired characteristics via fabricating the PhC as 

desired. One important concept is to understand is the physical origin of photonic 

band gaps and how they exist. If we consider a medium that is given in Figure 2.2(a) 

and the wave is propagating entirely in the normal incidence of the dielectric sheets. 

If we assume that the medium is homogenous, the speed of light will be reduced by 

the refractive index of the medium n. So a light line of 𝜔(𝑘) =  will be created. 

Since the wave vector k is assumed to repeat itself outside of the Brillouin zone 

(which will be explained in the next part) the light line folds unto itself when reaching 

an edge of this zone. The photonic band gap appears when the medium is not 

homogenous and there is a refractive index difference between the two materials. 

Also, the band gap widens when the dielectric constant contrast is increased.  

The existence of band gap is best understood when investigating the E-field profiles 

of the modes just above (n =2) and below (n =1) the band gap. To obey the symmetry 

for the Bloch’s Theorem [57], the modes should either concantrate their energy on 

the low-index region or the high-index region. The modes with lower frequency 

(near band n =1) and higher frequencies (near band n =2) tend to concentrate their 

energy on the high-index region and low-index region respectively. Although it is 

not always the case, the lower band is called dielectric band and the upper band is 
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called the air band [4]. An example of this mode confinement is shown in Figure 2.5. 

The red line shows the intensity of the E-field and dark and light gray area shows the 

high index and low index medium respectively. 

 

Figure 2.5 Electric field confinement on periodic media with dielectric constants of 
13 and 12. (a) The mode profile of the dielectric band mode (b) The mode profile of 
the air band mode 

Since both modes are just below and top of the band gap, it is intuitive that they 

should have different frequencies, and as the dielectric constant increases, the 

frequency difference also increases, which results in a wider photonic band gap [4].  

2.2 Analysis of Photonic Crystals 

According to the dimensions of their periodicity, PhCs can be classified into three 

groups which are, one-dimensional PhC, two-dimensional PhC and three-

dimensional PhC. Independent of the direction of the periodicity, the conventional 

way to design a PhC starts with extracting its band diagram. Band diagram contains 

the dispersion relation inside the crystal, usually, the vertical axis corresponds to the 
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normalized optical frequency and the horizontal axis being the k-space. By looking 

at a band diagram, many properties of the device can be obtained such as, what will 

be the effective refractive index for a given frequency, which modes will be 

supported, where will the no-transmission zone will be, etc. Such calculations were 

done with MIT-Photonic-Bands (MPB) software package in this thesis [58]. 

The main numerical methods that have been utilized are the finite-difference time 

domain (FDTD) method and finite element method (FEM). FDTD method is a highly 

used method for many studies that require the investigation of electromagnetic 

waves, especially nano-scale optical devices and PhCs. The method discretizes the 

Maxwell’s equations for both space and time on a mesh for the given simulation 

medium and computes E and H fields for each grid point. It is a powerful tool that 

incorporates transmission, absorption, reflection and scattering analyses. Since it 

gives a time-domain solution, the wave behavior can be observed inside the 

simulation environment, especially useful for observing optical switches and 

resonator structures. Many of the field distributions and transmission spectra in this 

thesis obtained by MEEP software package [59].  

Another important numerical method is the finite element method (FEM). It is a 

widely used method for solving differential equations in all kinds of engineering 

fields. The main principle of FEM is to divide a bigger system into many smaller 

subsystems called finite elements. It is achieved by spatially dividing the system into 

meshes, and solve the partial differential equations for each boundary condition. For 

this thesis, it doesn’t provide a time based solution like FDTD. However, it is used 

for plasmonic effects such as absorption and reflection for metal surfaces. The FEM 

software is selected as COMSOL Multiphysics [60]. 

2.2.1 One-dimensional PhCs 

Probably, the simplest of the PhCs is the one-dimensional PhCs. Their structure has 

discrete translational symmetry in one direction and consists of alternating materials 
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only along one direction. Using the unit cell shown in Figure 2.3 a one-dimensional 

PhC can be constructed by periodically arranging the unit cell and results in a 

structure called PhC nano-beam, shown in Figure 2.6(a) and Figure 2.6(b). The 

dispersion relation for a transverse-electric (TE) polarized light is extracted by using 

MPB. The result of this extraction is given in Figure 2.6(c). The Bloch modes allow 

the light guiding in the direction of propagation and the light is confined in the device 

by total internal reflection (TIR) [57]. 

As it can be seen from Figure 2.6(c), there are two bands named Band 1 and Band 2. 

They represent the allowed frequencies for the light propagation. Each frequency on 

those bands will be guided with its corresponding wave vector k. There are also two 

regions of importance. One is the band gap region, the light with the frequency that 

resides in this region is not allowed to propagate. It is analogous to the energy states 

for electrons in a crystal material. It is a crucial aspect of all PhCs since it can be 

engineered as much as the physical limitations allow. The k-space is the definitive 

factor to find the dispersion relation for a given input light with the frequency. Here 

for one-dimensional PhC, the position of any unit cell can be defined as in Equation 

2.12. 

𝑹 = 𝑚𝑎𝒙 (2.12) 

where R is the lattice vector, m is an integer, a is the lattice periodicity and x is the 

unit vector along the x-direction shown in Figure 2.6(a). By using the periodicity in 

k-space, the reciprocal lattice vector b can be written as in Equation 2.13 [4]. 
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Figure 2.6. (a),(b) Illustration of one-dimensional PhC. (a) Isometric view. (b) Top 
view. (c) Band diagram of one-dimensional PhC. 

𝒃 = m
2𝜋

𝑎
𝒙 (2.13) 

In this part k-space is contained only in one direction which is x-direction. A detailed 

analysis of Brillouin-zone and k-space will be given for the two-dimensional PhC in 

the next part. 

Another important region on Figure 2.6(b) is the gray area on the left side of the band 

diagram. For a PhC nanobeam, the light is contained in the device via TIR and the 

method of guiding is called index guiding. So, it is the primary condition to be 

satisfied for any device that utilizes index guiding. Hence, the effective refractive 

index of the mode for a light to be guided in the transverse direction must be larger 
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than the refractive index of the cladding material. In the previous example, the 

cladding is air both on top and bottom of the PhC nanobeam so it is taken as one. For 

asymmetrical structures, however, the larger refractive index for the cladding is 

chosen. Here, the region where the light is not guided is called the light cone, and 

the line separating the band diagram to two, the light line. The light cone is shown 

as a gray area in Figure 2.6(b). The light in this region is coupled to the radiation 

modes and dissipate through the air. 

Many different types of devices were fabricated and published using one-

dimensional PhC nano-beam devices such as modulators, sensors, detectors etc [61]–

[63]. 

2.2.2 Two-dimensional PhCs 

Two-dimensional PhCs are generally more common in the literature. The difference 

is that they have two vectors for periodicity, one for the x-direction and another for 

the y-direction based on the selected planes. An example of a fabricated two-

dimensional PhC is already given in Figure 2.4(a). One of the most common lattice 

configurations is square lattice and hexagonal lattice for two-dimensional PhCs. In 

Figure 2.6(a) an example of a two-dimensional PhC of rods with infinite height is 

given. As can be seen from the figure, it has a periodical arrangement of a square 

lattice configuration. 

The difference is that since there are two symmetry axes, the lattice vector can be 

written as a linear combination of two unit vectors as given in Equation 2.14. 

𝑹 = 𝑚𝑎 𝒙 + 𝑛𝑎 𝒚 (2.14) 

where m and n are integers and ax and ay are the lattice periodicity along the x and y 

axes. Similarly to the one-dimensional PhCs, the reciprocal lattice vector can be 

obtained as given in Equation 2.15. 

 



 
 

19 

 

Figure 2.7. (a) Illustration of two-dimensional PhC. (b) Band diagram of two-
dimensional PhC. Blue bands are for TE modes and red bands are for TM modes. 

𝒃 = m
2𝜋

𝑎
𝒙 + 𝑛

2𝜋

𝑎
𝒚 (2.15) 

Taking advantage of the two symmetry axes, analyzing only the region that is 

indicated by the blue triangle in Figure 2.7(a) gives all of the entire information about 

k-space. This region has a unique name that is the irreducible Brillouin zone [4]. It 

is a critical concept for investigating all types of periodically arranged structures i.e. 

the materials with crystal form. The band diagram that is given in Figure 2.7(a) is 

created with a square lattice of rods with ax=ay=a radius of the rods are 0.2a with a 

dielectric constant ϵ=12. TE and TM band structures are equally important so both 

of them are shown here. Note that the frequency is normalized with a ratio of ωa/2πc. 

Here the horizontal axis represents the direction of in-plane wave vector from Γ to 

X to M to Γ again which is the edges of the blue triangle that represents the 

irreducible Brillouin zone. At first glance, it seems like a complicated diagram, but 

with further investigation, it becomes clear that the minima and maxima of a band 

gap commonly occur at the edges of the Brillouin zone. Although the PhCs are highly 

customizable and there are many examples, there are some rules of thumbs such as, 

the TM gap favors the square lattice configuration with dielectric rods, and the TE 

gap favors the hexagonal lattice configuration of air holes inside a dielectric slab. By 

comparing Figure 2.6(c) and Figure 2.7(b) it is clearly seen that the former has a gap 
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for the TE polarized light and the latter exhibits a large band gap for a TM polarized 

light. For two-dimensional PhC slab structures, TE-modes and TM-modes are 

sometimes referred to as even modes and odd modes. The modes are characterized 

by the spatial E-field profile to the slab plane. A mode is categorized as “even” when 

the majority of the E-field is confined within the plane of the slab, and for the “odd” 

modes, the majority of the E-field is confined within the direction that is normal to 

the slab.  

Design parameters such as lattice constant, rod radius, and slab thickness can be 

manipulated so that the desired band diagram can be obtained. This work utilizes the 

square lattice of dielectric rods as the PhC for the operation which can be seen as an 

unorthodox way of utilizing PhCs since many applications are based on etching holes 

on Silicon with an SOI wafer.  

The effect of the dielectric constant is similar to the rod radius. For a given unit cell, 

the effective refractive index is the important parameter that determines the 

frequencies of the band diagram. In Figure 2.7(b) the bands shift to upper frequencies 

when the effective refractive of a given unit cell decreases, which can happen in two 

possible ways; the first way is if the dielectric constant of the rod material decreases, 

the second way is if the radius of the rod decreases. 

2.2.3 Three-dimensional PhCs 

In addition to the periodicity on the x and y-directions, if the structure is also periodic 

in the z-direction the structure becomes a three-dimensional PhC. There are some 

fabricated examples of three-dimensional PhCs, however due to the difficulties in 

manufacturing, they are not as mature as one and two-dimensional counterparts [64], 

[65].  
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2.3 Localization of Light in PhCs 

One of the most important concepts in PhCs is the ability to localize light both 

spatially and temporally inside a region. As shown before, PhCs exhibits a band gap 

where the density of states (the number of allowed modes per frequency) is zero. So, 

by introducing a perturbation inside the lattice, a localized state in the band gap can 

be introduced to the band diagram. To get a grasp at the concept of introducing a 

perturbation, examine Figure 2.8 where a two-dimensional rod-type PhC is 

illustrated. When the rod with the red color is removed, the center of the removed 

rod shows reflective crystal just like a mirror, in the x and y directions. This is 

commonly referred to as a “cavity” and if the cavity has the proper size and 

properties, the cavity introduces a new supported mode in the band gap, and 

effectively that mode is trapped in the cavity if the coupling occurs. When a defect 

mode is able to couple to a different mode, it means that the defect mode is no longer 

completely localized and it is called a leaky mode or resonance [4].  

 

Figure 2.8. Schematic of a Rod-Type two-dimensional PhC from top view. Red cirle 
indicates the removal of a single rod to create a point defect. Yellow circles indicate 
the removal of one row of Rods to introduce a line defect. 
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A resonance mode is not surrounded by a completely reflecting wall, and it will 

smoothly leak away into the continuum with some rate γ. In practical applications, 

every PhC has a finite number of unit cells, and every defect mode can be considered 

as resonances and every resonance has some leakage rate γ. The evanescent fields 

decay into the crystal exponentially, however, the leakage rate can also be decreased 

by increasing the number of unit cells surrounding the defect. This enables some sort 

of control over the decay rate, which translates into the Quality Factor (Q-Factor) of 

the resonance mode. 

Aside from the resonances, another commonly used defect type is the linear defects. 

Linear defects are commonly used as guiding the light between two locations. The 

concept is to remove a sequence of unit cells, rods for this example given in Figure 

2.8, to create a guiding path. The light with the frequency inside the band gap is 

confined in the y-direction through the reflective walls of the PhC since the discrete 

translational symmetry is preserved for ky. For kx, a new region inside the band gap 

becomes available, to the light guiding can be achieved in the x-direction. For a mode 

to be guided without the need of index-guiding like other structures, both frequency 

component and the wave vector should be properly selected, unlike a point defect, 

where only a single condition, which is the frequency of the light, should be satisfied 

to create a resonance. The rule of thumb for choosing the operation frequency is to 

select the midgap frequency for maximum confinement. Ideally, it is desired that the 

field vanishes at the boundaries of the waveguide and for the lowest-frequency mode, 

the width of the waveguide should be designed as one-half of the wavelength. An 

example of a linear-defect PhC waveguide is given in Figure 2.9. 
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Figure 2.9. Example of a PhC waveguide. (a) Top view of the PhC with a linear 
defect. (b) E-field profile with the opertaion wavelength selected as the midgap 
wavelength. Note that the field is strongly confined in the middle of the PhC 
waveguide and can't penetrate inside the PhC. 

The theoretical foundation of light confinement is based on the temporal coupled-

mode theory [66]. It is an important tool that can be used to investigate the light 

coupling between waveguides and resonators. The theory can be applied to most of 

the resonators if the Q-factor is sufficiently high. The theory simplifies many 

parameters and the details of the structure become irrelevant after configuring some 

of the parameters such as coupling constants, decay factor and resonance frequency. 

After determining those parameters, many devices can be simplified as a generic 

resonator. 

The temporal coupled-mode theory is developed by using the formalism in [66]. The 

model that the temporal coupled-mode theory is based on the schematic that is given 

in Figure 2.10(a).  

For this model, the light can go from the input port to the output port by following 

two possible paths. The first way is the way through coupling to the resonator and 

then to the waveguide again shown by the black lines, the second way is through the 

direct path inside the waveguide shown by the gray line in the middle in Figure 

2.10(a). The normalized amplitude of the resonance mode is given as a such that the 

|a2| corresponds to the energy of the resonance mode inside the cavity, and the time 

domain equation can be written as Equation 2.16. 
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Figure 2.10. Illustration of temporal coupled-mode theory with various structures 
and generic transmission spectrums. (a) Generic resonator model with input and 
output pathways shown with arrows. (b) Schematic of a PhC side coupled cavity. (c) 
Schematic of a PhC side coupled cavity with an additional rod in the middle of the 
waveguide. (d), (e) the generic transmission spectrums for the structures that are 
provided in (b) and (c) in order. 

𝑑𝑎

𝑑𝑡
= 𝑗𝜔 −

1

𝜏
𝑎 + (𝜅 𝜅  )

𝑆
𝑆

, (2.16) 

𝑆
𝑆

= 𝐶
𝑆
𝑆

+ 𝑎
𝑑
𝑑

 (2.17) 

where ω0 is the resonance frequency, τ is the lifetime of the resonance mode inside 

the cavity with a Q-factor of  . 
𝑆
𝑆

 are the two input ports to the cavity with 

the coupling coefficients of (𝜅 𝜅  ). Similarly 
𝑆
𝑆

 are the two output ports with 

the coupling constants 
𝑑
𝑑

. Lastly, C is an arbitrary unitary and symmetric matrix 

that corresponds to a scattering matrix resembling the direct coupling path that is 

shown with the gray line in Figure 2.10(a). The coefficients 𝜅, d and C are not 
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independent and related by energy conversation. The scattering matrix S can be 

written as, 

𝑆
𝑆

= 𝑆
𝑆
𝑆

= 𝐶 +
1

𝑗(𝜔 − 𝜔 ) + 1/𝜏
x 

𝑑
𝑑

(𝜅 𝜅  )
𝑆
𝑆

                                = 𝐶 +
1

𝑗(𝜔 − 𝜔 ) + 1/𝜏
 

𝑑 𝜅 𝑑 𝜅
𝑑 𝜅 𝑑 𝜅

𝑆
𝑆

(2.18)

 

The amplitude of the resonant mode is also can be written as, 

𝑎 =
1

𝑗(𝜔 − 𝜔 ) + 1/𝜏
+ (𝜅 𝑆 + 𝜅 𝑆 ), (2.19) 

If we consider the case where no input wave excitation, and only a resonant wave 

exist in the cavity at t=0, the resonant mode should decay exponentially into two 

ports, 

𝑑|𝑎|

𝑑𝑡
= −

2

𝜏
|𝑎| = −(|𝑆 | + |𝑆 | ) = −|𝑎| (|𝑑 | + |𝑑 | ) (2.20) 

which indicates, 

|𝑑 | + |𝑑 | = 2/𝜏 (2.21) 

By exploiting time-symmetry, device symmetry and lossless medium assumption, 

d1= d1=d and also 𝜅 =𝜅 =𝜅 
 and also d=𝜅 can be satisfied if the reference planes are 

symmetrically placed on each side. Then, the direct transport matrix can be written 

as: 

𝐶 = 𝑒
𝑟 𝑗𝑡
𝑗𝑡 𝑟

(2.22) 

where r, t and ϕ are real valued constants associated with reflection, transmission 

and phase accumulation and also r2+t2=1. The values for d1 and d2 can be defined as 

stated in [66], 
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𝑑 = 𝑑 = 𝑗𝑒 𝑟 + 𝑗𝑡
1

𝜏
(2.23) 

Then, the scattering matrix S given in Equation 2.18, can be defined as, 

𝑆 = 𝑒
𝑟 𝑡
𝑡 𝑟

−
1/𝜏

𝑗(𝜔 − 𝜔 ) + 1/𝜏
(𝑟 +  𝑗𝑡)

1 1
1 1

(2.24) 

By utilizing the previous equations the final equation for transmission coefficient T 

is found as Equation 2.25. 

𝑇 =
𝑡 (𝜔 − 𝜔 ) + 𝑟

1
𝜏

+ 2𝑟𝑡(𝜔 − 𝜔 )(1/𝜏)

(𝜔 − 𝜔 ) + (1/𝜏)  
(2.25) 

Using Equation 2.25, the transmission power spectra for the generic devices can be 

extracted that are shown in Figure 2.10: 

(b) The device is a side coupled resonator to a PhC waveguide. The scattering 

matrix C for this device without the resonator should be only transmissive so that 

C= 0 1
1 0

 which is possible only when r=0, t=1 and ϕ=-π/2. Then the transmission 

becomes 

𝑇 =
(𝜔 − 𝜔 )

(𝜔 − 𝜔 ) + (1/𝜏)  
(2.25) 

The plot of this equation is given in Figure 2.10(d). 

(c) The device is similarly a side coupled resonator, with an extra rod that is 

positioned in the middle of the waveguide. This rod creates a Fano interference 

configuration, such that the different frequencies of light experience different phase 

accumulations. In this case, both r and t are somewhere between 0 and 1 depending 

on the device. For the plot in Figure 2.10(e) they are both selected at 0.5. The middle 

rod creates a sharp asymmetric resonance where a dip is followed by a sharp peak in 

a very small frequency range which is called a Fano-resonance [67]. This device 
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scheme is important since the device that is being utilized in this thesis is heavily 

inspired by this configuration. The sharp resonance is suitable for sensing 

applications since it enhances the sensitivity, it is also a promising resonance type 

for optical switches and all kinds of PhC devices with a resonator [4], [66], [67]. 
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CHAPTER 3  

3 HIGHLY SENSITIVE AND TUNABLE FANO-LIKE ROD-TYPE SILICON 
PHOTONIC CRYSTAL REFRACTIVE SENSOR 

In this chapter, the design procedure of a two-dimensional rod-type silicon PhC 

cavity is analyzed. The main approach and motivation for this work are presented 

and the figures of merit are discussed in detail. 

3.1 Two-Dimensional PhC Cavity 

As it was discussed in the previous chapter, two-dimensional PhCs are created via 

the periodical arrangement of alternating dielectric materials. These structures can 

exhibit a band gap where the light is not allowed to propagate in the structure. A 

cavity can be created by introducing a perturbation, such as a defect or misplacing 

one of the unit cells. The cavities support a frequency range inside the band gap, thus 

if somehow, any light that is spatially confined in the cavity, can’t propagate to the 

surrounding structure, and gets trapped inside the cavity. This paves the way of 

creating sensors since the light is spatially localized and the transmission spectrum 

becomes highly dependent on the conditions of that resonance frequency. When the 

device structure is altered by the analyte, the resonance frequency will also be 

altered, which will result in a sensor in the right configuration and optimization. 

Here, the design is implemented by using a rod-type PhC configuration using Silicon 

as the material of choice (nSi=3.48). An example device configuration and its 

transmission spectrum are given in Figure 3.1(a) and Figure 3.1(b). The 2D PhC 

structure is constructed via the periodic arrangement of silicon pillars with a square 

lattice configuration on top of the 2 μm buried Silicon Oxide layer. To eliminate the 

reduced transmissivity created by the finite length of the rods, the structure is 

sandwiched between 2 PEC layers to ensure out-of-plane light confinement and to 
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introduce continuous translational symmetry in that direction to make the effective 

rod heights infinite [4]. The design parameters were determined by performing 

multiple photonic band gap simulations with the MPB package. Also, TM 

polarization is selected to maximize the band gap for rod-type PhC. One row of the 

rods, except the single one in the middle, is etched to make a line defect PhC 

waveguide that pulls the modes below the first band to the higher frequencies into 

the band gap to obtain transmissivity [4]. Then, a point defect cavity is created by 

etching one of the rods, and that becomes side-coupled to the PhC waveguide, which 

resides in three rows away from the defect. The lattice period (a) is set to 578 nm, 

rod radius (r) is set to 0.2a, and the height of the rods is the same as the lattice period 

which, will also ensure that flexible tuning without the risk of pull-in phenomenon 

[68]. Since infinitely long rods are not feasible, to create a similar effect, the rods are 

sandwiched between two Perfect Electric Conductor (PEC) plates, this is also not 

feasible for fabrication, so PEC plates are replaced with thin gold layers which will 

be analyzed later in this chapter. The lattice formation is square lattice so the lattice 

constant is the same for both x and y directions.  

The structure in Figure 3.1(a) possesses a band gap as shown in Figure 2.7(b), for 

TM polarized light. Removing one rod as a cavity creates an allowed state in the 

band gap, and light couples to the cavity from the waveguide. Then, it is both 

spatially and temporally confined in the cavity, and radiates through the evanescent 

fields. As it is clearly seen in Figure 3.1(b), the transmission decays by one order of 

magnitude at the resonance frequency, indicating that the light is trapped inside the 

cavity. 
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Figure 3.1. (a) Schematic of the simulated two-dimensional rod-type PhC. (b) The 
transmission spectrum of the device is shown in (a). 

The aim of a refractive index sensor is to maximize the interactions between the field 

and the analyte to increase sensitivity. Conventional PhC sensors achieve this with 

the help of the evanescent fields near the silicon. Although it is a very solid and 

simple solution, it is not as effective as other methods, since the majority of the power 

is contained within the slab and only a small portion of this power is propagating 

through to the evanescent fields. To maximize the light matter interaction, studies 

were directed towards different approaches such as creating a small slot to strongly 
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localize the light in this area. It significantly boosts the light matter interaction and 

yields remarkable results [61], [62], [69]. This structures rely on the Maxwell’s 

Equations that the discontinuity of the normal D is equal to the surface charge 

density. If there are no charges on the boundary, then D must be continuous as in 

Equation 3.1. 

𝑫 − 𝑫 = 𝜌
𝑫 − 𝑫 = 0

𝑫 = 𝑫
𝜖 𝑬 = 𝜖 𝑬

𝑬 =
𝜖 𝑬

𝜖
(3.1)

 

So, the E field can be boosted by the amount of the dielectric constant difference 

between the material (ϵ2) and the background (ϵ1). If the material is selected as silicon 

and the background is air, the enhancement is around 12 which indicates a very 

strong localization. However, the slotted structures require a slot with a width of a 

few tens of nm, an air-bridge structure that requires that the device is suspended in 

the air, also very high aspect ratios around 80 (length/width). Such an example 

structure is provided in Figure 2.6(a). The fabrication of such devices is indeed a 

challenging task. For this case, we have proposed the rod type silicon PhC as a 

refractive index sensor for the first time. The structure is based on the silicon rods 

that are sandwiched between perfect electrical conductor (PEC) layers. PEC layers 

are reflective and it forces the wave vector for the orthogonal direction to become 

zero. This makes the effective rod heights as infinity and the structure behaves like 

a two-dimensional PhC as in Figure 3.1(a). For the fabrication, the PEC layers will 

be replaced by gold layers, which is inspired by Ref. [70]. For this kind of structure, 

the field is strongly confined in the air so the light-matter interaction is maximized 

and an ultra-high sensitivity can be achieved. 
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3.2 Performance Metrics  

There are several performance metrics that are commonly used to characterize 

optical refractive index sensors and PhC cavities. In this part, Q-factor, sensitivity 

and the mode-volume will be analyzed. 

3.2.1 Q-Factor 

Q-factor is one of the most commonly used metrics throughout all engineering areas. 

For resonators and PhC cavities, the Q-factor is a metric for the loss of the resonance. 

It is a dimensionless quantity that quantifies the center frequency per loss rate [4]. 

Q-factor determines the sharpness of the resonance peak and dips on the wavelength 

spectrum. A larger Q-factor means a sharper resonance characteristic. For a 

refractive index sensor, a high Q-factor is desired since it will increase the minimum 

detection limit as the Q-factor increases. For a Lorentzian resonance, the 

mathematical expression can be given as in Equation 3.2.  

𝑄 =
𝜆

𝛥𝜆
(3.2) 

where 𝜆  is the resonance wavelength and 𝛥𝜆  is the full width at half maximum 

(FWHM) wavelength. 

3.2.2 Sensitivity (S) 

One of the crucial features of refractive index based bio-sensors is sensitivity, which 

is the amount of shift in the resonance wavelength per refractive index change 

represented in Equation 3.3.  

𝑆 =
∆𝜆

∆𝑛
(3.3) 

This parameter is also desired to be maximized since a very small amount of change 

in the background refractive index means a large shift in the resonance wavelength, 
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if S is large. If the Q-factor is also large, a small shift of the resonance wavelength 

can mean a significant change in the output power, thus making a higher sensitivity 

resolution. 

3.2.3 Mode Volume (Vm) 

Mode volume represents the spatial confinement of the energy inside a cavity region. 

A smaller mode volume means that the energy is confined in a spatially small region 

inside the cavity, which can result in an increased light-matter interaction, thus 

increasing the sensitivity for the resonance. Dense fields can be easily disturbed by 

small perturbations or molecules, enabling the detection of even single particles [69]. 

The mode volume calculation can be done using Equation 3.4. 

𝑉 =
∫ 𝜖|𝑬(𝒓)| 𝑑𝑉

max(𝜖|𝑬(𝒓)| )
(3.4) 

3.3 Design of the Device and Numerical Analyses 

As it is stated in the previous chapter, the design of the PhC waveguide is achieved 

by a linear defect, and the resonance cavity is achieved by a point defect. With the 

help of band diagrams, the supported modes can be deterministically found and the 

design procedure should start with finding the supported modes and frequencies for 

the device structure and adjusted them to the desired wavelength which is 1550 nm 

for this work. To maximize the light-matter interaction, the propagating mode is 

confined in the low index material (which is air), on the contrary to the conventional 

devices which confine the light in the high index material, which is mostly Silicon. 

3.3.1 FDTD and Band Gap Analyses 

The band diagram of a two dimensional PhC structure with silicon rods is given in 

Figure 2.7(b), the TM polarized input is selected since it possesses a relatively large 
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band gap, which is something required for this type of application for both high Q-

factor and transmission depth for the resonance cavity. The effect of the line defect 

(PhC waveguide) can be simulated by MPB by creating a super lattice 7x1 still using 

the same periodicity for the defects. The radius of the rods is chosen as 0.2a, where 

a is the lattice constant. The supported modes for guiding are shown with orange line 

in the band diagram that is given in Figure 3.2. The light gray regions indicate the 

band gap and the blue regions are the allowed extended modes inside the PhC. The 

group velocity for the allowed modes can be found by taking the derivative of the 

angular frequency with respect to the angular wavenumber, which corresponds to the 

slope of the orange line in Figure 3.2. It is an important parameter to reduce the losses 

and increase the Q-factor in the next step, which is creating the cavity.  

 

Figure 3.2 The projected band diagram of the PhC with square lattice of rods. Orange 
line indicates the allowed modes introduced to the band gap by the linear defect, and 
the black line indicates the allowed frequency of the resonance cavity. 

To find the effect of the line defect, another super lattice is created but this time, it 

has a size of 7x7 with the defect in the middle. As shown in Figure 3.2, the black line 

represents the effect of the point defect which is the cavity. The intersection point of 
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the orange line and the black line shows the exact wavelength of the resonance for 

the cavity which is selected as 1550 nm when the lattice period is selected as 571 

nm, also the Q-factor and the transmission of the cavity is directly correlated with 

the slope of the orange line at the intersection point.  

The mode profile and the transmission spectrum for this device are already shown in 

Figure 3.1. This design has a Lorentzian resonance which is one of the most common 

resonance characteristics. However, for this work, it is not the ideal type of resonance 

since sensitivity and Q-factor is some of the most important parameters for a bio-

sensor. Instead, the structure is modified and a Fano-like resonance characteristic is 

achieved. Fano-like resonances are sharp and asymmetric resonances usually have a 

lower transmission level than Lorentzian types but they make that up by providing a 

much higher Q-factor. The modified structure is presented in Figure 3.3. As it can 

be seen from Figure 3.3(b) the transmission characteristics is changed from 

Lorentzian resonance to Fano-like resonance. The two designs appear nearly 

identical with the exception of the rod that is stationed in the middle of the waveguide 

at the same x-axis location with the point defect. This changes some important things 

in the transmission spectrum. Firstly, the rod that is placed acts like a partially 

transparent mirror, and reflects some of the incoming waves back to the input port. 

This causes a decrease in the total amount of energy that is reaching the output port, 

thus decreasing the maximum amount of transmission by around 2.5 dB. However, 

it has significant benefits to the design. Firstly, it creates the sharp and asymmetric 

Fano-like resonance characteristics, which is inherently sharper than the Lorentzian 

resonance, which means it has a higher Q-factor. The importance of the Q-factor is 

stated in Chapter 3.2.1. Basically, it makes the sensor more sensitive to the external 

effects and even with a slight shift on the background refractive index, the 

transmission level can be switched from the maximum state to the minimum state(or 

close to a minimum depending on the shift). Another thing that happens is that the 

transmission depth is greatly increased. The difference between the transmission 

depth of the Lorentzian-like cavity and the Fano-like cavity is nearly 30 dB. 
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Figure 3.3 (a) Schematic of the simulated two-dimensional rod-type PhC after the 
insertion of the Fano rod. (b) The transmission spectrum of the device that is shown 
in (a). 

The main structure of the device is chosen as given in Figure 3.3(a). However, each 

performance metric should be optimized accordingly for this device. So a numerical 

comparison between the Lorentzian resonance type structure and Fano-like 

resonance type structure is necessary. 
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Figure 3.4 The transmission spectrums of Lorentzian Configuration and Fano-like 
configuration. (a) Logarithmic scale. (b) Linear scale. 

A comparison of both device configurations is shown in Figure 3.4. As it is explained 

before, the Fano-like configuration has a smaller peak transmission level, but it 

compensates this from the higher Q-factor and extended transmission depth. This 

might not be obvious if the graphs were analyzed in the linear scale. However, most 

of the analyses in integrated photonics and are conducted using logarithmic scale and 

the difference is obvious in Figure 3.4(a). The Fano-like resonance offers sharp 

asymmetric resonance characteristics that are suitable for a sensing device as stated 
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before. The presence of the rod in the middle of the PhC waveguide changes the 

transmission characteristics to a Fano-like one from a conventional Lorentzian one. 

This conversion improves the extrinsic Q-factor of the cavity to 2231 from 1346 and 

the transmission depth to 43 dB from 11 dB. However, this improvement comes at 

the cost of a 3 dB reduction from the peak transmission, as shown in Table 3.1. Fano 

resonance in general can be observed when the direct coupling is not perfect (partially 

reflective rod in the middle of the cavity creates this), one obtains an asymmetric 

spectrum of a sharp peak followed by a sharp dip as previously shown. The sensing is 

improved in this situation because of the nature of the sharp peak followed by the sharp 

dip. Fundamentally, the sensitivity value of the device is not affected that much. 

However, the resolution of the minimum amount of refractive index change is improved. 

It is easier to reach the dip from the peak or vice versa compared to the same device with 

Lorentzian resonance characteristics. 

 

Table 3.1 Comparison of Lorentzian and Fano-Like resonance type devices 

Resonance Type Q-Factor Transmission Depth Relative Insertion Loss 

Lorentzian 1346 10.3 dB 0 dB 

Fano-Like 2231 41.2 dB 3 dB 

 

After setting the design parameters and optimizing them, one of the most important 

performance metrics, the sensitivity of the device needs to be investigated.  

Every material interacts with the light differently based on their permittivity. This 

interaction is based on complex refractive index, which can be seen as an analogue 

of impedance in electronics. 

𝜖 = (𝑛 + 𝑖𝜅) (3.5) 

 

In Equation 3.5, the complex permittivity (𝜖) is written in the complex form. 𝑛 is the 

refractive index and 𝜅 is the extinction coefficient [54]. For electromagnetic waves 
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with 1550 nm wavelength, the atmosphere is nearly lossless and the refractive index 

is very close to 1. The sensing is achieved when the resonance frequency of the cavity 

is shifted. Initially, the background refractive index is constant and the device is 

designed according to it. When the analyte (gas in this analysis) is introduced, the 

refractive index of the background increases. This increase changes the resonance 

frequency based on the sensitivity value of the device. If the shift is large enough, a 

detector from the output signal can shift since the light intensity at the output shifts 

from peak-to-dip or vice versa. 

To begin the analysis, a suitable simulation environment is modeled for gas 

detection. The structure is analyzed with the 3D FDTD method using MEEP package 

[59].  

The ambient pressure is initially selected as standard atmospheric pressure, and the 

temperature is set to the room temperature 300 K. The background material is 

selected as air, then, simulations were performed for several different background 

gases like Acetylene, Chlorine, and SF6 that can be seen in Figure 3.5(a). The change 

of the refractive index shifts for each material is based on some of the previously 

published experimental results [71], [72]. After the FDTD simulations, it is observed 

that a background refractive index shift of 10-4 RIU corresponds to a 103.9 pm shift 

in the resonance wavelength. So the sensitivity of this device can be calculated from 

Equation 3.3 is 1039 nm/RIU. Since only a few data points from three samples is not 

enough to get a solid assumption, more hypothetical data points are added to extend 

the simulation range and to increase the resolution and the shift in the resonance 

wavelength with respect to the background refractive index shift is shown in Figure 

3.5(b). Thanks to the sharp asymmetric Fano-like resonance and relatively high Q-

factor, the minimum detectable refractive index shift is found to be 2.76x10-4 RIU 

which is sufficient for detecting many different gasses [71]. The sensitivity 

resolution benefits from the asymmetry of the Fano resonance since we operate in 

the region where a sharp peak is followed by a sharp dip. This enables that even a 

relatively small amount of shift leads to a detectable change in the transmission 

compared to the same device with the Lorentzian resonance characteristics.  
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Figure 3.5 (a) Transmission spectrum when different gases are introduced in the 
simulation environment, from left to right: Air, Acetylene Chlorine and SF6. (b) Plot 
of wavelength shift per change in the background refractive index. The sensitivity 
value is found as 1039 nm/RIU. 
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Another performance parameter for optical biosensors is the response factor (R), 

which is the ratio of normalized wavelength and refractive index given in Equation 

3.6. [71].  

𝑅
𝛥𝑛

𝑛
 =

𝛥𝜆

𝜆
(3.6) 

 

Response factor is one of the figure of merits that is being used for optical biosensors. 

The response factor is calculated as 0.66, which is among the highest recorded values 

in the literature.  

When the background index changes, the index contrast between Silicon rods and 

the background also changes and this has some effects on transmission and Q-factor. 

However, since for gas detection, Q-factor variation with respect to the background 

refractive index shift is negligible even on the order of 10-2 RIU shifts, so it can be 

stated that the Q-factor is independent of the background refractive index in the 

desired operation range as is it shown in Figure 3.6.  

 

Figure 3.6 Variation of Q-factor with respect to background index shift 
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Figure 3.7 FDTD analysis of the structure (a) Ez mode profile of the fundamental 
resonance of the cavity. (b) Normalized Electric Field (Ez) Slice of the cavity area. 

The mode profile of the fundamental resonance for TM-like excitation is given in 

Figure 3.7(a). The electric field couples to the cavity and traps inside it, at the same 

time other frequency components continue to travel inside the cavity. If excited for 

a single wavelength source, like a laser, with a carefully selected wavelength, 

majority of the light can be trapped inside the cavity or it can directly couple to the 

output. To extract the numeric E-field data, a line slice is taken through the cavity in 
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the direction of propagation and it is shown in Figure 3.7(b). The data from Figure 

3.7(b) is taken from FEM analysis so it is seen that both methods are consistent with 

each other. As it is seen from Figure 3.7(a), the electric field is spatially confined 

inside the cavity region. However, mode volume is relatively large since the field is 

not confined in a spatially small region. Using Equation 3.4, the mode volume for 

this device configuration is calculated as 1.33 (λ/n)3. Although this value is relatively 

small, subwavelength confinement is not achieved. In the next part of this chapter, a 

new method for both shrinking the mode volume and an external and electrical 

method for tuning the resonance wavelength will be presented. 

Another important parameter that can be used for a figure of merit (FOM) for 

comparing different types of devices is the sensitivity over full width at half 

maximum (S/FWHM). The proposed device has a FOM of 748 with the PEC plates. 

The most important performance metrics for the device with PEC plates and without 

the insertion of air-gap are presented in Table 3.2. These values will be modified 

after the insertion of the air-gap for tuning, and also loss will be increased when PEC 

plates will be replaced with gold plates. Their analysis will be conducted in the next 

part. 

 

Table 3.2 Performance Metrics of the device with PEC plates (without gap 
insertion) 

Performance Metric Value 

Q-factor 2231 

Sensitivity 1039 nm/RIU 

Mode Volume 1.33 (λ/n)3 

Response Factor 0.66 

S/FWHM 748 
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3.3.2 Insertion of Air-Gap and FEM Analyses 

FEM analysis is done via COMSOL Simulation Environment. Further investigations 

had to be made with COMSOL since MEEP can’t efficiently simulate plasmonic 

effects that will be introduced by gold layer (which is the replacement of PEC layers) 

and also correctly simulating the smaller feature sizes requires a high resolution 

which multiplies the required computation power eight times since it will be a 3-D 

simulation. Meshing is automatically controlled by COMSOL. The sharper and 

smaller features that require finer mesh size are automatically calculated and 

continuous and larger areas that would make an accurate solution with coarser mesh 

sizes are calculated to be larger. An example representation of a similar structure is 

given in Figure 3.8. It is seen that the mesh sizes are smaller when feature sizes 

become smaller and require smaller mesh sizes and similarly, mesh sizes are larger 

when the structure has homogenous and bulkier parts.  

 

 

Figure 3.8 Mesh structure of a 2D PhC via COMSOL 
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To tune the resonance frequency of the cavity, an air gap is introduced to the cavity 

and it is mechanically perturbed via electrostatic actuation between two parallel 

plates, a well-known phenomenon for MEMS applications. Air gap insertion also 

decreases the effective permittivity of the resonant modes. So the modes undergo an 

upper shift on the frequency. The CAD drawing of the resultant structure after air 

gap insertion is given in Figure 3.9. In Figure 3.9(a) an isometric view of the 

structure and its dimensions and used materials are provided. Dark grey areas 

represent Silicon, light grey areas represent SiO2, and the yellow areas represent PEC 

layers. PEC layers will be replaced with gold so they have a golden like color in the 

illustration. As it is seen from Figure 3.9(a) the device is relatively small for a 

biosensor and only span on an area of 5.52μm x 10.64μm. In Figure 3.9(b) the cross 

sectional view of the structure is given, as can be seen from the figure, the air gap is 

inserted on top of the Silicon rods. There are two conductive layers and they make a 

parallel-plate capacitor since they have a dielectric region between them. If an 

electrical voltage is applied between the top and bottom plates, they exert a force, 

since the bottom plate is stationary, and the top plate is designed like a membrane 

structure it can move and the direction of motion is also given in Figure 3.9(b).  

The exact force and voltage needed to move the plate will be calculated later in this 

part. First, the effect of an air gap on the resonance frequency will be analyzed. The 

shift in the resonance frequency is predicted by the perturbation theory is given in 

Equation 3.7 [4]. 

∆𝜔 = −
𝜔

2

∫ 𝑑3𝒓∆𝜖(𝒓)|𝑬(𝒓)|2

∫ 𝑑3𝒓𝜖(𝒓)|𝑬(𝒓)|2
(3.7) 

where, ϵ(r) and E(r) are the vector representations of the permittivity and the electric 

field and ω is the frequency of the wave. An infinitesimal change in the permittivity 

vector, which is the gap-size of the air slot region changes the resonance frequency 

and gives the opportunity to tune the resonance wavelength of the cavity. However, 

an infinitesimal change in the out-of-plane direction the equation can be written as; 
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𝑑𝜔

𝑑𝑧
= −

𝜔

2

∫ 𝑑3𝒓
𝑑𝜖(𝒓)

𝒅𝒛
 |𝑬(𝒓)|2

∫ 𝑑3𝒓𝜖(𝒓)|𝑬(𝒓)|2
(3.8) 

Since the gap is very small, the electric field can be assumed constant inside the gap 

and if all of the electric field is assumed to be confined inside the air gap region, the 

equation can be simplified as; 

∆𝜔 ≅ −
𝜔

2

∫ 𝑑𝑧 ∫  (𝜖𝑎𝑖𝑟 −  𝜖𝑆𝑖) |𝑬(𝒓)|2𝑑2𝒓

∫ 𝑑𝑧 ∫ 𝜖𝑆𝑖 |𝑬(𝒓)|2 𝑑2𝒓

∆𝜔 ≅ −
𝜔

2

𝑑 (𝜖𝑎𝑖𝑟 −  𝜖𝑆𝑖)

ℎ𝑟𝑜𝑑

 (3.8)

 

where dgap is the dimension of the gap on the z-direction and hrod represents the rod 

height. 

Initially, it can be assumed that the minimal changes like 5-10 nm differences 

couldn’t have a drastic effect on the resonance wavelength since the distance 

between two plates is around 780 nm. However, this is incorrect since with the 

introduction of the air gap, the electric field is strongly confined in this region as 

illustrated in Figure 3.10. As it can be seen from the figure, when the air gap is 

inserted, the device acts as a slot structure as discussed in Chapter 2, and to obey 

Maxwell’s Equation boundary conditions, the electric field is strongly confined in 

the low-index region. The numerical data confirms this as the normalized electric 

field slice has its peak at the top of the Silicon rods near the point defect as shown in 

Figure 3.10(b).  

The mode volume is recalculated for the device after the insertion of air gap, and it 

is found as 0.214 (λ/n)3 which confirms the sub-wavelength confinement and an 

improvement by the factor of 6 from the device that doesn’t have an air gap. 
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Figure 3.9. 3D CAD drawing of the structure. (a) Isometric view (b) Cross-sectional 
view. 

The cavity mode profile is not Gaussian after the insertion of the air gap as shown in 

Figure 3.10(b). Theoretically, it decreases the Q-factor; however, this difference has 

a very small effect of the device performance since the detection limit doesn’t change 

as it will be shown and the benefits of creating such a highly localized electric field 

are huge as it is previously stated in this chapter.  
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Figure 3.10. (a) Cavity Resonance Electric field profile when an air gap of 50 nm is 
inserted. (b) Electric field slice from the center of the cavity along the x-axis.  

3.3.3 Replacing PEC Plates with Gold  

In the previous parts, the silicon rods are sandwiched between two PEC layers to 

introduce continuous translational symmetry in the out-of-plane direction to make 

the PhC behave like a true 2D PhC. PEC layers reflect 100% of the incoming 

electromagnetic waves regardless of their frequency since they are just models for 

simulations and have a purely imaginary refractive index. However, in practice, there 
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is no such material. Since metals are known to be good reflectors, a metal with a high 

plasma frequency should be selected to maximize the reflection for the desired 

wavelength of 1550 nm. The complex permittivity of metal can be found from the 

Drude-Lorentz model given in Equation 3.9 [73]. 

𝜖(𝜔) = 𝜖∞ −
𝜔

𝜔 + 𝑖𝛾 𝜔
−

𝛥𝜖𝜔

𝜔 − 𝜔 + 𝑖𝛾 𝜔
(3.9) 

where 𝜔  represent the corresponding metal’s plasma frequency, 𝜔  is the plasma 

frequency that is associated with the intraband transitions, 𝛥𝜖 is the oscillator 

strength, 𝜖∞ is the relative permittivity for the high-frequency components, and 𝛾 is 

the damping factor for the electrons on the surface of the corresponding metal and it 

is the same unit as 𝜔.  

Fresnel Equations states that the reflection can be 100% if the refractive index of a 

material is purely imaginary [54]. This is impossible for the real materials since they 

have both real and imaginary parts, so the aim is to minimize the real part of the 

refractive index or find a material the real component of the refractive index is much 

smaller compared to the imaginary part of it, and also a metal that can be used for 

fabrication for such components. After a literature survey, it is decided that Gold 

provides those properties better than most metals, and for fabrication, feasibility, and 

stability, it is chosen as the replacement of PEC layers [70]. However, since the real 

part of the refractive index of Gold is not zero, there will be losses in the transmission 

value and Q-factor. To simulate the effects of Gold, especially to observe plasmonic 

related issues and obtain accurate results, the device is modeled in the COMSOL 

simulation software. Replacing PEC layers with Gold introduces an insertion loss of 

6.7 dB per plate which is a drastic change and it is inherently the case for those types 

of devices [70]. However, the extinction ratio is still confidently larger than 10 dB 

which is sufficient for detection. Also, during fabrication processes, the deposited 

Gold layers will not be perfectly flat, and there can and will be surface roughness. 

To model those effects in the simulation environment, an intentional surface 

deformity of periodic 10 nm variations was included in the surfaces of the gold 

layers. This deformity also decreases the transmission level and the reflection 
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coefficient. Therefore, Gold adds a new loss component and becomes the dominant 

loss factor of the device. The new Q-factor with gold plates, whose thickness is 50 

nm, is calculated as 487. However, the device can still sense a refractive index shift 

of 8.45 x10-4 RIU due to the ultra-high sensitivity value. The final transmission 

spectrum after replacing PEC plates with gold layers is given in Figure 3.11. 

 

Figure 3.11 Transmission spectrum of the device after replacing PEC plates with 
Gold plates with varying background indices. Q-factor is calculated as 487. The 
black line represents the background as air and the red line represent a 0.001 shift in 
the background refractive index. 

Figure 3.11 also shows that a change of 0.001 RIU in the background refractive index 

corresponds to a change of light intensity from a dip to a peak or vice versa. This 

confirms that after the replacement of gold, the device is still able to detect the 

majority of the gases [71].  

3.3.4 The Tuning of the Device 

The tuning of the resonance characteristic is done by placing the top metal layer 100 

nm above the top of the rods during the fabrication process and then pulling it by 

electrostatic actuation to a few tens of nm by applying a voltage to the top and bottom 
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metal layers. Analysis of the gap-size and transmission spectrum were performed 

with COMSOL simulation environment. First, the transmission spectra for different 

gap sizes and their resonance shifts under the same amount of change with the 

background refractive index are given in Figure 3.12. 

 

Figure 3.12. The transmission spectra of the device for varying gap sizes and 
background refractive indices. The simulation environment where the background is 
air is plotted with solid lines and the dashed lines represent the background index 
shift of 10-3 RIU. 

The movable metal plate is placed 100 nm away from on top of the Silicon rods and 

this distance can further be reduced to a few nanometers depending on the calibration 

and quality of the experimental system. The top plate is modeled as a metal 

diaphragm and the bottom plate is assumed to be stationary. In Figure 3.12, it is seen 

that the dependency of the resonance wavelength to the gap size is huge thanks to 

the strong localization of the E-field in the air-gap region, which allows the tuning 

of the resonance frequency of in a flexible and reliable manner. Since the gap acts as 

a slot structure, the size of the gap has a strong effect on the resonance wavelength; 

however, it also affects the Q-factor.  
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Table 3.3 Resonance Wavelength, Q-factor and extinction ratio variations for 
various gap sizes  

Gap Size (nm) Resonance Wavelength Q-factor Extinction Ration 

0 1550 2242 28.2 dB 

5 1538 2138 22.4 dB 

10 1527 2095 21.7 dB 

15 1521 2043 17.8 dB 

20 1515 2034 16.2 dB 

25 1511 2029 14.3 dB 

30 1508 2017 13.6 dB 

40 1503 2008 11.7 dB 

50 1500 1997 10.1 dB 

 

By inspecting Table 3.3, it can be seen that the resonance wavelength changes almost 

linearly with respect to the gap size after gap size reaches above 10 nm. Also, Q-

factor decreases with increasing gap size. Due to this decreased Q-factor and 

extinction ratio, it is logical that the device should be operated around 1500 nm 

wavelength, which restricts the maximum gap size to not be larger than 100 nm. 

Therefore, the tuning range is specified as 50.4 nm or 6.24 THz to preserve the Q-

factor around 2050 and transmission depth to be at least 10 dB. However, this value 

can be increased depending on the quality of the fabrication and tuning 

configuration. It is clear that as the gap size increases, both transmission depth and 

Q-factor decrease as expected. An increase in the gap size reduces the effective 

refractive index of the unit cell of the PhC structure, and this reduced effective 

refractive index (neff) induces a blue-shift in the resonance wavelength. Since the 

background is air, any analyte that is introduced to the environment increase neff and 

it creates a red-shift. This allows to create a balanced state, and the tuning can be 

arranged such that even for very large refractive index variations, the device can still 

operate at 1550 nm. It is evident that the resonance wavelength shift due to a change 

in the gap size is much larger than the one induced by the shift of the background 



 
 

54 

refractive index as shown in Figure 3.12. Since they have opposite effects of each 

other and the gap size can be precisely controlled, and also the variation range of the 

refractive index is limited; the balance can be achieved after a calibration process. 

This property can be utilized for not only the detection of gases but also airborne 

pathogens and mono-cellular life forms. Single-particle detection with this design is 

possible only in theory since, in practice, it would be a very complicated procedure 

to position a particle in the gap region of the cavity. The device can operate in an 

aqueous environment; however, Q-factor decreases by one order of magnitude due 

to the reduced permittivity contrast between the silicon rods and the environment. 

The reason behind this is, by their nature, 2D rod-type PhCs are much more sensitive 

to the changes in the low-index region, and it enables the high detection limits 

without depending on a Q-factor on the order of 106. 

3.3.5 Electrostatic Actuation of the Two Metal Plates 

In this part, the voltage required for moving and tuning the distance between a 

parallel plate capacitor is analyzed. An illustration of the resultant parallel plate 

capacitance structure is presented in Figure 3.13. 

 

Figure 3.13 Illustration of the device as parallel plate capacitance for resonance 
tuning. 
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The capacitance between two plates can be expressed as in Equation 3.7. 

𝐶 =
𝜖𝑤𝐿

𝑑
=

𝜖 𝜖 𝐴

𝑑
(3.7) 

where d is the distance between two plates, A is the overlapping plate area, ϵ0 is the 

dielectric constant of air 8.854x10-12 F/m, and ϵr is the relative dielectric constant of 

the medium between two plates. Since the area between two plates consists of Silicon 

rods and air, its correct value is calculated in the COMSOL environment. The electric 

field E can be expressed in terms of the total charge, ϵ and area is given in Equation 

3.8 

𝐸 =
𝑄

𝜖𝐴
(3.8) 

The force exerted between two plated under electric field can be found as in Equation 

3.9, 

𝐹 =
𝑄

2
𝐸

𝐹 =
𝑄

2𝜖𝐴
(3.9)

 

Any work done on the non-stationary plate (moving, pulling or lifting) can be 

expressed as distance d, the distance that the plate travels, as; 

𝑊(𝑑) = 𝐹𝑑 =
𝑄 𝑑

2𝜖𝐴
(3.10) 

The stored potential energy W(Q) is given is Equation 3.11 

𝑊(𝑄) =
𝑄

2𝐶
=

𝑄 𝑑

2𝜖𝐴
(3.11) 

The force exerted between two plates can be found as in Equation 3.12. 

𝑑𝑊 = 𝐹𝑑𝑧

𝐹 =
𝑄

2𝜖𝐴
(3.10)

 

The initial air gap is calculated as 100 nm and it will be shrunk to a value near 5-10 

nm. The structure is modeled in COMSOL since the analysis will be too complicated 
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for such a device with fringing fields and non-uniformly distributed varying 

dielectric constant materials inside the device. The device is modeled as a rectangular 

diaphragm with two rigid supports at each side and no built-in stress. The required 

voltage to pull the top plate to the desired distance is calculated as 4.96 V.
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CHAPTER 4  

4 EXPERIMENTAL VERIFICATION OF OPTICAL EXCITATION FOR PHC 
MACH-ZEHNDER INTERFEROMETER 

This chapter summarizes the experimental studies for optical MZI modulators by 

optical excitation of the previously designed structures [52], [74]–[78] 

4.1 2D PhC Mach-Zehnder Interferometer Based Modulator 

In all of the wave domains, interference is one of the most important phenomena that 

when two waves encounter at the same medium, they interact with each other 

according to some defined principles. When an interference occurs, the resultant 

wave is just the superposition of those two waves. The most important interference 

types are constructive interference and destructive interference. In Figure 4.1, an 

example of interference patterns is presented. Figure 4.1(a) represents the destructive 

interference of two waves with a π-radian difference in their phases. They completely 

cancel out each other when the interference occurs. On the contrary, in Figure 4.1(b), 

constructive interference patterns are presented where the two waves are in-phase 

(there aren’t any phase difference) and the resultant wave is the sum of those two 

waves. 

Mach-Zehnder interferometer(MZI) is an interferometer type that is both suitable for 

optics and integrated photonics due to its simplistic structure and relatively low 

footprint [79]. A typical MZI consists of two Y-branch beam splitters that first divide 

the incoming wave intensity into two equal parts at the input side. Those two waves 

propagate and accumulate different (or same) phases and the second Y-branch 

combines them equally at the output side. The MZI structures are generally designed 

to have constructive interference at the steady state and destructive interference at 

the excited state.  
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Figure 4.1. Illustration of interference patterns. The solid light blue line and dashed 
green line represent the two waves that undergo interference and the solid black line 
represents the resultant wave. (a) Destructive Interference (b) Constructive 
Interference. 

The intensity at the output of an MZI can be calculated by assuming that if the initial 

E-field intensity E0 is divided into two equal parts by the first Y-branch, E1 and E2. 

The intensity at the output can be expressed as the sum of those two intensities in 

terms of their accumulated phases ϕ (𝜙 = 𝑛 𝐿). Then, the output intensity can be 

expressed as in Equation 4.1 as; 

𝐸 = 𝐸 𝑒 + 𝐸 𝑒 (4.1) 

To calculate the output intensity I the squared sum of the two E-field intensities are 

required as shown in Equation 4.2, 

𝐼 = |𝐸 | = 𝐸 𝑒 + 𝐸 𝑒

𝐼 = 𝐸 𝑒 + 𝐸 𝑒 + 𝐸∗𝐸 𝑒 𝑒 + 𝐸 𝐸∗𝑒 𝑒 (4.2)
 

where 𝐸 𝑒  and 𝐸 𝑒 are the intensities I1 and I2 in the arms of the MZI. 

Then, Equation 4.2 can be rearranged as; 

𝐼 = 𝐼 + 𝐼 + 2 𝐼 𝐼 cos𝜙 (4.3) 

where 𝜙 is the phase difference between two waves when they reach the output of 

the MZI. If we assume that the initial intensities are the same I1=I2=I, then the 

equations become,  
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𝐼 = 2𝐼(1 + cos𝜙) (4.4) 

The main goal is to create a π-radian phase shift with the smallest footprint, lowest 

power consumption, highest operation speed and bandwidth. There have been many 

remarkable studies on Silicon integrated PhC modulators, since PhC can be carefully 

engineered so that the same phase accumulation for a bare silicon waveguide can be 

achieved with a PhC structure on much shorter dimensions. Some of the smallest 

confirmed device size is 80 μm in length with an operation voltage of 2V for 1 Gb/s 

operation speed [80]. 

4.1.1 Numerical Analysis 

To shrink the device size, we have implemented a novel band-to-band transition 

method to make the effective refractive index change from positive to negative [52]. 

This allows a π-radian phase accumulation with using a much shorter phase shifter 

region as stated nearly 5.5μm. The PhC structure is designed as a hexagonal lattice 

with a lattice constant a of 456nm. The structure is built on a SOI wafer with 260nm 

Silicon thickness on top of 2μm SiO2. The air holes with a radius r of 0.224a are 

etched on the silicon wafer. The corresponding band diagram of such a structure for 

TM-like excitation is given in Figure 4.2(a). As is shown, there are two plots on the 

same band diagram, the dashed blue line represents when the device is in off-state, 

meaning the bulk refractive index of the silicon is 3.48. The solid red lines represent 

the on-state where the bulk refractive index of the silicon is changed to 3.47. As it is 

shown in Figure 4.2(b), the on and off state bands transition states at 1550 nm 

wavelength. The effective refractive index of the mode for 1550 nm wavelength 

changes from positive to negative. This transition changes the effective refractive 

index Δneff = -3.886, although the silicon refractive index changes by 0.01, since the 

transition happens from the effective refractive index of the mode for -1.89 to 1.996. 
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Figure 4.2 The band diagram for the 2D hexagonal lattice for band transition. The 
dashed blue line represents the off-state and the solid blue line represents the on-
state. 

The method of changing the refractive index of bulk Silicon is done with the plasma-

dispersion effect. As the number of carriers increases in the region, its refractive 

index shifts and based on Soref and Bennett’s work [51], the number of carriers 

required for Silicon to make a 0.01 shift in the refractive index is 4.1x10-18cm-3.  

 

Figure 4.3 Observation of negative refractive index from mode profile. (a) Positive 
refraction. (b) Negative refraction. [52] 

First, the effect of the negative refractive index should be observed so that Snell’s 

Law would yield negative refraction with incident light. To observe this, a PhC with 

parameters with r=0.3a, h=0.6a and a=0.5 µm is created. Two lights with normalized 

frequencies of 𝜔=0.26 and 𝜔=0.32 are introduced to the PhC with an incidence angle 

of 25o. The results are shown in Figure 4.3 [52]. As expected, the incident light makes 
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a positive angle with the normal of the incidence boundary for the case when the 

normalized frequency is 0.26. However, for 0.32, the negative refraction occurs as it 

behaves very differently and makes a negative angle with the normal as shown in 

Figure 4.3(b). 

 

 

Figure 4.4. (a) Field intensity of the input signal for both arms. (b) The PhC structure 
and mode profile for the Control side and Device side. (c) The field intensities at the 
output side of both signals.[52] 

The phase difference between both arms needs to be π-radians to successfully 

achieve the destructive interference for amplitude modulation. Even though the 

analysis from the band diagram confirms this phase shift, the exact field profile of 

the control arm, where the bulk index stays as 3.48 and the device arm, where the 

bulk index is changed to 3.47, need to be investigated. For this reason, two different 

simulations were performed by creating just the phase shifter parts of the MZI. The 

same input signal is applied to both of them and the phase difference at the output 

side is measured by extracting the E-field profile. The results of this simulation are 

given in Figure 4.4. In Figure 4.4(a) both signals have the same phase at the input 

side and in Figure 4.4(b) the mode profile of those signals is given on top of the PhC. 

Figure 4.4(c) shows that a π-radians phase shift is achieved on a relatively small 

region of PhCs. 
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Figure 4.5. Mode profile of 2D PhC MZI. (a) Non excited state (off-state) (b) Excited 
state (on-state) 

Then, the same structure is analyzed via 3D FDTD methods and its E-field profile is 

extracted for both on and off state to observe the E-field behavior when both arms 

are combined and an MZI structure is created. The resultant mode profiles for both 

states are presented in Figure 4.5, the waves on different arms of the MZI make a 

constructive interference at the output and E-field intensity is observed at the output 

port in Figure 4.5(a). However, in Figure 4.5(b) the bulk silicon index of one arm is 

shifted from 3.48 to 3.47 which results in destructive interference occurs and there 

are no electric fields present at the output port. 

4.2 Experimental Setup 

The experiments were conducted in Middle East Technical University Integrated 

Photonics Laboratory. Some of the critical active components of the experimental 

setup are presented in Table 4.1. There are a lot of passive components used; 

however, the most important ones will be presented in a schematic in this part. 
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Table 4.1. List of active components and their models that were used for 
experimental characterization 

Component Name Model 

Optical Spectrum Analyzer Anritsu MS9740B 

C&L Band ASE Light Source ThorLabs ASE730 

Tunable Semiconductor Laser Santec TSL-550 

Oscilloscope Teledyne Lecroy Waverunner 8404 

Signal Generator  Keysight 33220A 

Optical Injection Laser Laserglow LRS-0532 

Vibrationless Optical Table Thorlabs 

Optical Illuminator  Edmund Optics MI-150 

Visible Camera Thorlabs Monochrome CMOS Camera 

Infrared Camera Sensors Unlimited,UTC & Natural 

Instruments 

Optical Powermeter Thorlabs PM100D 

 

The simplified schematic of the experimental setup is presented in Figure 4.6. The 

input light source is first met with a linear polarizer than a polarization rotator. This 

enables to send both TE-like and TM-like sources whichever is required. Then, the 

light is focused onto the side of the waveguide, which is carefully cleaved and 

positioned, for coupling. The coupling is done with the help of taper-lens fibers, 

which have a focusing distance of 10 μm and sensitive micro-positioner stations 

while observing them from the infrared camera. Beam splitter cubes split the light 

into two halves in the direction of their partially transparent mirror. 50% of the light 

goes through the same direction which it came from and 50% of the light is reflected 

to according to the beam splitters’ mirror position. 

A flip mirror controls the direction of the light in this setup. If the flip mirror stands 

vertical (solid line in Figure 4.6), the image of the chip is directly going to the 

infrared camera. This is required for maximizing the coupling since the light sources 
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operate in the infrared region. An illuminator is used for the illumination of the chip 

when the infrared camera is operational. 

When the flip mirror stands horizontal (dashed line in Figure 4.6), the image of the 

chip is redirected 90 degrees to the right side. There are a few important things in 

this configuration that need attention. Firstly, since the path to the infrared camera is 

blocked by the flip mirror, a second camera is needed to observe the chip. However, 

the only light source in this case is the Optical Excitation Laser which operates in 

the visible region with a 532 nm wavelength. Also, they should join on the same 

optical path to get an image of the chip, but since the required excitation power is 

too much so that it might cause a malfunction in the visible camera (which will be 

explained later in this chapter) so the path is divided with a beam splitter cube.  

 

Figure 4.6. Schematic of the simplified version of the experimental setup 
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The dashed optical path in Figure 4.6 carries both the excitation laser for the chip 

and the image of the chip. The image of the chip is then redirected to the visible 

camera and focused on the camera with a convex lens. This procedure is done after 

coupling the input to the output, which is proceeded by the optical excitation of the 

chip and observing the output power. The excitation laser is focused on the chip via 

a 10X objective, precisely onto the PhC structure, so the index change is achieved 

by optical carrier injection. A picture of the experimental setup while conducting the 

optical carrier injection process is shown in Figure 4.7. Most of the components that 

are listed in Figure 4.6 can be seen in this figure except the light source and OSA. 

 

Figure 4.7. Experimental setup. 
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4.2.1 Fabrication and Measurements 

 

Figure 4.8. Zoomed out SEM Image of the fabricated chip 

After the design and numerical analysis, the devices were fabricated with Electron-

beam (E-beam) lithography on a 260 nm thick SOI wafer. First, the devices were 

sent to METU CENTRAL LAB for SEM Images of the devices, since a change in 

the PhC dimensions might dramatically alter the device characteristics. Since some 

variations are inevitable, a lot of different designs which have varying sizes were 

made and fabricated. A sample SEM image is shown in Figure 4.8. As it is seen from 

the figure that many devices with varying PhC dimensions were fabricated to 

minimize the fabrication errors. The layout of one of the designed 2D PhC structures 

is given in Figure 4.9(a), and a zoomed-in image of the PhC structure is also shown 

in Figure 4.9(b). Due to the variations in the fabrication, the radius of the air holes 

was nearly 1.5 times bigger than the designed ones in the initial layouts. 
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Figure 4.9. (a) The layout of the designed PhC structure. (b) SEM image of PhC part 
of the MZI.  

After a series of parameter scans in designs and micro-fabrication steps, four of the 

configurations are shown in Figure 4.10, structures with the desired dimensions have 

been fabricated and the measurements were conducted with them. 
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Figure 4.10.(a),(b),(c),(d) SEM image of various sized PhC structures. 

First, the transmission spectrum of each device is extracted and a band gap is tried 

to be found by using a broadband light source. Then, the devices with the desired 

parameters were chosen (which have a band gap around 1550 nm wavelength), then 

those devices were thoroughly analyzed with different polarization configurations. 

After that the light source is changed to a single wavelength laser and the optical 

carrier injection was carried out for selected devices. A signal generator modulates 

the injection laser with an appropriate square wave with 50% duty cycle and 1 and 2 

kHz frequencies. Then the output signal is read by the optical power meter which 

converts the optical signal to an electrical signal and its output is also connected to 

an oscilloscope. 
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To make sure that there exist a band gap in the fabricated PhC devices, additional 

waveguides with PhC structures were also fabricated to characterize of both arms of 

MZI structures. They are used for only one purpose, finding the exact location of the 

band gap on the spectrum. Since the extraction and numerical analysis of a band 

diagram structure assumes that there are infinitely many number of unit cells, 

however in reality it is impossible. However, if the length of the PhC structure is 

optimized so that there are sufficiently many number of unit cells, a band gap can be 

observed. In Figure 4.11, this exact case can be seen. Transmission spectra from two 

devices were obtained, where every property except the number of unit cells is 

different. One has fewer air holes than the other. The existence of the band gap is 

clearly seen in the longer PhC. 

 

Figure 4.11. Transmission spectrum from PhC structure with r=160 nm. The blue 
line represents the short PhC structure (which has less number of unit cells in the 
direction of the propagation), the orange line represents the longer PhC where band 
gap is clearly seen around 1550 nm wavelength. 
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The MZI structure then went into the optical excitation process for modulating the 

output intensity. The optical carrier injection laser was modulated via a signal 

generator with 2 kHz square wave signal, when the light source for the chip is a 

single wavelength laser operating at 1549.53 nm wavelength. The output is 

connected to the detector and measured with an oscilloscope. Then, the modulation 

of the output light intensity is captured as shown in Figure 4.12. The blue line 

represents the measured output light intensity converted to an electrical signal by the 

detector. The modulation signal was recreated and put as a reference. 

 

Figure 4.12. Intensity modulation of the MZI with optical carrier injection. 

The optical injection laser has a maximum drive frequency of 2 kHz, so the 

experiments were done with 2 kHz modulation as seen in Figure 4.12. The 

conceptual confirmation of the modulation is done and the optical modulation with 

respect to the input signal is successfully achieved from the optical output signal.  
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This was done with the all optical modulation without any electrical connections 

present on the experimental setup.
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CHAPTER 5  

5 CONCLUSION AND FUTURE OUTLOOK 

We have proposed the first highly tunable 2D rod-type PhC cavity for a refractive 

index sensing application. The light confinement was achieved by sandwiching the 

rods between two PEC layers (which are replaced by gold) to make the effective rod 

heights as infinity. The structure also has an internal electrical tuning mechanism by 

applying a voltage to two metal plates and carefully positioning them via electrostatic 

actuation. Since the E-field is heavily confined in a small region in the air gap on top 

of the rods near the cavity, the resonance characteristics are heavily dependent on 

the size of the air gap. By utilizing electrostatic actuation, the size of the air gap is 

first pulled to an appropriate value after fabrication, then it is calibrated to have a 

resonance wavelength at 1550 nm. Fano-resonance is utilized for creating resonance 

characteristics that is more suitable for detection instead of Lorentzian characteristics 

since the transmission depth is larger as well as Q-factor. However, the maximum 

transmission is reduced by 3 dB since the rod in the middle of the waveguide. It is 

shown that even with a relatively low Q-factor, a very small detection limit can be 

achieved with high sensitivity and Fano-like resonance. Strong localization of the E-

field in the air region creates the opportunity for simple and reliable tuning of the 

cavity resonance, which paves the way for many sensing applications and decreases 

the effect of fabrication errors. A comparison table with similar devices in the 

literature is given in Table 5.1. The mode-volume of this device is calculated as 0.214 

(λ/n)3 and sub-wavelength confinement is achieved without utilizing a nanobeam-

cavity like conventional designs. The internal tuning mechanism offers great 

versatility and minimizes the fabrication errors, as well as the design can stay the 

same but can operate at a relatively broad spectrum of 50 nm around 1550 nm 

wavelength. The design points at a novel, simple and effective way of optical-sensing 

and can be used for many applications, sensing, detection, and classification of gases, 
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airborne molecules, and pathogenic micro-organisms. 

Table 5.1 Comparison of Device Performance Metrics with Literature 

Reference 
Sensitivity 
(nm/RIU) 

Q-Factor S/FWHM 
Tuning Range 

(nm) 
Jágerská et al 
[21] 

510 25000 8069 - 

Sünner et al 
[71] 

83.3 40000 2064 - 

Mohamed et 
al [81] 

422 549 149.5 - 

Tang et al 
[82] 

1125 102.4 74 - 

Wang et al 
[83] 

233 70000 10522 - 

Mohammad 
and Behnam 
[84] 

720 30 14 - 

This Work 1039 2242 748 50.4 
 

The design stands as the first PhC tunable biosensor. Although the numerical 

analysis and confirmation of the device performance with various simulation 

methods are conducted, the device is yet to be fabricated and experimental analysis 

is not completed. Thus, firstly, the design will be fabricated using one of the 

confirmed design method from [70], then it will be analyzed. The resonance and 

transmission characteristics will be measured, then the tuning mechanism will be 

investigated by precisely applying voltage to avoid pull-in. The main difficulty of 

the fabrication is the inherent loss that will be introduced by gold should be 

minimized since it will be the main loss mechanism in the device. The experimental 

setup that is described in Chapter 4 will be used for characterization.  

For the second part of this thesis, the experimental confirmation of the optical 

modulation for the MZI structure is achieved with the optical carrier injection 

method. PhC band diagram is designed so that the dielectric band and air band are 

very close to each other and with a slight shift of the bulk refractive index, the modes 

with some certain frequencies can be transitioned from first band to the second band, 
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and that would result in a much larger phase accumulation and π-radian phase shift 

is achieved in a smaller region. By benefitting from the negative refractive index and 

negative phase accumulation the effective refractive index difference between on 

and off states were calculated as Δneff = -3.886 even though the bulk silicon index is 

shifted from 3.48 to 3.47. Thus, the intensity modulation is achieved with a much 

smaller phase shifter length compared to the ones in the literature (~5 µm). Currently, 

performance characteristics have been optimized by adjusting design with the 

experimental feedback.  

For future work, photonic structures discussed here will be co-integrated with the 

other active and passive components that are also developed in our group such as 

various photodetector designs [85]–[89], quantum information processing 

applications [90]–[93] and novel structures [94]–[96] in order to support the effort 

for all optical photonic network on the same chip both in classical and quantum 

regimes. 
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