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Block ciphers are one of the symmetric key encryption algorithms that are used in many devices. Its increasing popularity has led to the emergence of new cryptanalysis methods. Therefore, measuring block cipher’s security bounds is one main indispensable need for its designers. Two of the most effective attacks on block ciphers are differential and linear cryptanalysis and these attacks’ efficiencies are bonded with a number of active S-boxes of the cipher after a certain number of rounds. Consequently, measuring the number of active S-boxes is one of the techniques to measure the security bounds. There are various methods to calculate this number, both mathematically, and automatically. This thesis focuses on computing the minimum number of active S-boxes automatically, more specifically, using an optimization method called Mixed Integer Linear Programming, a method that achieved noticeable success across both the industrial and academic world. In this thesis, a summary of the studies in the literature on how to calculate the minimum number of active S-boxes with MILP will be given, the author’s own ideas on this subject will also be shared, and the performance results of recent works and author’s ideas will be compared.
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CHAPTER 1

INTRODUCTION

Block Ciphers are symmetric key encryption algorithms that are widely used in many electronic devices. SPN (Substitution-Permutation Network) structures are one of the main structures that block ciphers use, and block ciphers with these structures are known to have an easy and effective implementation in terms of hardware and software. As the name suggests, these structures consist of substitution and permutation layers. New attacks to recover the private key are developed after the escalating use of block ciphers in information security. The two main and effective attacks known are differential [4], and linear [16] cryptanalysis. These attacks exploit cases that occur with high probability and hence recover the keys. These cases mainly occur on the substitution layer of ciphers, i.e. $S$-boxes. Therefore, not only for the attacker but also for the designers, it is important to count the minimum number of active $S$-boxes after a certain number of rounds are completed to say that the cipher is provable secure.

The designers of AES (Advanced Encryption Standard) introduced the Wide Trail Strategy [10] in 2002, which is a designing strategy to resist differential and linear cryptanalysis. Resistance against these two attacks are one of the most important requirements for a newly designed block cipher.

Along with the mathematical approach to calculate the minimum number of active $S$-boxes, another approach to calculate this number automatically has been made by Aoki et al. [3].

Computing the minimum number of active $S$-boxes with Mixed integer linear programming (MILP) was another technique for the second approach used in work done
by Mouha et al. In [17], MILP is an optimization technique used to maximize or minimize an objective function under certain circumstances. MILP became popular among cryptography recent decades. We suggest reader to read [5], [26], [2], [15], [14], [13], [12], [19], in order to investigate the other design and analysis areas that is used. These papers are out of our scope as we investigate the number of active $S$-boxes after certain rounds. The objective function here is to reduce the number of active $S$-boxes, and the constraints are equations that are obtained by difference propagation of the operations across cipher. Therefore, their work covers constructing the MILP models of the operations within the cipher considering these situations. It consists how to construct the models of XOR and linear transformation operations using differential branch number.

After the work done by Mouha et al., Sun et al. made some extensions to it in [20] to compute the minimum number of active $S$-boxes of SPN-based block ciphers. In their work, shortcomings of Mouha’s technique are examined, and how these shortcomings can be overcome are mentioned. One year later, in the works [21], and [22], Sun et al. describes how to refine the $S$-box modeling of their previous technique for ciphers. This refining process can be done by finding the convex hull (convex hull of a set $A$, smallest set that contains $A$) of the set of possible input-output difference pairs of the $S$-boxes and then using the inequalities that define this convex hull set. However, using the initial set of these inequalities is simply too large to add to MILP model. Therefore, they define a greedy algorithm to reduce number the constraints to construct that refined $S$-box model. Thanks to this greedy algorithm, the number of inequalities defining the $S$-box operation has been significantly reduced.

In 2017, Sasaki et al. [18] described another technique to reduce the set of convex hull inequalities instead of Sun et al’s greedy algorithm. Their technique constructs a MILP model from initial set of convex hull inequalities, and impossible input-output difference pairs of an $S$-box. Objective function of model here is minimizing the set of convex hull inequalities, and constraints are constructed with the impossible difference pairs and convex hull inequalities that eliminates them. A slightly better reduction is achieved compared to results of the greedy algorithm by means of this MILP modeling.
In 2020, Boura et al.’ work [8] updated the reduction process of the number of convex hull inequalities of possible input-output difference pairs of $S$-boxes. Since Sasaki et al.’s reduction via MILP is the most effective method known so far, using this method, it aims to find a more reduced result by first making an expansion to the set of convex hull inequalities to be reduced. Their expansion done by the taking sum of some convex hull inequalities that satisfies certain properties. In this way, Their work achieved even better results than Sasaki et al.’s MILP reduction method.

1.1 Our Contribution

We tried to find a different set of inequalities describing an $S$-box other than the work done by Boura et al. [8]. To achieve this, we categorized impossible input-output difference pairs of an $S$-box and extract subsets of inequalities that can eliminate each category. In this way we were able to find a new set of inequalities describing an $S$-box. We applied our idea on $4 \times 4$ $S$-boxes of SPN-based block ciphers Present [6], Prince [7], and Klein [11], constructed models according to Sasaki et al.’s work, Boura et al.’s work and our work. We had able to achieve a better performance to find minimum number of active $S$-boxes for the ciphers Present, Prince, and Klein. The results are given in Table 3.9 at Chapter 3.

1.2 Outline of the Thesis

Chapter 2 investigates the works done by Mouha et al. [17], Sun et al. [20], [21], [22], Sasaki et al. [18], and Boura et al. [8]. It is explained how MILP modeling can be done by utilizing difference propagation, structural properties of encryption operations ($S$-boxes specifically).

Chapter 3 covers our contribution to reduce the number of constraints to model an $S$-box operation. We categorized impossible input-output difference pairs of an $S$-box according to their certain properties, and then obtained a new set of constraints other than the related works mentioned in chapter 2 to eliminate them. Then the MILP models from recent techniques and our adjustments are compared for the block ci-
phers Present [6], Prince [7], and Klein [11]. A slightly improvement in performance is observed for the models of these ciphers. These results are given in Table 3.9.

Chapter 4 refers to the importance of calculating the security bounds of block ciphers. It summarizes mentions that the minimum number of active s-boxes in certain rounds is also one of the security parameters, and it also mentioned that how this number is calculated and how to calculate it with MILP. It briefly touches upon what we have done in this regard and tells about the work we will do as a future work.

1.3 Preliminaries

Mixed Integer Linear Programming is a method used to optimize a particular problem under related constraints. It is a branch of linear programming, which differs as it uses both integers and real numbers intending to boost the overall performance. The problem is defined as minimization or maximization of a specific function according to the situation, called the objective function. The objective function is optimized under certain circumstances. These circumstances are called constraints, need to be linear inequalities. This optimization method achieved a noticeable performance in both the industrial and academic worlds.

Mixed Integer Linear Programming can be defined as follows:

**Definition 1.** Find a vector $x \in \mathbb{Z}^k \times \mathbb{R}^{n-k} \subseteq \mathbb{R}^n$ with $Ax \leq b$, such that the linear function $c_1x_1 + c_2x_2 + \ldots + c_nx_n$ is minimized (or maximized), where $(c_1, \ldots, c_2) \in \mathbb{R}^n$, $A \in \mathbb{R}^m$, $A \in \mathbb{R}^{m \times n}$, and $b \in \mathbb{R}^m$.

Aside from being used a lot to optimize the challenging mathematical problems used in cryptography, such as the 0-1 knapsack problem and traveling salesman problem, it has been used in cryptanalysis in recent years [17].

**Example: (Furniture Factory Problem)**

Assume that there is a furniture production factory that produces tables and chairs. Let $p_1$ be the number of chairs made, and $p_2$ be the number of tables produced. The products require wood and labor to be built, and they have different price tags. As-
sume that a chair needs 10 units of wood, 12 hours of labor work, and its price tag is 50 dollars. On the other hand, let a table needs 25 units of wood, 18 hours of labor work, and let its price tag is 95 dollars. The factory has capacities for both blocks of wood and the labors 500 units and 650 hours, respectively. The problem is, how many chairs and tables must be produced in order to maximize the profit?

<table>
<thead>
<tr>
<th>Data</th>
<th>Chair</th>
<th>Table</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>10</td>
<td>25</td>
<td>500</td>
</tr>
<tr>
<td>Labour</td>
<td>12</td>
<td>18</td>
<td>650</td>
</tr>
<tr>
<td>Price Tag</td>
<td>50</td>
<td>95</td>
<td>–</td>
</tr>
</tbody>
</table>

Our objective function to be maximized here is the sum of prices of the products, so that it is $50p_1 + 95p_2$. Also the number of produced products cannot be negative, therefore we have the constraint $p_1, p_2 \geq 0$. Moreover, we need to include resource constraints according to their capacities, which are $10p_1 + 25p_2 \leq 500$ and $12p_1 + 18p_2 \leq 650$.

All in all, the furniture factory problem can be modeled like this:

\[
\begin{align*}
\text{maximize} & \quad 50p_1 + 95p_2 \\
\text{subject to} & \quad 10p_1 + 25p_2 \leq 500 \\
& \quad 12p_1 + 18p_2 \leq 650 \\
& \quad p_1, p_2 \geq 0
\end{align*}
\]

MILP can be used to calculate the minimum active $S$-boxes for $n$ rounds of ciphers, and in this thesis, the recent research that has been conducted according to this problem will be investigated. Our objective function is the sum of active $S$-boxes after the $n$ rounds, so that as one needs to minimize this number, we will aim to minimize this objective function. We will construct our constraints with the operations that have been done to the bits. Therefore, we need to consider all the confusion and diffusion layer bit operations to cover the cipher fully.

On the other hand, as MILP calculates the minimum active $S$-box count for a cipher,
it also calculates the input difference necessary to achieve this $S$-box count. One can infer that it can also be used to calculate the best pattern, i.e., the distinguisher for differential cryptanalysis. Since it is difficult to find a distinguisher for a specific cipher, it can be practical for the analyst.
CHAPTER 2

CALCULATING MINIMUM NUMBER OF ACTIVE S-BOXES USING MILP

This chapter will examine various works related to calculating the minimum number of active S-boxes using MILP.

2.1 Introduction

As it aims to find the best possible solution to a particular problem, MILP is used to optimize the problems covering the cryptanalysis side of cryptography. In 2011, Mouha et al. published a paper to show how to compute the number of active S-boxes for the first time by using MILP in order to reduce the workload for designers and cryptanalysts.

Differential and linear cryptanalysis are statistical attacks. Their primary purpose is to find a distinguisher that is a pattern with high probability. Using this distinguisher, check if the attacker can find the key used in cipher in polynomial time. In order to do this, analysts should scan all possible patterns and find the pattern with the highest probability, which is a time-consuming problem as there are so many options. Also, there is the possibility of human errors. Mouha et al. state that if one can correctly model the cipher for MILP, it can find the best possible pattern along with the number of active S-boxes.
2.2 Constructing MILP Model of Ciphers

In their work, Mouha et al. construct the models of the ciphers Enocoro-128V2 and AES. The concept of differential branch number must be mentioned to define the difference propagation in the ciphers correctly. The differential branch number is the minimum number of 1s in input and output differences in an operation, which is eventually used for a reasonable explanation about the propagation. More Formally, the differential branch number for an S-box can be defined as:

**Definition 2.** Differential branch number of S-box $B_s$ is defined as,

$$B_s = \min\{wt((\alpha \oplus \beta) \| (S(\alpha) \oplus S(\beta))) : \alpha, \beta \in \mathbb{F}_2^w\}$$

where $\alpha \neq \beta$.

We will cover how to construct MILP model of a cipher to calculate the minimum number of active S-boxes on stream cipher Enocoro-128v2. Therefore, its description must be given:

**Description of Enocoro-128v2**

Enocoro-128v2 is a stream stream cipher proposed in 2010 by Hitachi [25] which was inspired by Panama construction [9]. In its internal state, it has a buffer $b$ which is 32 bytes long ($b_0, ..., b_{31}$) and it also has a state variable $a$ which is 2 bytes long ($a_0, a_1$). The state update of Enocoro-128v2 is given in Figure 2.1.

![Figure 2.1: State update in enocoro128v2](image)

The state function uses the functions $\rho$ and $\lambda$ to update the internal state.
Function $\rho$ uses an 8-bit $S$-box, the Linear transformation $L$, and XOR operations to update the state variable $a$. Here $L$ is a linear transformation that is defined in $GF(2^8)$ and can be expressed as:

$$
\begin{bmatrix}
v_0 \\
v_1
\end{bmatrix} = L(u_0, u_1) = \begin{bmatrix} 1 & 1 \\ 1 & d \end{bmatrix} \cdot \begin{bmatrix} u_0 \\ u_1 \end{bmatrix}
$$

(2.1)

where $d \in GF(2^8)$.

Here $d = 0x02$, the two inputs of $L$ are $u_0 = a_0^t \oplus S[b_2^t]$ and $u_1 = a_1^t \oplus S[b_7^t]$. The outputs of $L$ are used to calculate the update state as:

$$
a_0^{t+1} = v_0 \oplus S[b_{16}^t],
$$

$$
a_1^{t+1} = v_0 \oplus S[b_{29}^t].
$$

Function $\lambda$ uses XORs and bytewise rotation in order to update the buffer $b$. This function can be simply expressed as:

$$
b_i^{t+1} = \begin{cases} 
b_{31}^t \oplus a_0^t, & \text{if } i = 0, \\
b_2^t \oplus b_6^t, & \text{if } i = 3, \\
b_7^t \oplus b_{15}^t, & \text{if } i = 8, \\
b_{16}^t \oplus b_{28}^t, & \text{if } i = 17, \\
b_i^{t-1}, & \text{if } i = \text{otherwise}. 
\end{cases}
$$

**Constructing the MILP Model of Enocoro-128v2**

As shown in the figure [2.1], the update function of the stream cipher has 8 XOR operators, 1 linear transformation $L$, and 4 $S$-box operations. In order to model the ciphers and find their security bounds, i.e calculate the number of active $S$-boxes in specified rounds, one should correctly model its XOR operations and the linear transformation $L$.

**2.2.1 MILP Model of XOR**

To correctly model the differential propagation for XOR modeling, we refer to definition 2 (Differential Branch Number). According to its definition, one should check all
the operation’s non-zero input and output combinations to find its differential branch number. All possible non-zero inputs and their outputs suggest that the differential number of XOR operation is 2. This result means that the sum of the weights of inputs and the output must be at least two. To construct the XOR model, let \( x_1 \) and \( x_2 \) be the two inputs, and \( y \) is the output, i.e \( x_1 \oplus x_2 = y \). This XOR operation can be expressed as the following four inequalities:

\[
\begin{align*}
x_1 + x_2 + y & \geq 2d, \\
d & \geq x_1, \\
d & \geq x_2, \\
d & \geq y,
\end{align*}
\]

where \( d \) is a dummy binary variable where it is equal to 0 if all of the input and output variables are zero, and 1 otherwise. The story behind why Mouha et al. used four inequalities for the linear representation is to express the propagation correctly. Let us examine all cases. First, assume that all the input and output variables are zero. Then, the dummy variable \( d \) is also zero, and so the second, third and fourth inequalities hold. Moreover, as both sides of the first equation are zero, it also holds.

Secondly, assume that one of the inputs is zero and the other is non-zero, without loss of generality, say \( x_1 \) is non-zero, \( x_0 \) is zero. Dummy variable \( d \) is 1 in this case, and so the LHS of the first inequality must be greater than 2. Therefore there needs to be at least one bit active, i.e., \( y \) must be non-zero, which is the nature of an XOR operation. Finally, consider both of the input variables are non-zero. Then of course dummy variable \( d \) is 1, and as \( x_1 \) are \( x_2 \) are non-zero the LHS is always greater than 2.

### 2.2.2 MILP Model of Linear Transformation

The structure of linear transformation \( L \) is given in Equation 2.1. Since the minimum total weight of its all possible non-zero inputs and outputs is 3, its differential branch number is 3. Therefore, one can express this operation like the previous XOR modeling, with the constraints which are given below:
\[ x_1 + x_2 + y_1 + y_2 \geq 3d, \]
\[ d \geq x_1, \]
\[ d \geq x_2, \]
\[ d \geq y_1, \]
\[ d \geq y_2, \]

where \( d \) is again a dummy variable which is 0 if every input and output variables are zero, and 1 otherwise.

### 2.2.3 Applying Models for Enocoro-128v2

Enocoro description shows that it has eight XOR operations in its structure. Let us call the initial difference vectors as \( \{x_0, \ldots, x_{31}\} \) for the buffer \( b \) and \( \{x_{32}, x_{33}\} \) for state variable \( a \). The first XOR operation takes \( x_{31} \) and \( x_{32} \) as inputs and let \( x_{33} \) be a new difference vector that is output of this operation. Then, from Subsection 2.2.1 one can construct the model of this XOR operation as:

\[ x_{31} + x_{32} + x_{34} \geq 2d_0, \]
\[ d_0 \geq x_{31}, \]
\[ d_0 \geq x_{32}, \]
\[ d_0 \geq x_{34}. \]

Since one uses an exact way to model the other seven XOR operations, let us define it in the following table.
Table 2.1: Difference variables for XOR operations of Enocoro-128v2. \(v_0\) and \(v_1\) are the outputs of the Linear Transformation \(L\).

<table>
<thead>
<tr>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_{31})</td>
<td>(x_{32})</td>
<td>(x_{34})</td>
</tr>
<tr>
<td>(x_2)</td>
<td>(x_{32})</td>
<td>(x_{35})</td>
</tr>
<tr>
<td>(x_7)</td>
<td>(x_{33})</td>
<td>(x_{37})</td>
</tr>
<tr>
<td>(x_7)</td>
<td>(x_{15})</td>
<td>(x_{38})</td>
</tr>
<tr>
<td>(x_{16})</td>
<td>(v_0)</td>
<td>(x_{39})</td>
</tr>
<tr>
<td>(x_{16})</td>
<td>(x_{28})</td>
<td>(x_{40})</td>
</tr>
<tr>
<td>(x_{29})</td>
<td>(v_1)</td>
<td>(x_{41})</td>
</tr>
</tbody>
</table>

From Table 2.1 one can construct the XOR models with the desired variables.

On the other hand, the inputs for the linear transformation \(L\) are the outputs of the second and fourth XOR operations, namely \(x_{35}\) and \(x_{37}\), respectively. Let us call the output difference variables of this operation as \(x_{42}\) and \(x_{43}\). From subsection 2.2.2 one can construct the model as:

\[
x_{35} + x_{37} + x_{42} + x_{43} \geq 3d_8, \\
d_8 \geq x_{35}, \\
d_8 \geq x_{37}, \\
d_8 \geq x_{42}, \\
d_8 \geq x_{43}.
\]

After constructing the \(L\) model, one can call the previous differential variables \(v_0, v_1\) which were the inputs for sixth and eighth XOR operations, as \(x_{42}\) and \(x_{43}\) respectively.

### 2.2.4 Computing Security Bounds of a Cipher

In the subsection 2.2.3 it was explained how to apply the MILP models of XOR and linear transformation in a specific cipher. It is seen that how the difference vectors are related to each other, and how the new output difference variables are generated. To analyze the model in a MILP solver, the analyzer now needs to have an objective
function to be maximized or minimized. As mentioned in section 2.1, the objective function here is to find the minimum number of active $S$-boxes. Before moving on, it would be meaningful to define an active $S$-box.

**Definition 3.** Let $S$ be an $n \times n$ $S$-box and $\{x_0, \ldots, x_{n-1}\}$ be the input difference vector of $S$. Then $S$ is called **active** if any of this difference variables are 1 and $S$ is not active if $x_i = 0$, $\forall i \in \{0, \ldots, n-1\}$.

Definition 3 suggests that to investigate the activeness of an $S$-box, one should check its input difference variables. Therefore, e.g., back to Enocoro whose structure is given in Figure 2.1 to check whether the first $S$-box is active in the first round, one should look for the difference variable $x_2$. Similarly, $x_7$, $x_{16}$ and $x_{29}$ for the second, third, and fourth $S$-boxes, and since the analyzer desires to find a path for minimum possible active $S$-box case, they should minimize the sum of this variables. Then, for the 1 round Enocoro-128v2, the related objective function to be minimized becomes:

**Objective Function:** Minimize $x_2 + x_7 + x_{16} + x_{29}$.

### 2.3 Modeling SPN Ciphers To Analyze With MILP

In 2013, inspired by the work mentioned in the previous chapter, i.e Mouha et al.’s work, Sun et al. published a paper regarding a further study to use MILP in cryptanalysis [20]. Their work investigated the SPN-based block cipher PRESENT [6] and defined some new structures for the $S$-box modeling.

Back to Mouha et al.’s work, it was not enough to fully cover the diffusion effect of bitwise permutation since their work was for word-level permutation layers. Therefore, Sun et al., extended Mouha et al.’s work, introduced new modeling to SPN structures for XOR operations, and applied these operations to the international standard for lightweight symmetric key cryptography, PRESENT, and showed the ciphers security bounds according to their model.
2.3.1 Extension Done by Sun et al.

To introduce the work done by Sun et al., let us call an $r$ round SPN block cipher with $n$ bit state and its $s \times s$ $S$-box as SPN$(n, s, r)$. For example, we can call PRESENT as PRESENT(64, 4, 31).

2.3.2 Representing MILP Variables for the Structure

Consider $\{x_{r,0}, x_{r,1}, \ldots, x_{r,n-2}, x_{r,n-1}\}$ be the round state difference vector of a given SPN cipher at $r$th round. Then, for any $x_{r,i}$ where $i \in \{0, n−1\}$,

$$ x_{r,i} = \begin{cases} 
1, & \text{if there is a difference in that bit position, i.e bit is active,} \\
0, & \text{otherwise.} 
\end{cases} $$

Moreover, Consider $\{A_{r,0}, A_{r,1}, \ldots, A_{r,\frac{n}{s}-2}, A_{r,\frac{n}{s}-1}\}$ be $S$-boxes of a given SPN cipher at $r$th round. Then, for any $A_{r,i}$ where $i \in \{0, \frac{n}{s}−1\}$,

$$ A_{r,i} = \begin{cases} 
1, & \text{if the } S\text{-box } A_{r,i} \text{ is active,} \\
0, & \text{otherwise.} 
\end{cases} $$

2.3.3 Modeling Input Output Bits of an $S$-box According to Differential Branch Number

In this subsection, using the differential branch number $B$ of the cipher’s $S$-box, we will show how to connect the input and output bits to each other. For an $s \times s$ $S$-box $S$, define $\{x_0, x_1, \ldots, x_{s-2}, x_{s-1}\}$ and $\{y_0, y_1, \ldots, y_{s-2}, y_{s-1}\}$ as input and output bits, respectively. Inspired by Mouha et al. work on XOR modeling in subsection 2.2.1, one can model this as:

$$ x_0 + x_1 + \cdots + x_{s-2} + x_{s-1} + y_0 + y_1 + \cdots + y_{s-2} + y_{s-1} \geq B \cdot d, $$

$$ d \geq x_0, $$

$$ \vdots $$
\[ d \geq x_{s-1}, \]
\[ d \geq y_0, \]
\[ \vdots \]
\[ d \geq y_{s-1}, \]

2.3.4 Connecting a State’s Bit Variables With S-box Variables

Now our goal here is, to connect the variables that have been given in previous subsection. To achieve this, let us define input and output difference vectors of an S-box \( A_{r,i} \) as \( \{x_{r,0}, x_{r,1}, \ldots, x_{r,s-2}, x_{r,s-1}\} \) and \( \{y_{r,0}, y_{r,1}, \ldots, y_{r,s-2}, y_{r,s-1}\} \), respectively. The definition of S-box suggests that its bijective, so that a non-zero input always maps to a non-zero output, which makes it clear that a non-zero input or output bit always turns the S-box to active. This condition can be achieved in a MILP model with the following constraints:

\[
\begin{align*}
  x_{r,0} - A_{r,i} & \leq 0, \\
  x_{r,1} - A_{r,i} & \leq 0, \\
  \vdots & \\
  x_{r,s-1} - A_{r,i} & \leq 0, \\
  y_{r,0} - A_{r,i} & \leq 0, \\
  y_{r,1} - A_{r,i} & \leq 0, \\
  \vdots & \\
  y_{r,s-1} - A_{r,i} & \leq 0,
\end{align*}
\]

These constraints indicate that \( A_{r,i} \) is active if one of the variables is non-zero. Moreover, because of the same rule, the other side of the medallion must be achieved, namely, if the S-box is active, at least one of the difference variables must be non-zero. Therefore, the following constraint must also be added:

\[ x_{r,0} + x_{r,1} + \cdots + x_{r,s-2} + x_{r,s-1} + y_{r,0} + y_{r,1} + \cdots + y_{r,s-2} + y_{r,s-1} - A_{r,i} \geq 0 \]

Up to this point, the constraints are similar to the ones that Mouha et al. defined in
their work for XOR operation. However, these are still not enough to fully cover the bijection property of the $S$-box operation. Consider the following counterexample for this assertion:

Assume that $\{x_0, x_1, \ldots, x_{s-2}, x_{s-1}\}$ and $\{y_0, y_1, \ldots, y_{s-2}, y_{s-1}\}$ be the input and output difference vectors. Assume differential branch number $B$ is less than $S$-box size $s$. Let $B$ of input variables are non-zero and all the other variables are zero. Without lost of generality, say $\{x_0, \ldots, x_B\}$ is 1. As shown in subsection 2.3.3, the dummy variable $d$ is need to be 1 as there are non-zero variables and so the constraints $d \geq x_i$ and $d \geq y_i$ for all $i \in \{0, s-1\}$. For the constraint,

$$x_0 + x_1 + \cdots + x_{s-2} + x_{s-1} + y_0 + y_1 + \cdots + y_{s-2} + y_{s-1} \geq B \cdot d,$$

the right hand side is;

$$B \cdot d = B \cdot 1 = B.$$

Variously, the left hand side is;

$$x_0 + x_1 + \cdots + x_B + \cdots + x_{s-2} + x_{s-1} + y_0 + y_1 + \cdots + y_{s-2} + y_{s-1} =$$

$$= 1 + \cdots + 1 + 0 + \cdots + 0 = B.$$

Therefore, as both the LHS and the RHS are $B$, the constraint holds, so that this example does not violate our constraints. However, this a counterexample to the bijection property of the $S$-box as the input is non-zero, but the output is zero. Therefore, there need to be extra constraints in order to correct this problem. Sun et al. suggested two new constraints to overcome this situation, which are:

$$s \cdot (x_0 + \cdots + x_{s-1}) - (y_0 + \cdots + y_{s-1}) \geq 0,$$

$$s \cdot (y_0 + \cdots + y_{s-1}) - (x_0 + \cdots + x_{s-1}) \geq 0.$$

The reason to multiply the positive variables with $S$-box size $s$ is to satisfy necessary active negative bits with the less active positive variables as an $S$-box can map one active input variable to many output variables and similarly many to one.
2.3.5 Cutting Off Impossible S-box Paths

From subsections 2.3.3 and 2.3.4, one can model S-box of a cipher according to its branch number, and its size. However, constraints derived from these attributes are not enough to eliminate all of the impossible paths of the cipher. Here, the definition of a differential path must be given in order to understand the cutting off concept better:

**Definition 4.** Let $S$ be an $s \times s$ S-box, $\{x_0, \ldots, x_{s-1}\}$ and $\{y_0, \ldots, y_{s-1}\}$ be the input and output differences, respectively. Then, $\{x_0, \ldots, x_{s-1}, y_0, \ldots, y_{s-1}\}$ is called a differential path. When an input difference $\{x_0, \ldots, x_{s-1}\}$ leads to an output difference $\{y_0, \ldots, y_{s-1}\}$ with a non-zero probability, then this differential path is called possible. Otherwise, it is called impossible.

The impossible and possible paths of an S-box are unique to their own so that if one creates a model of an S-box without considering these paths, the model could be very superficial. Moreover, all the S-boxes with the same size and branch number would have the same solution space, which is inaccurate as they have different mappings. To model S-boxes more accurately, considering possible and impossible paths, Sun et al. [22] suggested new constraints, which are called cutting off inequalities.

**Definition 5.** Cutting off inequalities of an S-box are the linear inequalities that are satisfied by all possible paths of the S-box, but violated by at least one impossible path of the S-box.

An accurate model can be constructed if one creates a sufficient number of cutting off inequalities to eliminate all impossible paths of an S-box. Therefore, the problem now becomes how to create enough cutting off inequalities.

2.3.5.1 Generating Cutting off Inequalities

In this part, we will see how to generate the cutting off inequalities. Sun et al. suggest two methods for that, logical condition modeling and convex hull modeling [22].

**Logical Condition Method To Construct Cutting off Inequalities**
This method aims to exploit from characteristics of certain input or output bits in an S-box. The definition for these individual bits is given below:

**Definition 6.** For a specific S-box input difference $\Delta x$, it can be observed that some of the bits of the corresponding output difference can be unchanged. Similarly, this anomaly can also be observed in the input difference bits for a specific output difference $\Delta y$. This constant bits are called **undisturbed bits** [24].

This modeling approach constructs inequalities of logical conditions collected from undisturbed bits of an S-box to eliminate the impossible paths in its solution space. A formal definition for the logical condition is given below:

**Definition 7.** Let $\{x_0, \ldots, x_{s-1}\}$ be the input bit differences of an $s \times s$ an S-box whose 0-1 results are $\{\rho_0, \ldots, \rho_{s-1}\}$ and $\{y_0, \ldots, y_{s-1}\}$ be the output difference bits corresponding to this input. Let $\{y_n, \ldots, y_k\}$ be the undisturbed output bit differences such that $n \leq k$ and $0 \leq n, k \leq s$, whose 0-1 results are $\{\sigma_n, \ldots, \sigma_k\}$. Then, one can show this case as the logical condition:

$$\{x_0, \ldots, x_{s-1}\} = \{\rho_0, \ldots, \rho_{s-1}\} \implies \{y_n, \ldots, y_k\} = \{\sigma_n, \ldots, \sigma_k\}$$
Considering the definition and variables defined in the definition, the formula to construct logical condition inequality is given below:

\[
\sum_{i=0}^{s-1} (-1)^{\rho_i} x_i + \sum_{i=n}^{k} (-1)^{\sigma_i+1} y_i - \sum_{i=n}^{k} \sigma_i + \sum_{i=0}^{s-1} \rho_i \geq 0
\]

Using undisturbed bits, one can construct the logical condition inequalities based on the corresponding input or output differences.

To making things more clear, consider four propositions on Present’s S-box, given in section 4 of Tezcan’s work [24]:

1. If the input difference is 1001, then the least significant bit in output is an undisturbed bit, which is always 0.
2. If the input difference is 0001 or 1000, then the least significant bit in output is an undisturbed bit, which is always 1.
3. If the output difference is 0001 or 0100, then the least significant bit in input is an undisturbed bit, which is always 1.
4. If the output difference is 0101, the least significant bit in input is an undisturbed bit, which is always 0.

Taking into account these propositions, logical condition constraints for Present’s S-box can be constructed from the formula above:

\[-x_0 + x_1 + x_2 - x_3 - y_3 + 2 \geq 0, \text{ from proposition 1},

x_0 + x_1 + x_2 - x_3 + y_3 \geq 0, \text{ from proposition 2},

-x_0 + x_1 + x_2 + x_3 + y_3 \geq 0, \text{ from proposition 2},

x_3 + y_0 + y_1 + y_2 - y_3 \geq 0, \text{ from proposition 3},

x_3 + y_0 - y_1 + y_2 + y_3 \geq 0, \text{ from proposition 3},

-x_3 + y_0 - y_1 + y_2 - y_3 + 2 \geq 0, \text{ from proposition 4},

\]

Although these constraints eliminate the impossible paths conflicting with the value of undisturbed bits, this method lacks to eliminate all impossible paths of an S-box.

**Convex Hull Method To Construct Cutting off Inequalities**
**Convex Hull** of a set of points $A$ is the most miniature convex set (for any two points in the set, the line segment joining them is also in the set) that contains $A$.

The problem here is to divide the solution space of an $S$-box into two parts; possible and impossible paths. If one can find the convex hull of the possible paths, then the $S$-box can be modeled more accurately. The inequalities defining the convex hull of the possible paths will be called the cutting off inequalities that we defined in definition 5.

Fortunately, an open-source mathematical software system called SageMath has its built-in Convex hull inequality extraction method in its `sage. geometry. polyhedron` library. The method is called `inequality_generator()`, and one needs first to define a polyhedron with the vertices selected from possible paths of the $S$-box, then the method returns the inequalities whose solution space gives the $S$-box’s convex hull.

However, the inequalities collected from SageMath’s method are too many to apply in MILP modeling. For example, for the $S$-box of block cipher Prince, there are 300 cutting off inequalities to eliminate its impossible paths. Moreover, since its state is 64-bit and $S$-box is 4-bit, the $S$-box layer works 16 times to substitute the state entirely, and it has 12 $S$-box operations in total (although it has 11 rounds, there are 2 $S$-box operations in its middle round). Therefore, in total, it makes $300 \cdot 16 \cdot 12 = 57600$ constraints to be added to its MILP model in order to eliminate every impossible path in its encryption process, which is overwhelmingly costly.

In their work, Sun et al. [22] observed that there are some ineffective inequalities in convex hull of possibilities, in terms of their eliminating impossible sets. In other words, the impossible sets of some convex hull inequalities are subsets of union of some other convex hull inequalities’ elimination sets. For example, let $z_i$, $z_j$, $z_k$ be cutting off inequalities in the convex hull set $\{z_0, z_1, \ldots, z_n\}$ which eliminates the impossible paths $\{p_0, p_1, \ldots, p_k\}$ where $i, j, k \leq n$. Assume that $z_i$ eliminates the impossible subset $E_i = \{p_1, p_5, p_7\}$, while $z_j$ eliminates $E_j = \{p_1, p_8, p_9\}$ and $z_k$ eliminates $E_k = \{p_1, p_3, p_5, p_7\}$. It is obvious that $E_i \subset E_j \cup E_k$. Therefore there is no need to use $z_i$ as a cutting of inequality as its eliminated impossible subset is can be eliminated by union of other cutting off inequalities.
Sun et al. [22] have made a greedy approach to select the best cutting off inequalities through a set of the convex hull for a given output size as an input. In this approach, the set of convex hull inequalities $H_{set}$, the set of impossible paths $X_{set}$ for a specified $S$-box, and the number $n$, which is the number of cutting off inequalities to be selected from $H_{set}$ are the inputs of the algorithm. The algorithm loops $n$ times, and in every iteration, it omits the convex hull inequality, which eliminates the most impossible paths, adds it to the output set, and then moves to the next loop. The pseudocode of greedy algorithm follows as:

**Algorithm 1** Greedy Algorithm to select k inequalities from Convex Hull set  

**Input:** positive integer $k$, Convex Hull $H_{set}$, set of impossible paths $X_{set}$  

**Output:** the set of k cutting of inequalities $Result$  

1: $index \leftarrow 0$
2: for $j$ from 0 to $k$ do
3:     for $i$ in $H_{set}$ do
4:         $E \leftarrow E + \{\text{The set of impossibles eliminated by } i\}$
5:     end for
6:     $index \leftarrow \text{index of set in } E \text{ with max number of elements}$
7:     $result \leftarrow result + H_{set}[index]$
8:     for $imp$ in $E[index]$ do
9:         $X_{set} \leftarrow X_{set} - imp$
10:    end for
11: $H_{set} \leftarrow H_{set} - H_{set}[index]$
12: end for
13: return $result$

The problem with the greedy algorithm in Sun et al.’s work [22] is, although it makes a smaller solution space via $n$ selected cutting off inequalities, it may not eliminate the whole impossible path set if one gives the input $n$ less than the minimum required. To overcome this problem, Sun et al. updated their algorithm to check if the selected $n$ inequalities eliminate the impossible set entirely. In this scenario, the algorithm does not require the cutting inequality count $n$ as an input, and it just continues to run until the output set eliminates the whole impossible paths. The pseudocode of the
Algorithm 2 Greedy Algorithm to select cutting off inequalities from Convex Hull set for an $S$-box which completely eliminates the whole impossible paths

**Input:** Convex Hull $H_{set}$, Set of impossible paths $X_{set}$

**Output:** the set of cutting off inequalities $result$

index $\leftarrow$ 0

2: while true do

3: for $i$ in $H_{set}$ do

4: $E \leftarrow E + \{\text{The set of impossibles eliminated by } i\}$

end for

6: index $\leftarrow$ index of set in $E$ with max number of elements

7: $result \leftarrow result + H_{set}[index]$  

8: for imp in $E[index]$ do

9: $X_{set} \leftarrow X_{set} - imp$

end for

10: $H_{set} \leftarrow H_{set} - H_{set}[index]$

12: if $X_{set} = \emptyset$ then

13: return $result$

end if

end while

The comparison of number of cutting off inequalities obtained from the convex hull of possible paths and greedy algorithm according to block ciphers Present [6], Klein [11] and Prince [7] is given below:

Table 2.2: The comparison of number of cutting off inequalities obtained from the convex hull of possible paths and greedy algorithm for $S$-boxes of ciphers Present, Klein and Prince

<table>
<thead>
<tr>
<th>$S$-box</th>
<th>Greedy Algorithm Output Count</th>
<th>Convex Hull Inequality Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>23</td>
<td>327</td>
</tr>
<tr>
<td>Klein</td>
<td>24</td>
<td>311</td>
</tr>
<tr>
<td>Prince</td>
<td>28</td>
<td>300</td>
</tr>
<tr>
<td>Prince Inversed</td>
<td>26</td>
<td>300</td>
</tr>
</tbody>
</table>
2.3.6 Reducing the Number of Cutting off Inequalities Using Mixed Integer Linear Programming

In 2017, Sasaki et al. suggested a new method that uses mixed integer linear programming to reduce the convex hull inequalities.

To convert this reduction problem to a mixed integer linear programming problem, first let the convex hull of possible paths of an S-box be $H_{set} = \{z_0, \ldots, z_n\}$ where any $z_i \in H_{set}$ represents a convex hull inequality. $z_i$ is a binary variable that takes 1 if it is included in the model, or it takes 0 otherwise. As our aim here is to find the minimum number of convex hull inequalities to be included, our objective function is

\[
\text{minimize } z_0 + z_1 + \cdots + z_{n-1} + z_n
\]

To construct the constraints to minimize the objective function, one needs to find the eliminating inequalities for every impossible path. To make it more clear, let $imp_0, imp_1, \ldots, imp_k$ be impossible paths. Assume that their eliminating inequalities are $\{z_0, z_5, z_n\}, \{z_0, z_3, z_{n-1}\}, \ldots, \{z_3, z_{11}, z_{27}\}$, respectively. The table below shows which inequalities are active for their relating impossible path.

<table>
<thead>
<tr>
<th></th>
<th>$z_0$</th>
<th>$z_1$</th>
<th>$z_2$</th>
<th>$z_3$</th>
<th>$z_4$</th>
<th>$z_5$</th>
<th>$\cdots$</th>
<th>$z_{11}$</th>
<th>$\cdots$</th>
<th>$z_{27}$</th>
<th>$\cdots$</th>
<th>$z_{n-1}$</th>
<th>$z_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$imp_0$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$\cdots$</td>
<td>0</td>
<td>$\cdots$</td>
<td>0</td>
<td>$\cdots$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$imp_1$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$\cdots$</td>
<td>0</td>
<td>$\cdots$</td>
<td>0</td>
<td>$\cdots$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\cdots$</td>
<td>$\vdots$</td>
<td>$\cdots$</td>
<td>$\vdots$</td>
<td>$\cdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$imp_k$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$\cdots$</td>
<td>1</td>
<td>$\cdots$</td>
<td>1</td>
<td>$\cdots$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Then, the constraints from $imp_0, imp_1, \ldots, imp_k$ can be constructed as:

\[
imp_0: z_0 + z_5 + z_n \geq 1 \\
imp_1: z_0 + z_3 + z_{n-1} \geq 1 \\
\vdots \\
imp_k: z_3 + z_{11} + z_{27} \geq 1
\]

The sum of LHS must be greater than 1 to eliminate an impossible path by at least one convex hull inequality.
When modeled in this way, the convex hull inequality reduction problem may be solved more legitimately, instead of the biased perspective one in the greedy algorithm.

The comparison of the results from convex hull, greedy algorithm and reduction with MILP for ciphers Present, Klein, and Prince is given below:

Table 2.4: Comparison of number of cutting off inequalities collected from Convex Hull, Greed Algorithm and Reduction with MILP for $S$-boxes of ciphers Present, Klein and Prince

<table>
<thead>
<tr>
<th>$S$-box</th>
<th>Convex Hull Inequality</th>
<th>Greedy Algorithm</th>
<th>Reduction with MILP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>327</td>
<td>23</td>
<td>21</td>
</tr>
<tr>
<td>Klein</td>
<td>311</td>
<td>24</td>
<td>21</td>
</tr>
<tr>
<td>Prince</td>
<td>300</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>Prince Inversed</td>
<td>300</td>
<td>26</td>
<td>22</td>
</tr>
</tbody>
</table>

In 2020, Boura et al. suggested a new algorithm for reducing the convex hull inequalities [8]. The algorithm aims to find new candidate inequalities using the linear combinations of convex hull inequalities, which needs to eliminate a new set of impossible paths other than the convex hull inequalities. The algorithm takes possible paths of an $S$-box, and a positive integer $k$, which is the number of inequalities going to be combined to create a new candidate inequality. After taking the input, firstly, the convex hull inequalities $H_{set}$ of its possible paths are calculated, and then the inequalities are assigned to an output set $O_{set}$. Then, for every possible path $pos$ of $S$-box, and for every $\{C_1, \ldots, C_k\} \in P(H_{set}, k)$ such that any $C_i \in \{C_1, \ldots, C_k\}$ satisfied by $pos$ with zero left hand side, $C_{new}$ is computed from the vector addition of these inequalities, i.e $C_{new} = C_1 + \cdots + C_k$. Lastly, it checks that the set of impossible paths that the new candidate inequality $C_{new}$ eliminates does not belong to the set of elimination sets of previous inequalities eliminate. If not, then the candidate is added to the output set $O_{set}$. The pseudocode of this algorithm is given below:
Algorithm 3 Extended cutting off inequality set of a given $S$-box

**Input:** the possible paths of a given $S$-box $S_{pos}$, positive integer $k$

**Output:** new cutting off inequalities $O_{set}$ extended from convex hull of possible paths of a given $S$-box

\[
H_{set} \leftarrow \text{ConvexHull}(pos_{set})
\]

\[
O_{set} \leftarrow H_{set}
\]

3: **for** $i$ from 0 to len($pos_{set}$) **do**

4:   **for** $\forall \{C_1, \ldots, C_k\} \in C(H_{set}, k)$ **do**

5:     if $pos_i$ satisfies every inequality in $\{C_1, \ldots, C_k\}$ with zero LHS then

6:         $C_{new} \leftarrow C_1 + \cdots + C_k$

7:             if $E(C_{new}) \notin E(H_{set})$ then

8:                 $O_{set} \leftarrow O_{set} \cup C_{new}$

9:             end if

10:         end if

11:     end for

12: **end for**

13: **return** $O_{set}$

The reason why Boura et al. did not check for every combination of $\{C_1, \ldots, C_k\} \in C(H_{set}, k)$ is, the combinations of the inequalities that do not intersect on a possible path of $S$-box do not eliminate a new set of impossible paths.

After finding a new set of cutting of inequalities from the extension of the convex hull of possible paths of given $S$-box using this algorithm, using this set, a new MILP model needs to be constructed to reduce to eventually find the smallest inequality set that eliminates the whole impossible paths just as in sasaki et al.’s work [18].

The comparison of the results from the convex hull, greedy algorithm, and reduction with MILP modeling for ciphers Present, Klein, and Prince is given below:
Table 2.5: Comparison of Inequality counts collected from Convex Hull, Greed Algorithm and Reduction with MILP Modelling for $S$-boxes of ciphers Present, Klein and Prince

<table>
<thead>
<tr>
<th>S-box</th>
<th>C.H. of Possibles</th>
<th>Greedy Algorithm</th>
<th>Reduction with MILP</th>
<th>Extended Red. with MILP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>327</td>
<td>23</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>Klein</td>
<td>311</td>
<td>24</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>Prince</td>
<td>300</td>
<td>28</td>
<td>22</td>
<td>19</td>
</tr>
<tr>
<td>Prince Inv</td>
<td>300</td>
<td>26</td>
<td>22</td>
<td>19</td>
</tr>
</tbody>
</table>
CHAPTER 3

EXPERIMENTS TO REDUCE THE NUMBER OF CUTTING OFF INEQUALITIES

In this chapter, we will cover our experiments on SPN based block ciphers Present[6], Prince[7] and Klein[11]. After giving a brief description of those block ciphers, we will explain finding cutting off inequalities with our own idea, along with finding them with the techniques mentioned in the previous chapter.

3.1 Experiments to Reduce Number of Cutting Off Inequalities

We will now examine the techniques explained in the previous chapter regarding computing the number of cutting off inequalities along with our perspective. We have tried to develop the idea behind both Sasaki et al.’s and Boura et al.’s work, reducing the number of cutting off inequalities. We have primarily focused on the extension of the convex hull inequality set in Boura et al.’s work to achieve that. In their work, it is found that adding new inequalities to the convex hull set from taking the vector sum of some specific $k$ combination of the inequalities in that, and then making a reduction via mixed integer linear programming ends up with less number of cutting off inequalities than the result of reduction from the original convex hull set for the ciphers referred above. Our work focused on finding a different extension set from the convex hull set to find a different reduced set, preferably less number of cutting off inequalities. We have considered two ideas about it. In the first one, multiplying the $k$ combinations of inequalities instead of summing. Secondly, generalize the sum of combination in terms of changing the coefficients of the summed inequalities. In
Boura et al.’s paper, those coefficients were always 1. We have changed the coefficients in this method to obtain a different extended set. We could not come up with a better cutting off inequality set in terms of the inequality count in both methods.

In another approach, we have tried to combine the results of Moura et al.’s and Sun et al.’s work. In this scenario, we tried to focus on reducing the impossible paths to be eliminated, in conclusion, to achieve less cutting off inequality count.

### 3.1.1 Experiments on Present

Present is a 31 rounds SPN cipher designed by Bogdanov et al. [6]. It has 80-bit and 128-bit key variants. It has 64-bit block size, and its \( S \)-box size is 4-bit.

**Figure 3.1: Two rounds encryption of Present**

An encryption round of Present consists of addRoundKey, substitution, and permutation layers. In the first one, the 64-bit block state is simply XORed with the 64-bit round key. In substitution, the state is separated into 16 parts, and every part leads to a \( 4 \times 4 \) \( S \)-box. Lastly, in the permutation layer, the block is simply bitwise permuted into a new order.

**Description of Present’s \( S \)-box**

<table>
<thead>
<tr>
<th>( X )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S(X) )</td>
<td>C</td>
<td>5</td>
<td>6</td>
<td>B</td>
<td>9</td>
<td>0</td>
<td>A</td>
<td>D</td>
<td>3</td>
<td>E</td>
<td>F</td>
<td>8</td>
<td>4</td>
<td>7</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

From its \( S \)-box, we first created its difference distribution table which can be found
Present’s difference distribution table helps us to find its impossible paths (input and output pairs with zero appearances, i.e. $P(i, o) = 0$), and its possible paths ($P(i, o) > 0$).

**Cutting off Inequality Reduction in Present**

As can be seen from the Table 3.2, Present has 159 impossible paths, and 97 possible paths. Extracting the convex hull of its possible paths gives us 327 inequalities to eliminate all of its impossible paths. Extending the convex hull using Boura et al.’s extension method, [8] gives 2303 new inequalities. Then, using Sasaki et al.’s reduction method [18], We constructed a MILP model to reduce the system. To optimize the MILP problem, we used Gurobi Optimizer [1]. It can be added to python as a library, and so it can be worked in that environment. Optimizing the problem ends up with 19 cutting off inequalities to eliminate the whole impossible paths.

Modifying the extension method with our ideas did not change the number of cutting off inequalities after all. On the other hand, classifying the impossible paths gave us new perspectives in terms of the number of constraints. we classified the impossible paths as zero input - non zero output impossible paths, non zero input - zero output impossible paths, zero impossible paths with hamming weight lower than differential branch number and others. Obviously, there is no common inequality
to eliminate the impossible paths referred as "others". On the other hand, the three other classes can be eliminated from some constraints referred in sun et al.’s, and mouha et al.’s [17] works. In [20], Sun et al. suggested two new constraints to adjust the MILP modeling in respect of eliminating the non zero input - zero output, and zero input - non zero output difference scenarios for $S$-boxes. The related constraints are:

$$s \cdot (x_0 + \cdots + x_{s-1}) - (y_0 + \cdots + y_{s-1}) \geq 0,$$
$$s \cdot (y_0 + \cdots + y_{s-1}) - (x_0 + \cdots + x_{s-1}) \geq 0.$$

Taking advantage of this idea, we omitted these 30 impossible paths from the previous 159 impossible paths, and so there remain 129 impossible paths to be eliminated. Secondly, we can benefit from Moura et al.’s idea of eliminating the impossible paths whose hamming weight is below $S$-box’s differential branch number. The constraints concerning this operation are given below:

$$x_0 + x_1 + \cdots + x_{s-2} + x_{s-1} + y_0 + y_1 + \cdots + y_{s-2} + y_{s-1} \geq B \cdot d,$$
$$d \geq x_0,$$
$$\vdots$$
$$d \geq x_{s-1},$$
$$d \geq y_0,$$
$$\vdots$$
$$d \geq y_{s-1},$$

Present’s $S$-box’s differential branch number is 3 and omitting the impossible paths whose hamming weight is less than 3, the remaining number of impossible paths is 118. Extending the convex hull inequalities according to these remaining impossible paths results in 1012 candidate inequalities. Reducing these inequalities gives us 15 cutting off inequalities along with Sun et al.’s, and Moura et al.’s constraints.

### 3.1.2 Experiments on Prince

Prince [7] is a 12 rounds SPN block cipher designed by Borghoff et al. in 2012. It is referred to as a low latency cipher and has 64-bit block state and 128-bit key
size. It has a symmetric structure such that it does not have extra implementation for its decryption, giving the key with \( \alpha \) difference to its encryption method does the decryption, which is why the cipher is called \( \alpha \) - symmetric. A round of Prince consists of \( S \)-box layer, and a linear layer.

**S-box of Prince**

Prince has a single \( 4 \times 4 \) \( S \)-box to substitute its state. However, starting from the seventh round, it uses inverse \( S \)-box. Therefore, the inverse \( S \)-box must also be examined.

<table>
<thead>
<tr>
<th>( X )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S(X) )</td>
<td>B</td>
<td>F</td>
<td>3</td>
<td>2</td>
<td>A</td>
<td>C</td>
<td>9</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>0</td>
<td>E</td>
<td>5</td>
<td>D</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 3.2: Internal Structure of Prince

Table 3.3: Prince’s \( S \)-box

Table 3.4: Prince \( S \)-box’s Difference Distribution Table
Table 3.5: Prince’s Inverse $S$-box

<table>
<thead>
<tr>
<th>$X$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>S($X$)</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>F</td>
<td>D</td>
<td>8</td>
<td>9</td>
<td>A</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>E</td>
<td>C</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: Prince Inverse $S$-box’s Difference Distribution Table

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Prince’s difference distribution table suggests that there are 106 possible paths and 150 impossible paths. Although it is not identical with its inverse, the inverse $S$-box of Prince, the number of possible and impossible paths are the same.

**Cutting off Inequality Reduction in Prince**

The convex hull of possible paths consists of 300 inequalities. Extending these inequalities results with 1042 new candidate inequalities, and reducing them via MILP gives us 19 cutting off inequalities. There are 120 impossible paths after omitting the nonzero-zero conflicting impossible paths and impossible paths whose hamming weight is lower than $S$-boxes differential branch number. Reducing the candidates with respect to these imposibles returns 18 cutting off inequalities with the constraints regarding zero - non zero input/output. Differential branch number constraints are not needed to be added as the related impossible paths are already eliminated by zero - non zero input/output constraints.

As mentioned earlier, the $S$-box of Prince has the same amount of possibles and imposibles with its inverse. Unsurprisingly, the numbers of convex hull inequalities are also the same. Extending and then reducing the inequalities results in 19 cutting off
inequalities. As impossibles with less weight than $S$-box’s differential branch number are eliminated by zero - non zero input/output constraints, there are 120 impossible paths to be eliminated again. Following the same procedure gives us 18 cutting off inequalities.

### 3.1.3 Experiments on Klein

Klein [11] is a 12 rounds SPN block cipher designed by Gong et al. in 2011. It has 64 bits block size, and has 64, 80, and 128 bits keys with 12, 16, and 20 rounds, respectively. It divides its block into nibbles to do the operations, and these operations consist of subNibbles, rotateNibbles, and mixNibbles.

#### $S$-box of Klein

Table 3.7: Klein’s $S$-box

<table>
<thead>
<tr>
<th>$X$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S(X)$</td>
<td>7</td>
<td>4</td>
<td>A</td>
<td>9</td>
<td>1</td>
<td>F</td>
<td>B</td>
<td>0</td>
<td>C</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>E</td>
<td>D</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.8: Klein $S$-box’s Difference Distribution Table

<table>
<thead>
<tr>
<th>$\Delta X$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

From its DDT, one can extract its number of impossible and possible paths 150 and 106, respectively.

#### Cutting off Inequality Reduction in Klein
The number of convex hull inequalities of its possible paths is 311, and extending and then reducing these inequalities gives us 19 cutting off inequalities. Since its differential branch number is 2, like in Prince, omitting just zero - nonzero input/output differences from its impossible path set and reducing the inequalities according to it gives us 18 cutting off inequalities.

Table 3.9: Performance Comparison of Models constructed with Boura et al.’s Extension Method and Our adjustments

<table>
<thead>
<tr>
<th>Cipher</th>
<th>Rounds</th>
<th># of active S-Boxes</th>
<th>Time (s.)</th>
<th>With Boura et al.’s</th>
<th>With our Adjustments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>10</td>
<td>20</td>
<td>4423</td>
<td></td>
<td>752</td>
</tr>
<tr>
<td>Prince</td>
<td>5</td>
<td>19</td>
<td>153</td>
<td></td>
<td>129</td>
</tr>
<tr>
<td>Klein</td>
<td>4</td>
<td>15</td>
<td>682</td>
<td></td>
<td>597</td>
</tr>
</tbody>
</table>
Block ciphers are popular encryption methods today. With its increasing popularity, new methods of cryptanalysis continue to emerge. Therefore, it is very important to calculate the safety margins for both the analyzer and the attacker. The main and most important attacks on block ciphers are differential and linear cryptanalysis attacks. The most important parameter that these attacks depend on is the number of active S-boxes. Therefore, calculating the minimum number of active S-boxes for a given number of rounds is one of the crucial safety parameters for a block cipher.

The minimum active S-box calculation can be done mathematically, or programmatically. In this thesis, automatically calculating the minimum active S-box with mixed integer linear programming (MILP) is investigated.

Chapter 2 investigates the works done by Mouha et al. [17], Sun et al. [20], [21], [22], Sasaki et al. [18], and Boura et al. [8]. It is explained how MILP modeling can be done by utilizing difference propagation, structural properties of encryption operations (S-boxes specifically).

Chapter 3 covers our contribution to reduce the number of constraints to model an S-box operation. We categorized impossible input-output difference pairs of an S-box according to their certain properties, and then obtained a new set of constraints other than the related works mentioned in chapter 2 to eliminate them. Then the MILP models from recent techniques and our adjustments are compared for the block ciphers Present [6], Prince [7], and Klein [11]. A slightly improvement in performance is observed for the models of these ciphers. These results are given in Table 3.9.
To optimize this problem with MILP, the difference propagation within the cipher must be modeled correctly. Therefore, the studies on this subject in the literature are examined and it is emphasized how the security mechanisms of block ciphers can be modeled to a MILP problem. We have focused on a certain problem in this subject, which is to find less number of inequalities to omit the impossible paths of an $S$-box in a cipher. To develop a new idea, we inspired some previously works done related to this subject. We categorized the impossible paths of an $S$-box to find a divide and conquer approach for the MILP model of $S$-box. Using this approach, we had able to achieve a better performance to find minimum number of active $S$-boxes for the ciphers Present, Prince, and Klein. The results are given in Table 3.9.

4.1 Discussions on Future Work

We will continue our work to improve the performance of finding minimum number of active $S$-boxes using MILP. Our work was to finding a cutting off inequality set of impossible paths of an $S$-box with less size. There are also other studies to improve the performance made by Ilter et al. in [27]. Their work is on finding new XOR modelings in order to increase the overall performance of automatically calculating security bounds of ciphers Prince and Klein. Therefore we aim to examine the modelings of other operations of the ciphers in order to increase the overall performance.

On the other hand, Lightweight cryptography standardization work of NIST has been going on for some time. The remaining ciphers at the end of the second round of the competition were determined recently [23]. Calculating the security parameters of these ciphers with MILP is also among our future studies.

Finally, apart from SPN-based block ciphers, calculating the security parameters of ARX (addition-rotation-XOR) based ciphers with MILP is one of the studies we want to study on. The main difficulty in examining ARX based ciphers with MILP is that modular sum in large fields is difficult to follow with MILP because it contains so many possible outcomes and therefore their model would simply create too many inequalities.
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