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ABSTRACT

EXTENDING AN OUTRANKING MULTIPLE CRITERIA DECISION
MAKING METHOD TO DIFFERENTIATE GAIN AND LOSS

S e n t Hazek
Master of Sciencdndustrial Engineering
Supervisor : Prof. DiEsra Karasakal
Co-SupervisorAssoc Prof. Dr. Orhan Karasakal

September 2021130 pages

In this study, the integration &frospect Theory into ranking and sorting methods
based on the dominance relations is studied. Thekmellvn multicriteria ranking

method PROMETHEE and the wddhown multicriteria sorting method FlowSort

are extended by using the prospect theory petisped he proposed methods are

used to rank and sort the alternatives in the case where the impact of losses is greater
than gains for the same amount. When the results are compared with the
PROMETHEE and FlowSort methods, the results show how the rarddadgdasses

of the alternatives change according to the value of loss and gain that are determined

by the decisiormaker

Keywords: Multi-Criteria Decision Making, Prospect Theory, PROMETHEE,

FlowSort, Outranking Relations
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CHAPTER 1

INTRODUCTION

Multiple Criteria Decision Making (MCDM) is a discipline that deals with problems
consisting of multiple and generally conflicting criteria and evaluates the alternatives
with respect to criteria. MCDM problems are mainly classified in three categories:
choice, ranking and classification/sorting problems (Roy,1996). In choice problems,
alternatives are evaluated to identify the best alternative. As for the ranking
problems, the evaluation of the alternatives is done by ranking them in the order from

the besto the worst.

Multiple criteria ranking problems are constructed on relative comparison of
alternatives and define the order of alternatives according to their values on several
attributes. It is possible to encounter ranking problems, for which vaappreaches

have been proposed as solutions, such as project selection, supplier selection,
decision of investment alternatives in organizatiorfxeference Ranking
Organization METHod for Enrichment Evaluatiof@ROMETHEE) is one of the
well-known MCDM mehods which is used for ranking alternatives based on

pairwise preference.

Classification/sorting problems use exact judgements independent of the set of
alternatives (Zopounidis and Doumpos, 2002) and are different considering the type
of classes to aggn the alternatives. The classes are nominal in classification
problems, whereas in sorting problems, they are ordered from the best to the worst.
Alternatives are assigned to the predefined ordered classes according to the criteria
values in multicriteria sorting problems. The sorting problems such as resource
allocation, supplier evaluation, financial management are encountered in

organizations.



This study aims to propose two new methodologies for ranking and sorting of
alternatives. The ranking methotbposed is based on PROMETHEE and Prospect
Theory. The sorting method proposed is based on FlowSort and Prospect Theory.
Prospect theory is a wdthown approach based on the choice behavior of the
decision maker (DM). Karasakal et al. (2019) is the m@aépiration point of this
study. This study redefines preference functions of PROMETHEE and FlowSort

using the prospect theory perspective.

In both PROMETHEE and FlowSort, same threshold values are used in the
preference functions for the calculation otexing and leaving flows. However,
having a worse criterion value in pairwise comparison can cause to assign an
alternative to a worse class considering choice behavior of the DM. Smaller
threshold values in calculating entering flows than in calculagagihg flows in
pairwise comparisons by inspiring from the prospect theory are determined in this
study. In this study, PROMETHEE and FlowSort methods are redefined based on
the prospect theory considering choice behavior of the DM.

This study is organizeth five chapters. The literature review on the subject is
presented in Chapter Two. Chapter Three covers the related background information
on multicriteria ranking problems and the proposed method with computational
results. Chapter Four explains théated background information on multicriteria
sorting problems and the proposed method with computational results. Chapter Five

summarizes the conclusion of the study.



CHAPTER 2

LITERATURE REVIEW

In this study, two novel MCDM methodsmsed on prospect theory for ranking and
sorting of alternatives are proposed. The proposed -eritkria ranking method is
based on PROMETHEE and the prospect theory. The proposeetcnteltiia sorting
method is based on FlowSort and the prospect yhédterature review of related
work is summarized in three parts respectively: the ranking methods based on
PROMETHEE, the sorting methods based on PROMETHEE and the prospect
theory.

2.1 RANKING METHODS BASED ON PROMETHEE

PROMETHEE, which is developed by Bisaet al. (1986), is one of the w&hown
methods for MCDM problems. This method considers the outranking relations
among alternatives based on the preference functions and the criteria weights to rank
the alternatives partially or completely.

In PROMETHEE |, the alternatives are ranked according to the leaving and the
entering flows. This method allows indifference, incomparability, preferability
relation between alternatives by providing partial order. The net flow values are used
in PROMETHEE 1l to ensie preferability or indifference relations among the
alternatives by providing a complete order of the alternatives. In 2007,
PROMETHEE IlI is introduced by Cavalcante and De Almeida (2007) for interval
based ranking. PROMETHEE IV (Brans et al., 1984)rigppsed for partial and
complete rankings of continuous solutions. As an extension of PROMETHEE I,
PROMETHEE V is developed by Brans and Mareschal (1992) for the selection of



alternatives with a set of segmentation constraints. In order to calculatadnes$s
degree of MCDM problems considering criterion weights, PROMETHEE VI is
proposed by Brans and Mareschal (1995).

PROMETHEE group decision support system (GDSS) (Macharis et al., 1998) is
developed by extending PROMETHEE |l for group decisiaking poblems. The
visual interactive module Geometrical Analysis for Interactive Aid (GAIA) is
proposed for the purpose of graphical representation of complicated deuneskary

problems (Mareschal and Brans, 1988; Brans and Mareschal, 1994a).

PROMETHEE and @IA methodologies have been implemented by Brans and
Mareschal (1994b) on IBM compatible microcomputers. The resulting decision
support system is then called as PROMCALC and GAIA.

In 2004, PROMETHEE method is extended by Figueira et al. (2004yder to
develop PROMETHEE TRI and PROMETHEE CLUSTER, which are used for

sorting based problems and nominal classification respectively.

Interested readers may refer to Behzadian et al. (2010) to review PROMETHEE

methods in detail.

2.2 SORTING METHODS BASED ON PROMETHEE

PAIRCLASS approach is proposed by Doumpos and Zopounidis (2004) by
extending the PROMETHEE methodology for sorting problems. In PAIRCLASS
approach, pairwise comparisons are applied between the alternatives to be sorted and
reference alternativewhich represent the classes. The preference function and
weights are proposed using linear programming. The objective function is used to
define the required parameters using the reference alternatives which have pre
specified classifications. Figueirat @l. (2004) has proposed PROMETHEE
CLUSTER and PROMETHEE TRI, which use central profiles for determining the
class of alternatives. Pairwise comparisons are made between central profiles and

alternatives to be classified, where the classes of alteraareedetermined based



on the deviation between them. The PROMSORT methodology, which uses limiting
profiles and reference alternatives to determine classes, is proposed by Araz and
Ozkarahan (2007). In order to sort the alternatives, pairwise compasisoused

and PROMETHEE | is used to construct relations. The alternatives that have a
preference relation and no indifference or incomparability relations are assigned to
the classes before the final assignment, which is made based on pairwise

comparisons.

Another PROMETHEE based sorting method FlowSort is introduced by Nemery
and Lamboray (2008) to assign alternatives to the completely ordered categories
independently. In FlowSort method, alternatives are assigned to the predefined
ordered categories. Demnination of the categories in FlowSort method is done by
either limiting or central profiles. Roy and Bouyssou (1993) have proposed using
limiting profiles in ElectreTri, whereas Doumpos and Zopounidis (2004) and
Figueira et al. (2004) have proposedngscentral profiles. Limiting or central
profiles are called reference profiles while determining the better profile that
outranks the worst one. For each alternative, pairwise comparisons of PROMETHEE
are made between the alternative to be sorted amefatence profiles. Categories

of the alternatives are determined according to positive, negative or net flow values.
Nemery and Lamboray (2008) have compared FlowSort and ElBgtre
methodologiesin terms of consistencyThe difference between theategories
obtained by using positive and negative flow values of FlowSort is less than the
difference between the categories obtained by using optimistic and pessimistic rules
of ElectreTri. Chapter 3 explains the FlowSort method in detail.

An exact algathm for sorting problems has been developed by De Smet et al.
(2012). The algorithm regroups the alternatives into completely ordered classes by
considering preference degrees, which are calculated using the PROMETHEE
methodology. Kadzinski and CioméR016) have proposed a sorting methodology
for preference modeling and robustness analysis of outranking basedniedii
problems. The method proposed is implemented to an outranking methodology
based on ELimination Et Choice Translating REalit{ELECTRE) and



PROMETHEE. In order to determine the ordered clusters, Boujelben and De Smet
(2016) has proposed a method, in which the valued preference model of the
PROMETHEE methodology is used for comparisons between the alternatives and
the central profileof clusters, by using the-kheans algorithm an®ISjunctive
Sorting based on the Evidence The@ISSET) method. Interested readers may
refer to Boujelben (2016) for the literature review of PROMETHEE based sorting
methods in detail. Wei et al. (2016), Dena Silva et al. (2018) are suggested for
detailed information on application of the PROMETHEE method in sorting

problems.

DISSCARD, which is a sorting method, i s
(2012) to determine when the desired cardinality afsga is required. Assignment
rules are represented by using ELECTREI-C, ELECTRETRI-nC and FlowSort

with a mathematical model. The IntenklbwSort method, which integrates the
FlowSort and Interval Theory to use when the input data is specifieddvyaly, is
proposed by Janssen and Nemery (2013). Lolli et al. (2015) has extended the
FlowSort method by including Group Decision Support Systems (GDSS) and
proposed FlowSoiGDSS to be used in the field of Failure Mode Effect Analysis
(FMEA). The processf assigning the failure modes to the ordered priority classes
includingmulti-DMs uses the FlowSort method.

The PCLUST model is proposed by Sarrazin and De Smet (2016) by extending
PROMETHEE 1 for interval clustering using FlowSort. Following the prohasa

comparison between PCLUST model and P2CLUST model (De Smet (2013)) is
done by Sarrazin et al. (2018) who argue that PCLUST model is better than

P2CLUST model based on computational time.

Interested readers may refer to Hu (2016), de Lima Silva anAlrdeida Filho

(2020), Hu (2013) for recent MCDM methodologies and their comparisons with
FlowSort methodology. Sepulveda et al. (2010), Sepulveda and Derpich (2014),
Sepulveda and Derpich (2015), Collier and Lambert (2018) are being referred for

applicatons of the FlowSort method.
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FuzzyFlowSort Method is proposed by Campos et al. (2015). Previously,
Integration of Fuzzy Theory and FlowSort Method has been mentioned by Nemery
(2008) who explained the differences between the two studies. By integrating the
SMAA method and the Fuz#ylowSort, Pelissari et al. (2019) has proposed SMAA
FuzzyFlowSort method which can deal with imperfect input data types such as
interval or stochastic data or linguistic variables. In a case where there are no
linguistic variabés in input data, the method acts like FuERywSort and it can be
used for robustness analysis of FuEtgwSort and FlowSort methods. Chen and
Hu (2011) has emphasized that criteria in problems cannot be independent and
propose a singlayer perceptron(SLP) method based on PROMETHEE
considering the nceadditive preference index. Comparison of the method with

FlowSort methodology is explained in the study.

2.3 PROSPECT THEORY

The main focus of this study is the choice behavior of the DM. Due to nature of
MCDM problems, the DM is involved in the problem to evaluate the alternatives.
To represent the DM, Multttribute Utility/Value Theory (MAUT/MAVT) is
developed by Keeney and Raiffa (1976). In MAUT, the DM's preference is
represented by using stable wyilvalue functions independent of any reference
point. The additive difference choice model had been developed by Tversky (1969)
for the purpose of representing the conditions, where consistent and predictable

intransitivity occursf @ WA T &  athenw .

Kahneman and Tversky (1976) developed the prospect theory in order to analyze the
decisions under risk. The prospect theory evaluates the alternatives with a difference
function based on gains and losses relatively to a reference point. Outputs are
considered as positive or negative deviations from the reference point. The effect of
lossess higher than gains for the same amount. The marginal value function has s
shape and is concave for the gains, convex and steeper for the losses. The prospect
theory is one of the weknown methods for behavioral decisioraking under risk



(Barberis et al., 2001; Dong et al., 2015; Ravaja et al., 2016). In Kahneman and
Tversky (1976)’'s study, it i's shown that t
utility theory for decisions under risk. Interested readers may refer to Hoyer et al.

(2002), Royne et al. (2012) to review application of prospect theory in detail.

The Cumulative Prospect Theory had been developed by Kahneman and Tversky
(1992). The theory differs frothe prospect theory as it uses cumulative decision
weights instead of separate decision weights. Using different weighting functions for
both gains and losses to evaluate any number of outcomes is also allowed in the

cumulative prospect theory.

The prospet theory is extended to the MCDM problems by Korhonen et al. (1990)
for the first time. Intransitive choice beh.
the reference direction are explained by using the additive utility difference model

and the prospectheory.

It is shown by Salminen and Wallenius (1993) that the prospect theory outperforms
the traditional value model in a deterministic environment for MCDM problems. The
combination of different value functions is found consistent with prospect theory.

An interactive method based on prospect theory type value functions to solve the

discrete deterministic MCDM problems is proposed by Salminen (1994). In order to

eliminate the dominated alternatives, a piecewise linear value function is being used.

The pieewise linear prospect theory of Salminen is compared by Lahdelma et al.

(2003) with the convex cone method of Korhonen et al. (1984) considering the

number of pairwise comparisons in methods and is described as more efficient than

convex cone technique wh the number of criteria is more than two. However,
piecewise |inear prospect theory can only b

as a linear or piecewise linear value function.

The election based on Relative Value Distances (ERVD) method is pobjys
Shyur et al. (2015). In this method, the shortest distance to the ideal point and the

farthest distance to the nadir point are considered and used to evaluate the



alternatives such as the Technique for Order Preference by Similarity to Ideal
Solution(TOPSIS). The ERVD differs from the the TOPSIS method by its reference
points for each criterion and how it calculates the risk attitude of the DM by using
value function of the cumulative prospect theory. The expected utility function in the
ERVD is repaced with the Shape value function of the prospect theory to
deter mi ne t dJaverse aMl ©skeekimgs behaviors. The TOPSIS,
ViseKriterijumska Optimizacija | Kompromisno Resenje (VIKOR), elimination et
choix tradui sant | acewise bnkar prodpedt theor iGethBdE ) |,
and Analytic Hierarchy Process (AHP) are compared by Wu and Tiao (6]
different number of alternatives and critesath different utility functions. In
conclusion of this comparison, the piecewise linear pgostheoryand AHP are
determinedas béterthan the othemethod in terms of rank consistency

In 2016, Li et al. (2016) has proposed an MCDM method based on the prospect
theory and the cloud model. The proposed method is appropriate, when the
alternatve values are uncertain or linguistic variables. The linguistic variables are
converted to the cloud model, which are compared by using the prospect theory and
dynamically by choosing each possible solution as a reference point. In this
perspective, the ossefficiency evaluation model in Data Envelopment Analysis
(DEA) is proposed by Liu et al. (2018). The prospect values of each degiaking

units are determined, and a Prospect CEffisiency (PCE) model is proposed
considering behiathe cosssfficienéy calctlaion.DINU et al.
(2014), Liu et al. (2017) propose MCDM methods based on prospect theory for
interval numbers with a large number of criteria. Interested readers may examine
Han et al. (2016) to investigate prospect theqplications in MCDM field in detail.

A well-known interactive outranking method TODIM (an acronym in Portuguese of
Interactive and Multicriteria Decision Making) is proposed by Gomes and Lima
(1992a and 1992b) considering the behavioral attitude of thebB#&éd on the

prospect theory. In TODIM, the DM selects the reference criterion and according to
the reference criterion, relative importance of criteria is determined. Pairwise

comparisons are made between alternatives to calculate partial and final

t



measwement of dominance using preference functions of the prospect theory and

the alternatives are ranked using the final measurement of dominance values. The

TODI'M methodol ogy is generalized by Gomes a
cumulative prospect thearizee and Shih (2015) have studied incremental analysis

of TODIM for group decision making considering behavioral attitudes of the DMs

(Lee and Shih (2015)). To overcome weight inconsistency, Llamazares (2018) has

proposed a TODIM based method. Interegtealders may refer to Gomes et al.

(2009), Tseng et al. (2013), Adal (2016) ,
and Tolga (2019) for TODIM applications in detalil.

By combining the prospect theory with Stochastic Multicriteria Acceptability

Analysis (SMAA-2) (Lahdelma and Salminen, 2001) for discrete and group MCDM

probl ems, where DM’ s preferences cannot b e
Salminen (2009) proposed the SMAAmethod. Based on the cumulative prospect

theory and Set Pair Analysis (SPAYang et. Al (2009) and Hu and Yang (2011)

developed a dynamic stochastic MCDM method under uncertainty considering risk

attitude of the DM and lack of weight information in decision processes. The

prospect theory is used to determine aspiration levelsitad reference points by

Tan et al. (2014), who also proposed a method for stochastic MCDM problems with

aspiration level based on the prospect stochastic dominance.

MCDM methods based on the prospect theory for fuzzy environment are proposed
by Fan efal. (2013). The aspiration level of the DM is considered as a reference
point and the difference between aspiration level and alternatives as gains and losses.
TOPSIS method has been extended by Li and Chen (2014) based on prospect theory
considering therisk psychology of the DM and ambiguous information under
uncertainty for trapezoidal intuitionistic fuzzy numbers (TrIFNs). Another MCDM
method which uses the prospect theory and the derngistéer theory is proposed

by Li et al. (2014). The prospectettor y r epresents the DM s ris
dempstetshafer theory reflects the uncertain weight information for the trapezoidal
intuitionistic fuzzy environment. Wang et al. (2018) has developed a method for
failure mode effect analysis (FMEA) usingoppect theory and choquet integral. A
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hesitant fuzzy thermodynamic method based on the prospect theory for emergency
decision making has been proposed by Ren et al. (2017). In the proposal, a negative
exponential function is introduced into the prospeebtii to convert the hesitant
fuzzy decision matrix to the Hesitant Fuzzy Prospect Decision Matrix (HFPDM)
based on expectation level. Interested readers may refer to Cunbin et al. (2016), Sun
et al. (2017), Bai and Sarkis (2017) for fuzzy MCDM applicatibased on the

prospect theory.

In 2012, the prospect theory and fuzzy numbers for uncertain MCDM problems

based on TODIM are combined by Krohling and de Souza (2012). In 2013, Krohling

et al. (2013) used the TODIM method with intuitionistic fuzzy infoliorat New

criteria interaction measures based on choquet integral used in TODIM method have

also been developed by Gomes et al. (2013) that also extend the TODIM method

based on the nonlinear cumulative prospect theory by using choquet integral. Passos

and Gomes (2014) have extended the TODIM methodology for multicriteria
classification problems and propose TODRSE methodology. Gomes et al. (2014)

and Araujo (2015) dBEapdiaatpnse st ed for TODI |

Using the TODIM and fuzzy theory, Wei et al. (B)1Tan et al. (2015), Lourenzutti

and Krohling (2015), Yu et al. (2016), Ren et al. (2016) and Jiang et al. (2016) have
proposed new MCDM methodologies. Wang et al. (2017) extended the TODIM
methodology with multhesitant fuzzy linguistic information féuzzy environment

to incorporate choquet integral for linguistiecndmbers. Qin et al. (2017) used
triangular intuitionistic fuzzy numbers in a TODIM based method. Interested readers
may refer to Chen et al. (2015), Sang and Liu (2016), Ji et al. (Z0ié)g et al.
(2018), Wang and Li (2018) and Qin et al. (2017) for applications of TODIM based

methodologies in fuzzy environment in detail.

To determine the most preferred alternative with multiple reference points in the
interval form for stochastic and intuitionistic fuzzy uncertainties, Hu et al. (2014)
developed a new method based on the prospect theory. Yua et al. (2014), Zhang et

al. (2aL7) have proposed a method based on the prospect theory by considering the
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stochastic hybrid MCDM problems including interval probability and unknown
criteria weight. A stochastic MCDM method for the intervalued intuitionistic

fuzzy numbers (IVIFNs) sed on the prospect theory has been proposed by Gao and
Liu (2015). Thillaigovindan et al. (2016) used the prospect theory to determine the
optimum criteria weights for fuzzy problems under risk. Yan and Liu (2016) and
Zhou et al. (2017) proposed stochastiCDM methods based on the prospect theory
and the distance measures for extended grey numbers (EGN) which combines
discrete and continuous grey numbers. Using the interval neutrosophic probability
based on the regret theory, Wang et al. (2018) devekbpedr MCDM method that
summarizes the similarities of the method and the prospect theory. A generalization
of the TODIM method has been proposed by Lourenzutti and Krohling (2013) with
intuitionistic fuzzy information. Zhang et al. (2017) developed a nesthod by
combining SMAA and TODIM methodologies. Li et al. (2018) is being referred for
applications of TODIM based stochastic MCDM methods in fuzzy environment. A
different version of PROMETHEE Il is proposed by Wang and Sun (2008) that use
the prospedheory for trapezoidal fuzzy numbers where the prospect value function
of trapezoi dal fuzzy numbers is determined
preference function of PROMETHEE is redefined using the possible degree of
prospect value function ofrapezoidal fuzzy numbers. Peng et al. (2016) has
extended TODIM and PROMETHEE Il using the prospect theory for hesitant fuzzy
sets (HFSs). The cumulative prospect theory and PROMETHEE has been combined
by Liao et al. (2018) using the hesitant fuzzy lingaishermodynamic method to

select a green logistic provider.

2.4 CONTRIBUTION TO LITERATURE

This study aims at redefining preference functions of PROMETHEE and FlowSort
from the prospect theory perspective. Bozkurt (2007) and later Karasakal et al.
(2019) proposed to modify the preference functions of PROMETHEE based on
choice behavior and dev@ldwo new preference function types in addition to the
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preference functions of PROMETHEE. The preference functions that are being
proposed are used, when an equal amount of loss has a higher effect than an equal

amount of gain.

The PFPROMETHEE method habeen proposed by Lerche and Geldermann

(2015) by integrating reference dependency and loss aversion elements of the
prospect theory into PROMETHEE. To integrate the loss aversion coefficient of the
prospect theory, which suggests the steeper slope feedabkian for gains, the

preference functions of PROMETHEE are extended with smaller threshold values

as mentioned by Bozkurt (2007) and an artificial reference alternative is used as a
benchmark for the real alternatives. Interested readers may reféyfoKret al . ( 2 C
for PT-PROMETHEE application and comparison between PROMETHEE and PT
PROMETHEE in detail.

Determining the reference point is defined as the most important challenge for using
the prospect theory by Markowitz (1952) and Barberis (2013)loRat al. (2019)
emphasize how hard determining a reference point in an appropriate way is. Six
reference point rules such as status quo or-miaxrules are given and examined
using various subjects in the study of Baillon et al. (2@I®)the way to ind the
reference pointsan be determinetifferenty interms ot h e Enhbieebehavior
Clemen and Reilly (2013) have specified how people's behaviors can be inconsistent
and can violate transitivity rules. Roy et al. (2014) has also mentionedftbeltyi

of determining parameters.

In this study, PROMETHEE and the prospect theory for ranking method, FlowSort

and the prospect theory for sorting met
Kar asakal (2007)  dgionghie betvpea the regret theory dnde r el
PROMETHEE I | has been studied by Ozerol
regret and rejoice in the decision process. The DM would feel regret if the chosen
alternative is worse than another alternative or feel ®jibithe chosen alternative

is better than another alternative in at least one criterion value. In this study, this

situation is explained in gain or loss of the DM based on criterion values. Thus, for

13



pairwise comparison of two alternatives considerinigcateria, gain and loss
degrees are possible. Gain and loss can occur just in the comparisons of real
alternatives. Contrary to the related works in literature, an additional reference point
is not suggested. In this study, the alternatives are compi#tedther alternatives.

The proposed method iganeralizatiomf PROMETHEE and FlowSort to use when

the losses have higher impact than gains. Gains are qualified as positive flows; losses
are defined as negative flows of PROMETHEE and FlowSort. Thatedgaoint of

this study is that preference functions with steeper slopes are used for negative flow
calculation since losses have a higher impact than gains for an equal amount.
However, if the parameter value for having a steeper slope in negative flow
calculations is used as 1, the method acts like PROMETHEE and FlowSort. The
proposed methods are explained in Chapter Three and Chapter Four in detail.
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CHAPTER 3

MULTICRITERIA RANKING PROBLEMS

3.1 BACKGROUND

3.1.1 PROMETHEE

PROMETHEE is a welknown outranking method thatdgveloped by Brans et al.
(1986) to analyze the multriteria problems simply, clearly and stably based on
pairwise comparisons of the alternatives. Considering a set afernativesd
WM to be evaluated with respect to a set afiteria™O  "QfB RQ to be
maximized, PROMETHEE compares two alternatives with regard to each criterion

according to a valued outranking relation belonging to the criterion.

Preference functions of PROMETHEE are showable 3.1 The type of each
preference function and the threshold valoegach criterion are defined by the DM

to determine the preference degree. The preference degéeEd represents the
intensity of alternativéd’ s pref erence wi @©lncriterignl>r d t o a
for Q pMB R andhd M 6. 0 Ghd is calculated based on the difference

between value of alternatives for a specific critefion

0 Oy 0Q Ohd
whereQ & o is the nondecreasing function of the difference beti@ed and
MO .Q O can be positive onegative. IfQ & M is negative or 0 than

preference degre@ Mo is equal to 0. IfQ O RO is positive thard & Fid

takes a value between 0 andL.cd hd is calculated as follows:

Qo QO Q6 for'Q pMBE and®hd N 6.
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Preference degre@ & takes a value between the interval of 0 andtl (

0 Ohd  p anditisinterpreted as below:

T 0 Oh Ttif there is no preferena® overw on criterionj and® and

@ are indifferencen criterion;j;

=
C

o ey x Tif there is weak preferencg overd on criterionj;

0 Ghd x pifthere is strong preference over® on criterion;;

=
C

o Fid p if there is strict preferena® over@ on criterion;.
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Table3.1: Preference Functions of PROMETHEE, Brans et al. (1986)

P

Usual Criterion

U-Shape Criterion

V-Shape Criterion

Level Criterion

— d

V-Shape withndifference
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Table3.1 (continued)

Gaussian Criterion

Considering each criteriof the weight valué is assigned such that  rtfor
Q pB R andB 0  p. The weight values show the importance of the criteria

according to the DMThe criteria weights can be determined by the DM or using the
methodspresentedn Bozkurt (2007), Safari et al. (2012) and Jati and Dominic
(2017) s studi e sAHP,BataxkMultiplicatibpn2Tedhrique ands e d
ANP methodologies, Safari et al. (2012) and Jati and Dominic (2017) used the
entropy method to determine the weight vallssng preference degrees and weight

valuesa @ valuesfor each pair of alternativese calculateds shown below:
A G R 00 &ho
A O is called outranking degreeand shows how much alternativéd is
preferred to alternatived considering all criteria.
T m A p

The outranking degree takes a value in the rafi@eand 1 satisfying the following

conditions. IfA & is close to 1¢o is preferred tay strongly.
T AdRd Adh p
T Ay 1

Using the outranking degregs, @ and 0 @ ) are calculatedThe summation
is divided one less than the numbéalternatives since & is equal to 0The

formulas are shown below:
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A Ohoh

I\ ‘I"u

N @ describesthe positive outranking flow (the leaving flow) amd @&
describeghe negative outranking flow (the entering flow)cof The positive flow
of ® (N @ ) represents the outperforming degree of alternafiveo all other
alternatives. Therewithal the negative outranking flowofn @ ) represents the
outperfomed degree ab to all other alternative§.he greater value of leaving flow
(n & ) and a smaller value of the entering flow (& ) comparing to other

alternatives show thab is preferred among the other alternatives.

Using thepositiveand thenegativeflow values, a partial ranking of the alternatives
is provided by PROMETHEE | by allowing the preference (P), indifference (1) and

incomparable (J) relations.
T &0 QQon & n & ATAn @ n &,
T @@ 7QQon & n @ ATAn & n & ,
T oo €€®Mi 0Qi Q
The complete ranking of alternatives from the best to the worst is given in

PROMETHEE Il by considering the net flow of each alternative. Net flow value is

calculated as follows:
nw n o n o ,

PROMETHEE Il only allows the preference (P) and indifference (l) relations with

the following rules:
T @0d TQQAMd 1o,

T O @ Q0N ® n o
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3.1.2 THE PROSPECT THEORY

The Prospect Theory is proposed by Kahneman and Tversky (1976) to analyze the
decisions under risk. According to the prospect theory, the outcomes are represented
as positive or negative deviations (gains and losses) from a reference point.
Reference points ocabe determined as aspiration level of the DM, status qu
minimal requirement of each criterion, a ghost alternative or one of the existing
alternatives, etc. The Prospect Theory allows using different value functions based
on the DM s pr anfaedTensky €%76) reoenimenc that the value
function is commonly in a-Shape in which the concave above the reference point

to represent the gains and the convex below the reference point to represent the
losses. The preference functions are geneeasumed to be steeper for the losses
than for the gains since the losses have a higher effect than the gains for the same
amount. Thes-shapevalue function of the Prospect Theory is shown in Fi@ute

The piecewise linear value function which is usedleli in the literature is

illustrated in Figure.2 as the extension of theshape value function.

v(d)

A

A4
(=

Losses Gains

Figure3.1: The Sshape value function of the Prospect Theory
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v(d)

Losses Gains

Figure3.2: The piecewise linear value function of the Prospect Theory

Prospect theory is originally proposed for single criterion problems under
uncertainty. Korhonen et al. (1990) has extended it and proposed foicrtaliia
environment. Hybrid methods are proposed as the combination of prospect theory
with different MCDM methods as explained in Chapter 2.

3.1.3  THE APPROACH TO CHOICE BEHAVIOR (Karasakal et al.
(2019))

Karasakal et al. (2019) integrated the prospect theory into PROMETHERO
different preference functions with a steeper slope for losses than for gains are
determinedtonsidering the piecewise linear value function of the prospect theeory
use in PROMETHEE as shownTiable3.2.
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Table3.2: The additional preference functions proposed by Bozkurt (2007)

Linear Criterion
(Prospect Theory)

Exponential Criterion
(Prospect Theory)

I n the study, the wutility theory is mention:t
choice behavior correctly, when losses have more impact than gains. To determine

the DM s perspective about how i mportant a |
guestion i s a<aneidkring the ctitérien umddt: consideration,

minimum how m@ny units of gain can satisfy you uponone unitofloss he answer
represents the loss aversion coefficient vafithe prospect theorthat is used to
determine slope of the functions. I f the an
consistent with le utility theory and preference functions of PROMETHEE are

enough to calculate the outranking relations. However, if the answer is more than

one the utility theory is not enough to ref/l

functionscan be used.

One of the preference functions is proposed as the extension of the preference
function of the criteria with linear preference and indifference area whereas the other
is proposed for the exponential criteria. Linear criterion preference function with the

prospect theory perspective is appropriate when the marginal rate of substitution is
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constant. Exponential criterion preference function with the prospect theory
perspective is concave and appropriate when the marginal rate of substitution is
diminishing. f the small differences are more significant for the criterion value

beyond the indifference area, the concave function is more suitable.

For the losses, preference degbeec 0 Q& Q& is calculated
as follows Alternative® is assumed to bknear criterion with the prospect theory

perspective

1 If the difference between criterion values of alternatives is less than or equal
to the indifference threshold), preference degree is equal to zero as shown
below:

MO QG A+ 0 O
1 If the difference is greater than the indifference threshold, the preference

degree is calculated as follows:

Q w Q w nt v who T

wherern is the preference threshold.

For the gains, preference degree ¢ ftd 0 Q& Q& is calculated
as follows Alternative is assumed to binear criterion with the prospect theory

perspective

1 If the difference between criteriomles of alternatives is less than or equal
to the indifference threshold, preference degree is equal to zero as shown
below:
MO QO® A+ 0 O T
1 If the difference is greater than the indifference threshold, the preference
degree is calcated with the formula below:
MNMw Qo n
n n
wheredis "Qw T¥e¢ i ithatis determined by the DM.

MO QO A+ 0 O o

23



For the losses, preference degbee®@hd 0 Q& "Q & is calculated
as follows Alternative® is assumed to bexponential criterion with the prospect

theory perspective

1 If the difference between criterion values of alternatives is less than or equal
to the indifference threshold, preference degree isleiguzero as shown
below:

MO QO At 0 O ¢

1 If the difference is greater than the indifference threshold, the preference
degree is calculated as follows:

MO Qb nt 0 @ p Q

where_ —— and- is a small constant such as Q.01

For the gains, preference degtee ®fdy 0 Q& Q& s calculated
as follows Alternative @ is assumed to bexponential criterion with the prospect

theory perspective

1 If the difference between criterion values of alternatives is less than or equal
to the indifference threshold, preference degree is equal to zero as shown
below:

MO QO A+ 0 O m

1 If the difference is greater than the indifference threshbkl pteference

degree is calculated using the following formula:
MO QO A+ 0 Ohd 0 0Q
where_ ——and- T181p

In the methodology, the preference degrees are calculated. If losses liighera
impact than gains considering the same amount, new preference functions are used.
If gains and losses have equal impact, original preference functions of
PROMETHEE are used. Outranking degrees are calculated using weightaradues

preference degrseas they are calculated in PROMETHEE as shown below.
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A @ hd 00 @Whd

If losses have a higher impact than gangoho 0 @ ho anda Ghid
0 o .

Net flow values are determined by the difference of leaving and entering flows as
follows and alternatives are ranked by using PROMETHEE Il procedure.

nd’qJ n ‘Ib n ‘Ib
3.14 PT-PROMETHEE

Lerche and Geldermann (2015) have propose@®®RODMETHEE for deterministic
problems by combining prospect theory and PROMETHEE. Reference dependency
and loss aversion features of the prospect theory are integrated into PROMETHEE
considering the piecewisenkar value function of the prospect theory, where a
reference alternative is introduced in the method. Pairwise comparisons are made
between the reference alternative and the real alternatives in addition to the real
alternatives themselves. In pairwisengmarisons between the alternatives; the
procedure is the same as it is in PROMETHEE. Gains and losses are only possible
in pairwise comparisons with the reference point. The better criterion values of
alternatives with r esgcaterionvalues réeptresentgam$ e r
and the worse values represent losses. The original preference functions of
PROMETHEE are used for gains whereas the extended version of the preference

functions of PROMETHEE by using the loss aversion coefficient optbspect
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theory as suggested by Karasakal (2019) are used for losses. New preference
functions with lower threshold values are shownTable 3.3 by comparing the

originals.
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Table3.3: The modified preferercfunctions considering loss aversion, Lerche and

Geldermann (2015). The red part illustrates the modified thresholds and preference

functions. The original preference functions of PROMETHEE are shown with the
black part

Usual Criterion

U-Shape Criterin

— d

V-Shape Criterion

Level Criterion

0.5 - —_—
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Table 3.3 (continued)

Pa

V-Shape withndifference

Gaussian Criterion

An artificial alternative is determined as the reference point by experts or the DM to
il lustrate t he reféténse pemnt e e used as a enchniatk &
show whether each alternative is a good choice or not for satisfying the expectation
of the DM regarding the overall goal of the problem. However, setting the value of
reference alternative properly is critcalnd t he preference of
inconsistent. Adding an additional and rexisting point can cause deviation from

the reality. Defining the reference alternative in the right way is a challenge and extra
load to the DM. Even though the information loé reference alternative is obtained
properly, the alternative is not real. At this point, the real alternatives are compared
with an artificial alternative where according to the not existing alternative the
goodness or badness of the alternatives isrd@ted. Additionally, a rise in the
number of alternatives increases the number of pairwise comparisons, which requires
more computational effort and computational time. The steps of method are

explained as follows:

Type of preference functionshreshold valuesn( 1 and, ), weights and loss

aversion coefficients ) are determined for each criterion. Modified threshold values

28
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(n M and, ) are determined for losses by dividing the threshold values by
suggested by Karasakal et al. (2018i)ce losses have a higher impact than gains
for the same amount, modified threshold valug{ and, ) take lower values

than the regulaones.

Pairwise comparisons between alternatives including the reference alternative are
calculated. A potential loss or gain can be observed just in the pairwise comparison
with the reference alternative. A loss occurs if a real alternabivieas a laver value

with respect to the reference alternatiweregarding any criteriofQEach pairwise
comparison ofl, that has a positive preference value, is a loss. The preference
degree ofd over alternatived with respect to the criteriofis calculated by using

the preference function for losses as shown below:

~

0 G 0 QO Q6

If a real alternativéd has a better value than the reference alternativesgarding
any criterionQa gain occurs. The regular peegnce function is used for all pairwise
comparisons of any alternative) over reference alternativé)y regarding any

criterion’QThe preference degree is calculated as follows:
0 O 0 QO QO

For the pairwise comparisonstiveen real alternatives, regular preference functions
are used. The preference degree of alterndiivier® regarding any criterioffls

obtained with the formula below:
0O 00 Q6

Outranking degrees are calculated. All pairwise comparisons of reference
alternative over a real alternative) is a loss. The preference function for losses
is used for the outranging degree calculatiothofOutranking degree @b over®

is obtained as follows:

A Qo 00 wWwhd
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For the preference degree of a real alternativever the reference alternative,
or a real alternativeld, the regular preference function is used. The outranking

degrees are obtaineg shown below:

~

A Qo 0

~

CA

A QR 0

C

Leaving and entering flows of the reference alternative are calculated as follows to
use in PROMETHEE ranking:

A \I" o

The sum of outranking degreesdividedby & and not by @ p) as it is in the
original PROMETHEE since the number of alternatives is increased by one with the

reference alternative.

The leaving and entering flows of real alternatives are calculatetiags to use in
PROMETHEEI ranking

P

~

n o d—/\(‘bﬁl’) A 0 o
o p v > v e
n W d—/\wm) A @

The net flow values are equal to the difference between leaving and entering flows
as shown below to use for PROMETHHEEanking:

N Q n @ N

n @ n o 0N @
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3.2 THE PROPOSED METHOD

Combining the beneficial features of different methods and proposing a new hybrid
methodology has been widely studied in the MCDM field. PROMETHEE and the
prospect theory are two popular methods that are brought up with different MCDM

methods.

The o i gin of our study can be defined as
combining the prospect theory and PROMETHE4&Sed on the piecewise linear

value function of the prospect theptwo new preference functiomseproposedo

be used in pairwise comgsons. If one unit of loss has higher impact than one unit

of gain, the proposed preference functions are used. If gains and losses have equal
importance, original preference functions of PROMETHEE are used. Modifying the
preference functions of PROMETHELESIng the loss aversion coefficient of the
prospect theory, which gives a direction

is mentioned.

In this study a methodology aiming to rank the alternatives in a discrete MCDM
problem is proposed based on PROMEHH In the proposed methogairwise
comparisons are made just between the real alternatives. There is no additional effort
to define an additional alternative. The methodgereralizatiorof PROMETHEE

and based on the piecewise linear value functiorihef prospect theory as in the
study of Karasakal et al. (2019) one unit loss has higher effect than one unit of
gain as in the prospect theory, the proposed method reflects this attitude with higher
entering flow valueslf one unit of loss is equabtthe one unit of gain, the loss
aversion coefficient is equal to 1 ( p) and the method acts the same as the original
PROMETHEE.The methodan be usetbr MCDM problemsvhere PROMETHEE

is applicable Additionally, the proposed method is appropriate when the choice
behavior of théM may notbe modelled using the MAUdue to the reason thidie

DM gives more importance to losses than gains. Interested readers may refer to
Karasakal et al. (2019%or further information onproblem types the proposed

method can be used.
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Il n our study, the prospect theory is i
Karasakal (2007)'s perspective. Ozerol
between the regret thgoand PROMETHEE Il considering the possible regret and
rejoice in the decision process. Using similar consideration, a calculation is done to
see if the current alternative was reference alternative, what the DM would feel. If
the reference alternative hbstter value than the compared alternative, the DM
would feel like she/he has gained. If the reference alternative has a worse value than
the compared alternative, the DM would feel such that she/he has lost. Without an
additional reference alternativlgtexisting alternatives are compared with all other
alternatives as it is in PROMETHEE. Different than PROMETHEE, having a worse
or a better alternative value on a criterion does not have the same impact, but has a
higher effect as it is in the prospelsebry.

The essential point of this study is that different threshold values are used when
calculating the leaving and entering flow values of alternatives. When the leaving
flows are being calculated, the original preference functions of PROMETHEE are
used When the entering flows are being calculated, the preference functions are
modified using the loss aversion coefficient of the prospect theory. To modify the
preference functions, using smaller threshold values has been suggested by
Karasakal et al. (2®@) to obtain more sensitive results for the losing case. For
obtaining the smaller threshold values, the original threshold values are divided by
the loss aversion coefficient)( of the prospect theory. The modified threshold

values of the preference fetions for the losing case are calculated as shown below:

17 1 n for preference threshold,

1T 1 n for indifference threshold,

The formulas opreference degrder leaving or entering flows are shownTable
34. Leaving flows represent momuch the current alternative outranks the other
alternatives and how much the DM would gain if she/he chooses the current
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alternative, whereas entering flows represent how much the current alternative is
outranked by the other alternatives and how mixgh@M would lose if she/he
chooses the current alternative. Q is used for leaving flow calculation afd Q

is used for entering flow calculation.
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Table3.4: The formulas of preference degdculation to use in proposed
methodology for leaving or entering flows.

Usual s . T QT s T Q T
Criterion v Q P Q m v 0 p QO m
U-Shape |, .. T Q N . Qo -
Criteric?n L o p Q 2 L Q n
p Q -
. LT Q 1
T QT 0z
V-Shape | = '"Q ‘ : Q = 7 Q =
Criterion |V Q “ﬁ m Q 0 U ~ N ; -
wvp Q n P Q -
o TT Q -
Tt Q n I’y i _ .
Level o , ¥, n , n
Criterion |V @ ™ n QN v Q.1 B Q B
p Q n % - r] -
P 0 ;
~ N
. 1vTT Q -
V-Shape ',"'g Q |’|:QZ , = \
with b0 ~ 1 4 0o —="1 1 o1
Indifference N rnon - -
wp Q N v n
P Q -
G . 5 Tt Q m_ T T
aussian | i 50 ]
Criterion p QT Q™ p Q Q 1
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Thestepby-stepdescriptionof the proposed methodologgexplained as followin

details

1. The type of preference functions, the values of thresholds, weights and loss
aversion coefficients for each criterion are determinBae preference
functions can be determined based on the nature of criteria as mentioned in
Abdul l ah et al . (2018)' s study. The |
defined based on the BM setexpgdect(@20X
perspectiveAHP, Matrix Multiplication Technique, ANP, entropy method
can beused to detrmine the weight values.

2. 0 Ohd andd &Y are calculated. Both represehie preference
degree of over ¢ considering criterionQ0 @Y is used for the
leaving flow calculation of alternativ® andd ¢ hid is used for entering
flow calculation of alternativéd .0 & R is obtained by using preference
functions with regular threshold values whergas hd  is calculatd by

using the preference functions with smaller threshold values. The formulas
below show how preference indexes are obtained:
0 O 0 QO QO

0 O 0 QO QO
The preference degrees show how much altee) has better or worse
value comparing the alternatide on criterionQ0 @ hRd andd & hd
both take a positive value in the range of 0 and 1. If the criterion value of
alternativew is abetter value than the alternatiseboth preference degrees
take positive values, otherwise they are equal to Zérthe difference
between the criterion values of alternativeand alternativéd on criterion
(s negative, the preferability of alternatiweover alternatived oncriterion
Qis equal to zerolf their values are not zero and the preferability of
alternatived is higher than the preferability of alternativesofon criterion

Q0 Ghd takes a higher value than @Y when the loss aversion

coefficient of criterion’Gs higher than 1.
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3. The outranking degrees @f overéd A & o s to be used for the leaving
flow of alternative®d and A & R is to be used for the entering flow of

alternativedd ) are calculated as shown below:

~ ~ ~

A Qo 00U whd

~ ~ ~

A 0ho 00 wWwho
4. The leaving and the entering flows of alternativeare calculated as follasy

'p A O

/\ \I"u

5. The net flow value is equal to the differermetween leaving and entering

flow values as shown below:

ng N @ N @
6. After leaving, entering and net flow values are calculated, alternatives are
either ranked according to leaving and entering flow values with

PROMETHEEI or according to net flow vaks with PROMETHEE Il same
as in the original PROMETHEE procedure.

In the next section, case studies based on the proposed method and their results are

explained in detalil.

3.3 COMPUTATIONAL RESULTS

The proposed method is applied to the hydroelectric powtsorsiaroject selection
problem, which is studied by Brans et al. (1986) and Times Higher Education (THE)
world university ranking 2019 and 2020 data. The proposed methaa is

36



generalizatiorof PROMETHEE including the loss aversion coefficient of prospect
theory. The results show how the ranking is affected by adding the loss aversion
coefficient to the problem when one unit of loss has a higher effect than one unit of

gain.

For the hydroelddc power station project selection problem, the criterion values
for each alternative, weight values, type of preference functions and threshold values
are taken from the study of Brans et al. (1986). The weight values of each criterion
are equal in thetudy, the other parameter values are as shown in I&bleriterion

f-1 represents manpower2fshows power,-8 illustrates construction cost4f
shows maintenance costfrepresents the number of villages to evacuate -&nd f
shows the security leV. Criterions {1, -3, f-4, -5 should be maximized;Z and f

6 should be minimized. The hydroelectric power station projects are represented by
the alternatives A, x-2, x3, x4, x5 and x6. As suggested by Kahneman and

Tversky (1976), the loss aweon coefficient for each criterion is determined as 2.25.

Table3.5: The data taken Brams al. (1986)

Criterions | Max/Min Alternatives Typg of Parametercs

X-1|x-2|%x-3|x4|x5]|x-6]| Criterion | p | q |0

f-1 Min 80| 65|83|40|52| 94| U-shape | - | 10 | -

f-2 Max 90 | 58 | 60 | 80 | 72| 96 | V-shape | 30| - |-

V-shape
f-3 Min 6 | 2| 4|10 6 | 7 with 5|05] -
indifference

f-4 Min 541977275 2 |36 Level 6| 1 |-
-5 Min 8| 14| 7| 3|5 Usual - -

f-6 Max 5|17 |10 8| 6 Gaussian | - - |5

The flow values of PROMETHEE are given in TaBlé whereas the partial and
complete rankings using PROMETHEE are given in FigdiBeand Figure 3.4,

respectively
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Table3.6: Flow Values of PROMETHEE (Brans a&l., 1986)

Alternatives | Positive Flow| Negative Flow Net Flow
X-1 0.220 0.366 -0.146
X-2 0.396 0.379 0.017
X-3 0.247 0.336 -0.090
X-4 0.329 0.349 -0.020
X-5 0.455 0.162 0.293
X-6 0.300 0.355 -0.055

Figure3.4: Result of PROMETHEE Il Method

When the proposed procedure is applied, positive flows of alternatives remain at
their values as in #h original PROMETHEE. Negative flow values increase

compared to the PROMETHEE and net flow values decrease.

The flow values of the proposed method are given in TaleThe partial and
complete rankings in case that the proposed method isausetiownn Figure3.5

and Figure3.6, respectively
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Table3.7: Flow Values of Proposed Method

Alternatives | Positive Flow| Negative Flow Net Flow
x-1 0.220 0.435 -0.215
X-2 0.396 0.467 -0.071
X-3 0.247 0.422 -0.176
X-4 0.329 0.442 -0.112
X-5 0.455 0.222 0.233
X-6 0.300 0.400 -0.100

Figure3.6: Complete Ranking of Proposed Methodology

In the partial ranking, -6 is the best alternative-ZXis incomparable with any other
alternatives except% when using both PROMETHEE and the proposed method. x
4 outranks 6 in PROMETHEE. x4 and x6 are incomparable in the proposed
method. x3 and x6 are incomparable in PROMETHEE23xs outranked by-% in

the proposed method.

In the complete ranking-& is outranked by the-4 in PROMETHEE. 6 outranks
x-4 based on the pposed method. Since the importance of losses increases, the

ranking of alternatives is changed. Negative flow values increase while positive flow
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values remain the same in the proposed method cechpaPROMETHEE. The

small difference between negativevilovalues of alternatives in PROMETHEE

becomes significant in the proposed methodology and the relations between

alternatives change.

The proposed methodology and -PROMETHEE are compared as PT
PROMETHEE is the most similar method with the proposed metbggon

literature. PFTPROMETHEE is applied to the hydroelectric power station project

selection problem that is studied by Brans et al. (1986). Five different reference

alternatives are introduced and the problem is solved witiPROMETHEE
methodology bysing each reference alternative. The loss aversion coefficient

taken 2.25 as suggested by Kahneman and Tversky (1976).

The first reference alternative is obtained by using average criterion values of real

alternatives. By adding the standard dewrabf criterion values of alternatives to

the average values of alternatives, the second reference alternative is obtained. The

outcome of subtracting the standard deviation of criterion values of alternatives from

the average values of alternatives esttfiird reference alternative. The average value

of the first and the third reference alternatives gives the fourth reference alternative.

Finally, the fifth reference alternative is obtained by making the third reference

alternati ve’ s nvgaltuoe st hweo rcsre taecrcioorndsi’

direction.

Reference alternative values to use iRFFHROMETHEE are shown in TabBs8.

Table3.8: Criterion Values of Reference Alternatives

Criterions Reference Alternatives

r-1 r-2 r-3 r-4 r-5
f-1 69.0 48.6 89.4 79.2 90.0
f-2 76.0 91.5 60.5 68.2 60.0
f-3 5.8 3.1 8.5 7.2 9.0
f-4 5.9 3.1 8.7 7.3 8.8
f-5 4.7 2.1 7.2 6.0 7.3
f-6 6.2 9.2 3.1 4.6 3.0
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The partial and the complete rankings are giveifable 3.9 and inTable 3.10,

respectively for each reference point usingFROMETHEE methodology.
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Table3.9: Partial Ranking Results of PFROMETHEE by usig each Reference
Alternative

Reference

. Partial Rankings of PT-PROMETHEE
Alternatives

First @ @
Reference @ @

Alternative
()
(%)

Second

Reference @

Alternative

Third
Reference
Alternative
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Table 3.9 (continued)

(%)

Fourth @
Reference @0@ @

Alternative (%)

(x)

(%)

Fifth @
Reference @*@ @

Alternative @

(%)

In the partial ranking using the first reference alternativ® and x4 are
incomparable. However,-4& outranks X3 in the partial ranking using the second
reference point.2%6 has an incomparability relation with botflxand x3 when the

first reference alternative is used6outranks both 4 and x3 when the second
reference alternative is used. The first reference alternative is just outrankéd by x
and it has an incomparability relation witi2xwhereas the second refecerpoint

outranks all the real alternatives.

The partial ranking using the third reference alternative gives the same relations as
the ranking using the first reference alternative between the real alternatives. The
differences of outranking relation otainatives comparing the results using the first

and the second reference alternatives are the same as comparing the second and the
third reference alternatives. The third reference point is outranked by all the existing

alternatives.
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In the partial rankig using the fourth reference point4dxs incomparable with all
other alternatives exceptand the reference alternative. Howeve#, autranks

both %1 and x6 in the ranking using the first reference alternativé.outranks x

1, x-3 and x6 when he second reference alternative is used. The fourth reference

alternative is outranked by all the real alternatives.

In the partial order using the fifth reference alternativé,outranks x1. x-1 and x
4 are incomparable when the fouréference point is used. The fifth reference

alternative is outranked by all other alternatives.

The ranking of the real alternatives changes based on the reference alternatives
values. An artificial alternative affects the relative importance of thalteahatives

in PT-PROMETHEE.
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Table3.10: Complete Ranking Results of FIROMETHEE by using each

Reference Alternative

Reference
Alternatives

Complete Rankings of PFPROMETHEE

First Reference
Alternative

Second Referenc
Alternative

Third Reference
Alternative

Fourth Reference
Alternative

Fifth Reference
Alternative
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In complete ranking results using the first, the second and the third reference points;
the sameelations between the real alternatives are obtained and the order of the

reference alternatives is different.

A critical change is observed between the ordersdfrd x6, where x4 outranks

x-6 when the first, the second and the third reference paiatased. However; 4

is outranked by ¥ when the fourth reference alternative is used. This change

between the relation of alternativegand x6 is determined as rank reversal which

can affect the DM s choice alerdatveian | ead t o

reatlife case.

As a similar case,-2 outranks » in the complete rankings using the first, the
second, the third and the fourth reference points. Howex2&isoutranked by -4

when the fifth alternative is used. Namely, rank revassabserved again.

When a new alternative is added to the model, the relative importance of the real
alternatives changes. The comparison sets of rankings with different reference
alternatives are not consistent even though all conditions such as panzahetsy

type of preference functions and weight values of each criterion are kept the same in
all calculations. In our example with six alternatives and six criteria, only the rank
of two alternatives is changed. However, if the number of alternativerstenia is

higher, a larger number ahangesin the relative importance of alternatives is
expected. Properly defining the reference alternative is a difficult process and brings
an extra load to the DM. As the number of alternatives increases, the maimbe
pairwise comparisons and computational time also increases to compare the real

alternatives with an unreal reference alternative.

According to the reference alternatives’ vV a
changed. Since the reference atart i v e determi nes t he DM’ s
satisfactory levels of the real alternatives are changed. This change can cause wrong

selection among real alternatives.

46



There is no artificial alternative in the proposed method. The DM should identify
how many ung of gain can satisfy one unit of loss. If the answer is more than one,
PROMETHEE approach is modified to illustrate the difference between gain and
loss. If the answer is one, the method acts the same as PROMETHEE.

In the next step, the proposed methodpplied to the THE world university ranking
2019 data with 1258 alternatives and 2020 data with 1396 alternatives. THE ranks
the universities based on five main criteria, which are teaching, research, citation,
industry income and international outlooking the weighted sum method. The
criterion values of alternatives and the weight values of criteria are taken as they
identified by THE at their official websita/Veight of 030 is used for teaching,
researclandcitationcriterig, 0.025 is used for indusy income and.075 is used for
international outlooki-or each criterion linear preference function with indifference
area is usedaince the preference degrees take different values between 0 and 1
according to the slope of the functiofiherefore, moresensitive results can be
obtained. There are two threshold valassndifference and preference thresholds

in the linear preference function with indifference aregince the preference
functions of PROMETHEE are modified based on the threshold valiefingar
preference function with indifference area is considered more appropristtewo

the performance of theroposed methooh comparison tahe other methodologies

used in experiments. Howevdngetproposed method is appropritteise with all of

the preference functions of PROMETHHES suggested by Kahneman and Tversky
(1976), coefficient value of 2.25 is used for loss aversion. By changing indifference
and preference threshold values, two different cases are studied using both THE
world universiy ranking 2019 and 2020 data. For the first case, indifference
threshold values are taken 2 for each criterion and preference threshold values are
determined as population standard deviation of alternative values whereas for the
second case, indifferenchréshold values are taken 5 and preference threshold
values are defined as twice of population standard deviation of alternative values.
The weight and the threshold values of each criterion for case 1 and case 2 are shown

in Appendix A.1 and A.2, respectly.
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THE 2019 and 2020 data are examined using original PROMETHEE and PT
PROMETHEE methodologies for two cases. FoOrFFROMETHEE methodology,

the loss aversion coefficients are taken 2.25 for each criterion and three different
reference points are detemad for two cases. The first reference alternative is equal

to the average value of alternatives and the second reference alternative is obtained
by adding the standard deviation of alternatives to the average values. By subtracting
the standard deviatiaof alternatives from average values, the third reference point

is obtained.Criterion values of each reference point for THE World University
Ranking 2019 and 2020 data sets are given in Appendix B.1 and B.2, respectively.

Difference between the rank of ivarsities is calculated for each pair of ranking
methods to analyze the divergence between methods. The results of using different
indifference and preference threshold values are shown in Tablieand3.12 for

2019 and in Tabl8.13 and3.14 for 2020 data.
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Table3.11: Changes in Ranking among Comparison of Methods for THE World
University Ranking 2019 Data Case I|: The indifference threshold is 2 and the
preference threshold is equal to the d&ad deviation

Average Standard

. M .
Compared Methodologies ax change deviation
change| . .
in ranking | of change
Weighted Sum & PROMETHEE 216 44.30 41.05
Weighted Sum & PROPOSED 244 49.04 45.64
Weighted Sum &
PT-PROMETHEE(ref=ave.) 216 44.35 41.05
Weighted Sum &
PT-PROMETHEE (ref=ave.+st.dev. 216 a4.21 41.01
Weighted Sum & 216 44.31 41.05

PT-PROMETHEE (ref=avest.dev.)

PROMETHEE & PROPOSED 38 6.45 6.11

PROMETHEE &

PT-PROMETHEE (ref=ave.) 2 0.72 0.51
PT—PROI\EI) ERTOHNIIEEEIrZF:i\?e.+st.deV.) 3 0.93 0.39
PT—PROI\ZE‘?II\IAEEET E:Efli::/est.dev.) 2 0.12 0.34

PT-PRF(;F:AOEF;ﬁEE[zriLf:ave.) 38 6.55 6.10
PT-PROMFI;I‘QI'SIFE)ICE) ?rEfD:zi/eﬁst.dev. 37 6.53 6.13
PT—PROMFI)EI?I'aFI;CE)S(rEeIfD:Zvest.dev.) 38 6.47 6.09
o ;epoRl\;) gﬂfﬁéﬂizvfszfev 3 0.30 0.51
ST PROMETHEE (ofavestdevy | * | 067 | 0%8

PT-PROMETHEE (ref=ave.+st.dev) ¢ 3 0.88 0.47

PT-PROMETHEE (ref=avest.dev.)

49



The maximum change is equal to 244 for the first case with THE world university
ranking 2019 data and the average change in the rankings is equal to 49.04. The
standard deviation of changes is equal to 45.64 and the largest values for the three
metrics ar@bserved between the weighted sum and the proposed methodology. The
second largest results belong to weighted sum comparisons with PROMETHEE and
PT-PROMETHEE and the maximum change is equal to 216 here the average change
in the rankings is 44.35 and thersdard deviation is 41.05.

The third largest differences in all three metrics are observed in the proposed
methodology comparisons with PROMETHEE andPFROMETHEE.

According to the comparisons between PROMETHEE an@ ROMETHEE using
three different reference values, the differences are not significant for all three
measurements. The maximum number of changes is approximately 3 and both the

average change and therstard deviation are less than 1.

The minimum number of changes is obtained as zero in all comparisons between
each method pairs meaning that in all comparisons some alternatives take the same
ranking value.The number of alternatives that are placed & samerankng
comparisons are given in Appendix C.1 and C.2 for THE World University Ranking
2019 and 2020 data sets, respectiviiyte that the samaternativesdo notstay in

the sameankin eachcomparison

50



Table3.12. Changes in Ranking among Comparison of Methods for THE World
University Ranking 2019 Data Case Il The indifference threshold is 5 and the
preference threshold is equal to the standard deviation multiplied by 2.

Max Average Standard
Compared Methodologies change deviation
change| . .
in ranking | of change
Weighted Sum & PROMETHEE 210 24.67 24.42
Weighted Sum & PROPOSED 223 33.72 31.53
Weighted Sum &
PT-PROMETHEE(ref=ave.) 209 24.85 24.32
Weighted Sum &
PT-PROMETHEE (ref=ave.+st.dev. 209 24.81 24.31
Weighted Sum &
PT-PROMETHEE (ref=avest.dev.) 210 24.67 24.44
PROMETHEE & PROPOSED 91 12.36 12.98
PROMETHEE &
PT-PROMETHEE(ref=ave.) 4 0.80 0.54
PROMETHEE &
PT-PROMETHEE(ref=ave.+st.dev.) 3 0.97 0.35
PROMETHEE &
PT-PROMETHEE (ref=avest.dev.) 3 0.13 0.37
PROPOSED &
PT-PROMETHEE(ref=ave.) 90 12.38 12.89
PROPOSED &
PT-PROMETHEE (ref=ave.+st.dev. 90 12.46 12.92
PROPOSED &
PT-PROMETHEE(ref=ave-st.dev.) 1 12.38 12.97
PT-PROMETHEE (ref=ave.) &
PT-PROMETHEE (ref=ave.+st.dev. 3 0.32 0-50
PT-PROMETHEE (ref=ave.) &
PT-PROMETHEE (ref=avest.dev.) 3 0.73 0.57
PT-PROMETHEE (ref=ave.+st.dev) ¢
PT-PROMETHEE(ref=ave-st.dev.) 4 0.89 0.43
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In the comparison between the weighted sum method and the proposed method, the
largest changes are observed when using the second case with THE world university
ranking 2019 data. The maximum change in ranking is equz23pthe average
change is equal to 33.72 and the standard deviation of change is equal to 31.53. The
second largest changes are observed in the comparison of the weighted sum method
with PROMETHEE and P-PROMETHEE. In this case, the maximum changes are

around 210, the average changes and the standard deviations are around 24.

PT-PROMETHEE comparisons using three different reference alternatives give
similar difference values in itself and with PROMETHEE. The maximum changes

are around 3, the average change and the standard deviation of changes are less than
1.

In comparing thecases with 2019 and 2020 data using the same indifference and
preference thresholds, similar observations are obtained. The maximum values of all
three metrics are obtained in comparisons between the weighted sum method and the
proposed methodology. Tharger values are observed in the analysis of THE world
university ranking 2020 data comparing to the 2019 data for both cases due to the
fact that the number of alternatives in 2020 data is more than the number of

alternatives in 2019 data.
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Table3.13: Changes in Ranking among Comparison of Methods for THE World
University Ranking 2020 Data Case I: The indifference threshold is 2 and the
preference threshold is equal to the standard deviation.

Average | Standard

. M .
Compared Methodologies ax change deviation
change| . .
in ranking | of change
Weighted Sum & PROMETHEE 281 51.41 48.00
Weighted Sum & PROPOSED 313 57.56 53.18
Weighted Sum &
PT-PROMETHEE(ref=ave.) 282 51.48 41.97
Weighted Sum &
PT-PROMETHEE(ref=ave.+st.dev.) 282 51.39 41.96
Weighted Sum & 281 51.42 48.01

PT-PROMETHEE (ref=avest.dev.)

PROMETHEE & PROPOSED 60 7.81 8.23

PROMETHEE &

PT-PROMETHEE(ref=ave.) 3 0.74 0.51
PT—PROI\I;ER'?HNIIEIIEEng‘Ea%/eﬁst.deV.) 3 0.93 0.39
PT—PROI\ZE‘?II\IAEEET E:Efli:\clest.dev.) 2 0.11 0.33

PT—PRZTACI)E:'(I?IEIIEEE:eiave.) 59 7.94 8.19
PT—PROMFI;?'IC-:ES ?ri]zfve.+st.dev.) >9 .92 8.20
PT-PROMFl);gEE?rEe?::vest.dev.) 60 1.82 8.22
PTPROMETHEE (ef-aveataev) ° | 028 | 049
" PROMETHEE (etavenidovy | ° | 080 | 085

PT-PROMETHEE (ref=ave.+st.dev) & 3 0.89 0.47

PT-PROMETHEE (ref=avest.dev.)
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The largest values are obtained in comparidmia/een the weighted sum method

and the proposed methodology for the first case using THE world university ranking
2019 data. The maximum change is equal to 313, the average change is equal to
57.56 and the standard deviation is equal to 53.18. The stargedt changes are
observed in the weighted sum method compared with PROMETHEE and PT
PROMETHEE. The maximum number of changes are around 281, the averages are

around 51 and the standard deviations are around 48.

In comparing the proposed method with PREMIEE and PIPROMETHEE, the
maximum change is around 60, the average change and the standard deviation are
around 7.80 and 8.20 respectively. In comparisons betwe@ROMETHEE itself

and in between RPROMETHEE and PROMETHEE, the maximum changes are
arond 3. The average changes and the standard deviations are less than 1 and the

minimum number of changes are observed as zero for all comparisons.
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Table3.14: Changes in Ranking among Comparison of Method3 ik World
University Ranking 2020 Data Case Il The indifference threshold is 5 and the
preference threshold is equal to the standard deviation multiplied by 2.

Average | Standard

. M .
Compared Methodologies ax change deviation
change| . .
in ranking | of change
Weighted Sum & PROMETHEE 221 28.07 28.74
Weighted Sum & PROPOSED 233 38.57 35.98
Weighted Sum &
PT-PROMETHEE(ref=ave.) 219 28.28 28.60
Weighted Sum &
PT-PROMETHEE (ref=ave.+st.dev.) 221 28.24 28.59
Weighted Sum & 221 28.07 28.74

PT-PROMETHEE(ref=ave:st.dev.)

PROMETHEE & PROPOSED 99 14.08 15.51

PROMETHEE &

PT-PROMETHEE(ref=ave.) 3 0.79 0.51
PT—PRZT/IOEE)I%?IEEE:e%:ave.) 7 14.13 15.39
PTPROMETHEE (ehave sstde) %0 | 1423 | 1544
TPROMETHEE (relavestdey) | 8 | 1400 | 1581
oTPROMETHEE (elaveatdeyy | O3 | 01
TPROMETHEE (ercavestcovy | ° | 075 | 054
PT-PROMETHEE (ref=ave.+st.dev) & 3 0.93 0.42

PT-PROMETHEE (ref=avest.dev.)
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By using THE world university ranking 2020 data for each metric, the largest
comparison values are obtained between the weighted sum method and the proposed
methodology for the second case. The maximum number of changes is equal to 233,
the average changeequal to 38.57 and the standard deviation of change is equal to
35.98. The maximum number of changes in the comparisons of weighted sum
method with PROMETHEE and PFROMETHEE is around 22 where the average
changes are around 28.20 and the standardtabevi changes is around 28.60.

The following highest numbers are observed proposed method comparisons with
PROMETHEE and PPPROMETHEE. The maximum number of changes is around

98, the average values of the changes are around 14.10 and standard deiations
changes are around 15.40. In the comparison 6PROMETHEE using three
different reference alternatives in itself and with PROMETHEE, the maximum
number of changes is around 3. The average number of changes and the standard
deviation of changes are der 1 and minimum change is observed as zero in all

comparisons.

In all cases, the ranks of alternatives among each method are obtained differently for
two different data sets. The largest changes are observed between weighted sum and
remaining methods dke weighted sum is the most different method comparing the
remaining methods used in this study. Pairwise comparisons are used in all

methodologies except weighted sum method.

In all comparisons, the largest changes are observed in comparisons of tsegrop
method with the others. In PROMETHEE, preference functions are used with the
same threshold values and their impacts are assumed to be equal for losses and gains
whereas in PPROMETHEE, preference functions are considered with different
threshold vales for losses and gains since losing has a higher impact than gaining.
However, the losing case is only valid in the comparisons with the reference
alternative. PIPROMETHEE algorithm causes a small difference in the entering
flow of alternatives compargn PROMETHEE. As the number of alternatives

increases, the impact of using loss aversion decreases. In our methodology, using
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preference functions with different threshold values is applied in all comparisons
between each alternative pair which causes tarmjfference compared to
PROMETHEE and PPPROMETHEE. The entering flow values are affected by all
other alternatives, as well as the reference alternative-RFRROMETHEE.

In the comparison of RPROMETHEE method with itself when ing different
reference alternatives, the average change and the standard deviation values are
calculated around zero which is negligible. Since the loss aversion coefficient affects
only the comparisons with the reference alternative, there is no resohabge in

the results even though the reference alternative values are changed. As the number
of alternatives increases, the effect of reference alternative decreases. Meanwhile the
results are not significantly affected by the values of chosen reéeedtecnatives.
Additionally, the rank reversal had been detected in several cases when using THE
world university ranking 2019 and 2020 data. Comparing th?ROMETHEE
rankings with different reference alternative values, the outranking relation between
the same alternatives show difference. When a new alternative is added to the
instance, that new alternative is expected to take place in the sequence which has
been obtained without itself. There could be better or worse alternatives to be
compared with He new alternative. However, change in the outranking relations
among the predefined alternatives causes an inconsistency in ranking. These results
show that the outranking relations obtained by the use (#ROMETHEE are not

consistent and depends on ttadue of the reference alternative.
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CHAPTER 4

MULTICRITERIA SORTING PROBLEMS

41 BACKGROUND

FlowSort is a sorting method based on PROMETHEE, which has been proposed by
Nemery and Lamboray (2008). In FlowSort method, a set of m alternafives

W hd are evaluated with respect to a set of n catd® Q8 HQ to
assigny categoris which are predefined and completely ordered. The categories
6, .0 aresuchthadb & with 'Q &meaning that the category is
preferred to categor§ . The best and worst categories are defined asnd o
relatively. In FlowSortp categories can be defined by using either limiting profiles

as in Electrelri or central profiles as in the model proposed by Doumpos and
Zopounidis (2004) and Figueied al. (2004).

When the categories are defined by using limiting profiles, the limiting profiles set
‘Ycontaind) pelementsy i MB h ) since each category is determined by
using an upper and a lower limiting profile. Limiting profiles areeoed from best
toworstasin M h i .Each profile is outperformed by the previous one. A
category0® is defined by an upper limiting profile and a lower limiting profile

i . The lower profile of better categady is described by ,andi  describes

the upper profile of worse categaby . Performance of all alternatives in seis
assumed to be between the best limiting profilnd the worst limiting profile

The flow and category representation with limiting prafigge shown in Figuré L
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Figure4.1: A flow and category representation with limiting profiles

When the categories are defined by using central profiles, the set of central profiles
"Y' containg) elements'{ i“ B R* . The central profiles are preordered and
each profile outperforms the following ones after itself ag'in B8 h i* . Each
category®” is defined by a central profile or centraid. The flow and category

representation with central profiles are shown in Figuge
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Figure4.2: A flow and category representation with central profiles

Both limiting and the central profiles are illustratedfy 1°hi*h8 and they
arecalled reference profiles. The outranking relation between reference profiles can

be defined as follows:

A -

IQ pEYVG” 17 v la pEMDQIT Qi Al WED
r\Q\IZ "Q‘[Z

Each alternative’ s performance in terms
assumed to be between the worst and the best reference profiles. Pairwise
comparisons are made between the alternative and the reference profiles for each
alternative. An alterrtave @ that is to be assigned to a category and reference
profiles’ se¥ IiIYs @ eForeachuun padin g reference

degreawoverwon each criteriofQ is calculated, as in PROMETHEE, as follows:

0 ¢y 0 Q
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Foreach criterioniQ, the weight valu® is determined withb  1tfor’'Q pf8 R
andB 0 p. The weight values illustrate threlative importance of criteria.

Using the weight values and preference degrees, the outranking degraerok act

over action y is calculated as follows:
A D 00 ahw

Positive, negative and net flow values are calculated for each action by using
outranking degrees as done in PROMETHEE.

n:w — A ot h
a

n:0 —— A U@h
a p

Nz N ® N .

When the categories are defined by using limiting profiles, the assignment of an
alternativew to a categoryy can be made based on two different rules according
to the positive or negative flow values. Considering the™set 'Y° @& , two

assignment rules based on positive and negative flows are identified below.

0 W o0 Q@& i n noi

6 o o0 @ i 1N n o
The first rule is based on incoming flow values. The alternativis assigned to
categonyo if the positive flow of alternative is between positive flows of limiting
profilesi andi . The second rule is based on outgoing flows. dlterndive @
is assigned to categody if the negative flow of alternativé® is between negative
flows of limiting profilesi andi . Based on two different rules, two different
assignmentssuchéas @ and0 @ are obtained. Assignment of an alternative

based on the first and the second rule can be the same or different categories. This

situation is illustrated a8 ® O o0 O 0O o.
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Based on the net flow values, alternatives assignedo one unique categoy

using the following rule.
0 w o0 Q@ i n o noi

The obtained categories based on positive and negative flow values are called the
best and the worst categoriés. @ andd @ represent the best and the worst
categories of alternativ®, respectively. The category af, which is obtained by

using net flow values, is always in between the best and the worst category of

alternatived as given below.
6 & 06 O 06 & Jo®o

When the categories are defined by using central profiles, the assignment of an
dternative® to a categoryy can be made based on two different rules according
to positive and negative flow values. Considering the™et Y © & , two

assignment rules are specified below.

) N N N N
6 & 6 1qQQ N
C C
Nt nx i Nt N i
6 & 6 qQQ N
C C

The arithmetic means of the central profiles are used in the rules. According to the
rules, alternatived is assigned to the categady if the positive or negative flow
value of alternatived is between the arithmetic means of the central prdfilesnd

1 and the arithmetic mean of the central profilesandi® . Positive flow values

are used in the first rule whereas negative flow values are used in the second rule.

Considering the net flow values, alternatiseis assigned to cagoryd when the
net flow value of alternativéd is between the arithmetic mean of central profiles

andi® , and the arithmetic mean of central profilésandi* as shown below.

. e o Nt 3 N N i
0 W 0 0QQ n>*
q C
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Alternative® can be assigned to the same or different categories according to the
positive and negative flowased assignment rules. The better category is described
as the best category of alternatidewhereas the worse category is defined as the

worst category falternativedd. The categoryy’ @& based on the net flow value is
between the best and the worst categories.

X

6 & o6 & 6 & 1o|mo

The central profile of a categoy is assumed to be between two consecutive
limiting profiles d category0 for each criterionThe relation between limiting

profiles and central profiles is established with the formula below.
Qi Qi Qi

The relation of categories that an alternatives assigned by using limiting profiles

~

or central profiles should be as follows. If6 & Oho ®
6hé @ 6-0t® & 6, thenitis expected thglQ Qs p and

o ds p.

42 THE PROPOSED METHOD

FlowSort is a wetknown sating algorithm to assign alternatives to the predefined
categories as explained in detail in Chapter 3. To the best of our knowledge,
FlowSort and prospect theory have never been studied together. In this study, the
FlowSort method is redefined with thaig and loss perspective of the prospect
theory and a methodology aiming to sort the alternatives in a discrete MCDM
problem is proposed he method is a generalization of FlowSort. Same results are
obtained from the proposed method and FlowSort wherm$sealversion coefficient

is 1 and the proposed method can be uspdoblems~vhere FlowSoris applicable
Additionally, the proposed method is appropriate when the losses have a higher

impact than the gains for the same amount.
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Performance of the alternatives, in terms of positive or negative flow values in
pairwise comparisonsaffects the category assignment. In FlowSort, pairwise
comparisons are made as made in the PROMETHEE methodology. For an
alternative, having better or ws® criterion values comparing the remaining
alternatives haithe same effect. On the contrary, in the proposed methodology,
having a worse value on a criterion have a higher impact than having a better value
for the same amount as in prospect theory.eflect this property, threshold values

of preference functions should be less for the calculation of negative flows than for
the calculation of positive flows in pairwise comparisohe obtain the smaller
threshold values, the original threshold values divided by the loss aversion
coefficient () of the prospect theory as suggested by Bozg007) as shown
below. The original threshold values are ugmdthe calculation of positive flows
whereas the modifietthreshold values are ustat the calcudtion of negative flows.

1T 1 N for preference threshold,

71 N for indifference threshold,

In our method, the limiting profiles are used to specify predefined categories.
However, the algorithm is also suitable to describe and applyubkamg the central

profiles.
The steps of the proposed methodology are explained as follows:

1. The type of preference functions, the values of thresholds, weights and loss
aversion coefficients for each criterion are determined. sBtef limiting
profilesY i M h suchthat M h i ,isintroduced.

2. ConsideringY 'Y° ® , where® is an alternative to be assigned to a
category, for each pairdy) in 'Y set, preference degreés oo and
0 oo are calculated where both represietpreference degree@bver
wconsidering criterio) o is used to calculate the positive flowcaf

whereas0 afw is used to calculate the negative flowdfPreference
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functions with rgular threshold values are used to obtain fw, and
0 «ofw is calculated by using the preference functions with smaller

threshold values. The formulas for calculation of preference degrees are
given below:

0 ¢y 0 Q6 Qo

0 ¢l 0 Qo Qo
3. The outranking degrees afoverware calculated with respect to tfedative
importance of criterionsuch that0  mtfor'Q pf8 R andB 0 p.
A ofto is used for the calculation of theositive flow of Gy whereas

A oty is used for the calculation of the negative flowsnfThe formulas

are given below:

~

oo

CA

A G 0

adw

C

A G 0

4. Positive, negative and net flow values for actioare calculated by using
outranking degrees same as in PROMETHEE.
p 13
a p
p 113
a p

%o @ oo h

%o @ oho h

%W %o W %o W3

5. Assignment of amlternativew to a category is performe. Considering
the positive, negative or net flow values, the category of alternative

determinedased on the rules shown below

T 0 ® 0O Q@ i n o noi ,
T 6 0O Q& 1 n o noi h
T 0 ® 0O Q& i n o noi 8
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0 w andO0 & can be the same or different categories such that
0 w O W ord ® O . Aunique categond  is
determined by using net flow valués. & is always obtaineddiween the

worst and best categories which are defined by using positive and negative

flow values.

In the next section, the results of case studies using the proposed methodology and

FlowSort method are explained in detail.

4.3 COMPUTATIONAL RESULTS

For the experiments, five data sets from the UCI repository and three data sets from
the WEKA machine learning framework are used. The source of the data set and the
number of alternatives, criteria and classes for each data are specified id.Table
FlowSort method and the proposed method with different loss aversion coefficient
values are applied to the data sets and the difference between the class of alternatives
are examined. In the experiments, 1.5, 2.25 and 3 are used as the loss aversion
coefficient values. 2.25 is applied since it is suggested by Kahneman and Tversky
(1976) whereas 1.5 and 3 are used since they have equal upper and lower distances
to 2.25.

Two different cases are being considered using different preference threshold values
and tle cases are applied to the data sets with FlowSort and the proposed method. In
the first case, preference threshoffisare equal to the differences between the
maximum and the minimum values of alternatives for each criterion. In the second
case, preferare thresholds are equal to the differences between the maximum and
the minimum values of alternatives multiplied by the loss aversion coefficient for
each criterion. In both cases, indifference threshgldse equal to 10% of the
differences between thmaximum and the minimum values of alternatives for each
criterion. Indifference threshold values for both cases, preference threshold values

for case | and case Il are shown in AppenDid, D.2, andD.3, respectively.
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FlowSort result is stable in the firgase since preference threshold values are
independent of the loss aversion coefficients. In the second case, both FlowSort and

proposed method results may change based on loss aversion coefficient values since

preference threshold values change depdhden loss aversion coefficient values.

The reference profiles are determined between the maximum and the minimum

values of alternatives for each criterion. The maximum values are used as the best

reference profile of the criteria whereas the minimum eslare used as the worst

reference profile of the criteria. The intermediate reference profiles are determined

such that each reference profile is equidistant from the other. If there are three

reference profiles, the middle reference profiles are equlaétmedian of the range

of the alternative values and weight values of eaitbrionare taken as equal.

The tot al

di fference

of

al

ternat.i

VvV es

are obtained using different loss aversion coefficient value§lowSort and

proposed methodology, are explained for both case 1 and case 2. The results show

how the classes of alternatives are affected by adding the loss aversion coefficient of

prospect theory to the problemihe data sets and the results for bothesasre

explained as follows:

Table4.1: The data sets with their number of alternatives, criteria, classes and

source
Data Set Number of | Number of Number Source
Alternatives Criteria of Classes
CPU 209 6 2 UCI
Auto MPG 392 7 2 UCl
Employee Selection (ESL 488 4 2 WEKA
Employee
Rejection/Acceptance 1000 4 2 WEKA
(ERA)
Lecturers Evaluation
(LEV) 1000 4 2 WEKA
Car Evaluation 1728 6 4 UCI
Breast Cancer 278 6 2 UCI
Mammographic 351 4 2 UCl
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43.1 CPU

The CPUdata is taken from the UCI repository. The data includes 209 alternatives
to be sorted the CPU time performances into 2 classes based on 6 criteria. The classes
are specified as below:

1 Acceptable- Classl

1 Unacceptable Class2

Criterion values of each reference profile for CPU data set are shown in Appendix
E.1. The criteria of CPU data to evaluate the alternatives with their ranges and types
are shown in Tablé.2

Table4.2: The criteria of CPU data to evaluate the alternatives with their ranges

and types
Criteria Range Type
M.Y CT.: machine cycle 17-1500 Lower the better
time in nanoseconds
MMIN: minimum main 64-32000 Higherthe better
memory in kilobytes
MMAX: ma_X|m.um main 64-64000 Higher the better
memory in kilobytes
ACH: h i )
CAC gac € memory i 0-256 Higher the better
kilobytes
CHMIN: m|_n|mu.m 0-52 Higher the better
channels in units
CHMAX: [ .
mgxmgm 0-176 Higher the better
channels in units

The total difference results between alternative classes that compare each run by

using CPU data are reported in Tadbldfor case 1 and case 2.
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Table4.3: The total difference results between alternatiessts comparing each
run using CPU data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method 0 1
(A=1.5)
FlowSortProposed Method 3 0
(A=2.25)
FlowSortProposed Method 1 0
(A=3)
Proposed Meth 3 0
ProposeMet hod ( A
Proposed Meth 1 0
Proposed Meth
Proposed Me-t h 2 0
Proposed Meth

In case 1, the highest total number of alternatives placed in different classes
comparing the results is 3. This numbeoliserved in two comparisons. The first is

from the comparisons of FlowSort and the proposed method using the loss aversion
coefficient of 2.25 and the second is obtained from the comparisons of the proposed
method using the loss aversion coefficient of amsl 2.25. The total number of
differences from the comparison of the proposed method using the loss aversion
coefficient equivalent to 2.25 and 3 is equal to 2. The differences of the comparisons
between FlowSort and proposed method using loss aversafficant of 3, and
between proposed method runs using loss aversion coefficient as 1.15 and 3 are equal
to 1. There is no change in the classes of alternatives obtained with FlowSort and the

proposed method with loss aversion coefficient of 1.5.

In case lthe alternatives that change classes are the same in the comparisons. The

highest change is observed when the loss aversion coefficient is used as 2.25.

In case 2, the difference is observed as 1 in the comparison of FlowSort and the
proposed method uginthe loss aversion coefficient as 1.5. In the remaining

comparisons, no changes are obserwdss ofan alternative can change if the
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superiority relationship between the net flows of alternative and the reference profile
that has net flow value close to the alternative chagesnative is assigned to the
same class, if the decrease in the net flow of the alternative is small cdrtgotre
decrease in the net flow of the closest reference profile and not sufficient for the

alternative to be placed in a different class.

4.3.2 Auto MPG

The auto MPG data from the UCI repository includes 392 alternatives to be sorted
into 2 classes based orcifteria based on the chyycle fuel consumption in miles

per gallon. The classes are specified as below:

1 Acceptable-Classl

1 Unacceptable Class2

Criterion values of each reference profile for Auto MPG data set are shown in
AppendixE.2. The criteriaof Auto MPG data to evaluate the alternatives with their
ranges and types are given in Tablé

Table4.4: The criteria of Auto MPG data to evaluate the alternatives with their
ranges and types

Criteria Range Type
Cylinders 3-8 Lower the better
Displacement 10109800 Lower the better
Horsepower 46-230 Lower the better
Weight 16135140 Lower the better
Acceleration 80-950 Lower the better
Model year 70-82 Lower the better
More fuelconsuming car (1),
Origin Medium fuel consuming car (2] Higher the better
Low fuel consuming car (3)

The total number of alternatives placed in different classes comparing each run using

Auto MPG data are shown in Takle&for case 1 and case 2.
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Table4.5: The total difference results between alternative classes comparing each
run using Auto MPG data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method 14 1
(A=1.5)
FlowSortProposed Method 27 1
(A=2.25)
FlowSortProposed Method 25 1
(A=3)
Proposed Meth
Proposed Meth 13 0
Proposed Meth
Proposed Meth 11 0
Proposed Me-t h 2 0
Proposed Meth

In case 1, higher changes are observed in FlowSort comparisons. The maximum
number of changes is observed as 27 in the comparison between FlowSort and the
proposed method with the loss aversion coefficient of 2.25. The next higher change
is equal to 25 inhe comparison between FlowSort and the proposed method with
the loss aversion coefficient of 3. Finally, in the comparison between FlowSort and
the proposed method with the loss aversion coefficient of 1.5, the difference is 14.

The highest difference #iin proposed method comparisons is 13 which is observed
when the loss aversion coefficients are 1.5 and 2.25. When the loss aversion
coefficients are 1.5 and 3, the difference is equal to 11 between the proposed method
comparisons. The difference is 2\wetn the proposed method comparisons when

loss aversion coefficients are 2.25 and 3.

In case 1, the alternatives that change classes are the same in the comparisons. The

highest change is observed when the loss aversion coefficient is taken as 2.25.

In ca® 2, the difference is observed as 1 in FlowSort comparisons with the proposed

method using any of the thréess aversion coefficient values. The clabanging

72



alternative is the same in all three comparisons. In proposed method comparisons,
no changesra observedAlternatives are assigned to the same classes if the
decreases in the net flows of the alternatives are small compared to the decreases in
the net flows of the closest reference profiles and are not sufficient for the

alternatives to be placeud different classes.

4.3.3 Employee Selection (ESL)

The ESL data is taken from the WEKA machine learning framework. The data
includes 488 profiles of applicants for certain industrial jobs to be sorted into 2
classes based on 4 criteria. The criteria valuedetermined by expert psychologists
based on the psychometric test results and interviews with the candidates. All criteria

types are considered as “higher the bett
The classes are specified as below:

1 Acceptable-Classl

1 Unacceptable Class2

Criterion values of each reference profile for ESL data set are shown in Appendix
E.3. The criteria of ESL data to evaluate the alternatives with their ranges and types

are presented in Tabfe6.

Table4.6: The criteria of ESL data to evaluate the alternatives with their ranges

and types
Criteria Range Type
Criterion-1 0-9 Higher the better
Criterion-2 0-9 Higher the better
Criterion-3 2-8 Higher the better
Criterion-4 2-8 Higher the better

The results for total differences between alternative classes comparing each run

using ESL data are reported in TaBl&for case 1 and case 2.
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Table4.7: The total difference result®tween alternative classes comparing each
run using Employee Selection (ESL) data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method 1 0
(A=1.5)
FlowSortProposed Method 18 0
(A=2.25)
FlowSortProposed Method 0 0
(A=3)
Proposed Meth
Proposed Meth 17 0
Proposed Meth 1 0
Proposed Meth
Proposed Me-t h
Proposed Meth 18 0

In case 1, higher changes are observed within the proposed nuetingérisons

using the loss aversion coefficient of 2.25. The number of changes is 18 in proposed
method comparisons where loss aversion coefficient is 2.25 with FlowSort and 3
with proposed method. The difference is 17 in the comparison of the proposed
method when the loss aversion coefficients are 2.25 and 1.5. The change is equal to
1 when the proposed method with the loss aversion coefficient of 1.5 is compared
with either FlowSort or the proposed method with the loss aversion coefficient of 3.
There isno change in the comparison of FlowSort and the proposed method with the

loss aversion coefficient of 3.

In case 1, the alternatives that change classes are the same in the comparisons. The

highest change is observed when the loss aversion coefficiakeis as 2.25.

In case 2, no class change is observed in comparisons regarding the high difference
of flow values of the reference profiles and the alternasiree superiority

relationdipsbetween the alternatives and the reference profiles do not change
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4.3.4 Employee Rejection/Acceptance (ERA)

The ERA data from the WEKA machine learning framework originates from an
academic decisiomaking experiment. The data set includes 1000 profiles of
applicants to be accepted or rejected based on 4 criteria. Theéacvidues are
attributes of a candidate such as an experience, verbal skills, etc., All criteria types

are considered as “higher the better”.
The classes are specified as below:

1 Acceptable-Classl

1 Unacceptable- Class2

Criterion values of each reference profile for ERA data set are shown in Appendix
E.4. The criteria of ERA data to evaluate the alternatives with their ranges and types

are shown in Tablé.8.

Table4.8: The citeria of ERA data to evaluate the alternatives with their ranges

and types
Criteria Range Type
Criterion-1 0-14 Higher the better
Criterion-2 0-14 Higher the better
Criterion-3 0-13 Higher the better
Criterion-4 0-14 Higher the better

The total difference results between alternative classes comparing each run using

ERA data are given in Tab#e9for case 1 and case 2.
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Table4.9: The total difference results between alternatiasses comparing each
run using Employee Rejection/Acceptance (ERA) data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method
11
(A=1.5) 9 0
FlowSortProposed Method
(A=2.25) 143 0
FlowSortProposed Method 143 0
(A=3)
Proposed Meth
Proposed Meth 24 0
Proposed Meth
Proposed Meth 24 0
Proposed Me-t h 0 0
Proposed Meth

In case 1, higher class changes are observed in FlowSort comparisons. The highest
difference is 143 and obtained from both comparisons between FlowSort and the
proposed method with loss aversion coefficient of 2.25, and between FlowSort and
the proposed method with loss aversion coefficient of 3. The next higher difference
is 119 in thecomparison of FlowSort and the proposed method with loss aversion

coefficient of 1.5.

In the proposed method comparisons between loss aversion coefficients of 1.5 and
2.25, and between loss aversion coefficients of 1.5 and 3, the differences are equal
to 24. There is no change in the proposed method comparison when the loss aversion

coefficients are 2.25 and 3.

In case 1, the alternatives that change classes are the same in the comparisons. The
numbers of changes increase when the loss aversion valuesiegfeom 1.5 to 2.25.

The changes stay the same when the loss aversion coefficient increase from 2.25 to
3.
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In case 2, no class change is observed in comparisons regarding the high difference
of flow values of the reference profiles and the alternaimee superiority

relationsipsbetween the alternatives and the reference profiles do not change

435 Lecturers Evaluation (LEV)

The LEV data is taken from the WEKA machine learning framework. The data set
includes 1000 anonymous lecturer evaluations taken at the end of MBA courses. The
criteria values are the score of the lecturers according to four attributes such that oral
skills, contribution to their professional/general knowledge. All criteria types are

considered as “higher the better
The classes are specified as below:

1 Acceptable- Classl

1 Unacceptable- Class2

Criterion values of each reference profile for LEV data setshown in Appendix
E.5. The criteria of LEV data to evaluate the alternatives with their ranges and types
are shown in Tablé.10

Table4.10: The criteria of LEV data to evaluate thkkernatives with their ranges

and types
Criteria Range Type
Criterion-1 0-4 Higher the better
Criterion-2 0-4 Higher the better
Criterion-3 0-4 Higher the better
Criterion-4 0-4 Higher the better

The total difference results between alternative classes comparing each run using

LEV data are given in TabKe11for case 1 and case 2.
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Table4.11: The total difference results between alternative classaparing each
run using Lecturers Evaluation (LEV) data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method
11
(A=1.5) 8 0
FlowSortProposed Method
(A=2.25) 177 0
FlowSortProposed Method 134 0
(A=3)
ProposeMe t hod ¢ A = 59 0
Proposed Meth
Proposed Meth
Proposed Meth 16 0
Proposed Me-t h
Proposed Meth 43 0

In case 1, higher changes are observed in FlowSort comparisons. The highest
difference is 177 in theomparison between FlowSort and the proposed method with
the loss aversion coefficient of 2.25. The number of class changes is 134 between
FlowSort and the proposed method with loss aversion coefficient of 3. The difference
from the comparison between FISart and the proposed method with loss aversion
coefficient of 1.5 is equal to 118.

The highest difference in the proposed method comparisons themselves is 59 when
the loss aversion coefficients are 1.5 and 2.25. The difference is equal to 43 between
the poposed method comparisons when the loss aversion coefficients are 2.25 and
3. The difference between the proposed method comparisons with the loss aversion

coefficients of 1.5 and 3 is 16.

In case 1, the alternatives that change classes are the sameamibarisons. The

highest change is observed when the loss aversion coefficient is used as 2.25.

In case 2, no class change is observed in comparisons regarding the high difference

of flow values of the reference profiles and the alternafiternativesare assigned
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to the same classes if the decreases in the net flows of the alternatives are small
compared to the decreases in the net flows of the closest reference profiles and are

not sufficient for the alternatives to be placed in different classes.

4.3.6 Car Evaluation (CEV)

The CEV data is retrieved from the UCI Machine Learning Repository. The data set
includes1728cars to be sorted into 4 classes based on 6 criteria. The classes are

specified as below:

1 Very good- Classl

1 Good-Class2

1 Acceptable-Clas-3

1 Unacceptable Class4

Criterion values of each reference profile for CEV data set are shown in Appendix
E.6. The criteria of CEV data to evaluate the alternatives with their ranges and types

are shown in Tablé.12
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Table4.12: The criteria of CEV data to evaluate the alternatives with their ranges
and types

Criteria Range Type

Very high (1),
High (2),
Medium (3),

Low (4)

Very high (1),
High (2),
Medium (3),

Low (4)

2 doors (1),

3 doors (2),

4 doors (3),
More than 4 doors (4)
2 persons (1),

4 persons (2), Higher the better
More than 4 persons (3
Small (1),
Luggage boot capacity Medium (2), Higher the better
Big (3)
Low (1),
Safety Medium (2), Higher thebetter
High (3)

Price Higher the better

Maintenance cost Higher the better

Number of doors Higher the better

Number of person that]
can be carried
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The difference of total results between alternative classes comparing each run using
CEV data are reported in Tablel3for case 1 and case 2.

Table4.13: The difference of total resulbetween alternative classes comparing
each run using Car Evaluation (CEV) data

Number of Total Differences
Compared Methods
Case 1 Case 2
FlowSortProposed Method
(A=1.5) 153 21
FlowSortProposed Method
(A=2.25) 346 21
FlowSortProposed Method 394 108
(A=3)
Proposed Meth
Proposed Meth 193 0
Proposed Meth
Proposed Met| 241 69
Proposed Me-th
Proposed Met!| 48 69

In case 1, The highest change is observed as 394 in the comparison between
FlowSort and the proposed method with loss aversion coefficient of 3. The difference
in the comparison between FlowSort and the proposed method with the loss aversion
coefficient 0f2.25 is equal to 346. The difference is equal to 153 in the comparison

between FlowSort and the proposed method with the loss aversion coefficient of 1.5.

The number of changes is equal to 193 in the comparison between proposed method
runs when the lossversion coefficients are 1.5 and 2.25. The difference is obtained

as 241 when the proposed method result using the loss aversion coefficient as 1.5
and 3 are compared. The difference is equal to 48 in the comparison of the proposed

method results usingéHoss aversion coefficient as 2.25 and 3.

In case 1, the alternatives that change classes are the same within the comparisons.
The number of changes increase when the loss aversion value increases. The highest

change is observed when the loss aversiofficaat is taken as 3.
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In case 2, the total highest cladsange is observed as 108 in the comparison
between FlowSort and the proposed method with loss aversion coefficient of 3. The
next higher differences are equal to 69 when the proposed methodheitbss
aversion coefficient of 1.5 is compared with the proposed method results with the
loss aversion coefficients of 2.25 and 3. The numbers of changes are equal to 21
when the FlowSort is compared with the proposed method results with the loss
aversioncoefficients of 1.5 and 2.25. There are no changes in the comparison of

proposed method results when the loss aversion coefficients are 1.5 and 2.25.

In case 2, 21 alternatives that change classes in the comparison of FlowSort and the
proposed method atee same when the loss aversion coefficient is 1.5, 2.25 and 3.
Other than 21 alternatives, 87 alternatives change the classes in the comparison of
FlowSort and the proposed method when the loss aversion coefficient is 3. 69
alternatives of 87 alternativemre the same alternatives in the comparisons of

proposed method when the loss aversion coefficients are 3, 1.5 and 2.25.

4.3.7 Breast Cancer

The breast cancer data set from the UCI repository is obtained from the University
Medical Center, Institute of Oncology, Ljubljana, Yugoslavia. The patients are
sorted into 2 classes as-rexurrencesvents and recurren@yents according to 7
attributes Breast cost information is excluded since the attribute cannot include the

evaluation.
The classes are specified as below:

M No-recurrenceevents- Classl

f Recurrenceavents- Class2

Criterion values of each reference profile for Breast Cancer data sstawe in
AppendixE.7. The criteria of breast cancer data to evaluate the alternatives with their

ranges and types are shown in Tahll
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Table4.14: The criteria of breast cancer data to evaluate theattees with their
ranges and types

Criteria Range Type
Premeno (1),
Menopause Ge40 (2), Lower the better
Lt40 (3)
0-4 (1),
5-9 (2),
10-14 (3),
1519 (4),
20-24 (5),
TumorSize 25-29 (6), Lower the better
30-34 (7),
35-39 (8),
40-44 (9),
45-49 (10),
50-54 (11)
0-2 (1),
3-5 (2),
6-8 (3),
Inv-nodes 9-11 (4), Lower the better
12-14 (5),
15-17 (6),
24-16 (7)
No (1),
Yes (2)
Degmalig 1-3 Lower the better
No (1),
Yes (2)

Nodecaps Lower the better

Irradiant Lower the better
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The difference of total results between alternative classes comparing each run using

breast cancer data are given in TablEsfor case 1 and case 2.

Table4.15: The difference of total results betweadternative classes comparing
each run using Breast Cancer data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method 15 0
(A=1.5)
FlowSortProposed Method 24 0
(A=2.25)
FlowSortProposed Method 20 0
(A=3)
Proposed Meth 9 0
Proposed Meth
Proposed Meth 5 0
Proposed Meth
Proposed Me-t h 4 0
Proposed Meth

In case 1, the higher changes are observed in FlowSort comparisons. The highest
difference is 24 in the comparison between FlowSort and the proposed method with
the loss aversion coefficient of 2.25. The difference is between FlowSort and the
proposed method with loss aversion coefficient of 3 is equal to 20. The difference in
the conparison between FlowSort and the proposed method with the loss aversion

coefficient of 1.5 is equal to 15.

The highest difference in proposed method comparisons is 9 when the loss aversion
coefficients are 1.5 and 2.25. The difference is equal to 5 iprtposed method
comparisons when the loss aversion coefficients are 1.5 and 3. There are 4 changes
between the proposed method comparisons with loss aversion coefficients of 2.25
and 3.

In case 1, the alternatives that change classes are the same implaeisons. The

highest change is observed when the loss aversion coefficient is taken as 2.25.
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In case 2, no class change is observed in comparisons regarding the high difference
of flow values of the reference profiles and the alternasiree superiont

relationsipsbetween the alternatives and the reference profiles do not change

4.3.8 Mammographic

The mammographic data set from the UCI repository is about breast cancer screening
by mammography. The data set includes 351 patients' attitudes to pregestehiey

(benign or malignant) of a mammographic mass lesion based on 4 criteria.
The classes are specified as below:

1 Benign—Classl
1 Malignant— Class2

Criterion values of each reference profile for Mammographic data set are shown in
AppendixE.8. The criteria of mammographic data to evaluate the alternatives with
their ranges and types are shown in Tdbl&

Table4.16: The criteria of mammographic data to evaluate the alternatives with
their ranges and types

Criteria Range Type
Age 18-96 Higher the better
Shape 1-4 Lower the better
Margin 1-5 Lower the better
Density 1-4 Lower the better

The difference of total results between alternative classes comparing each run using

mammographic data are shown in Tablg7for case 1 and case 2.
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Table4.17: The difference of total results between alatire classes comparing
each run using Mammographic data

Number of Total Differences
Compared Methods Case 1 Case 2
FlowSortProposed Method 5 0
(A=1.5)
FlowSortProposed Method 15 1
(A=2.25)
FlowSortProposed Method 9 1
(A=3)
ProposeMe t hod ¢ A = 9 1
Proposed Meth
Proposed Meth 5 1
Proposed Meth
Proposed Me-th 6 0
Proposed Meth

In case 1, the highest difference is 15 in the comparison between FlowSort and the
proposed method wittihe loss aversion coefficient of 2.25. The numbers of changes
are 9 in the comparisons between FlowSort and the proposed method with loss
aversion coefficient of 3, and between proposed method runs when the loss aversion
coefficients are 1.5 and 2.25. [fence is 6 in the comparisons between FlowSort
and proposed method with loss aversion coefficient of 1.5, and between proposed
method runs when the loss aversion coefficients are 2.25 and 3. The difference is 5
between the proposed method results whetodgeaversion coefficients are 1.5 and

3.

In case 1, the alternatives that change classes when the loss aversion coefficient is
1.5 change the classes when the loss aversion coefficient is 2.25 in the FlowSort and
proposed method comparisons. The altéveatthat have a class difference when

the loss aversion coefficient is 3 change the classes when the loss aversion coefficient
is 2.25 in the FlowSort and proposed method comparisons. 5 alternatives are the

same in FlowSort comparison with the proposedhoe when the loss aversion
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coefficients are 1.5 and 3. The highest change is observed when the loss aversion

coefficient is taken as 2.25.

In case 2, there is no difference in the comparisons between FlowSort and the
proposed method with loss aversion fficeent of 1.5, and between the proposed
method runs when the loss aversion coefficients are 2.25 and 3. In the remaining
comparisons, the difference is equal to 1. The alternative that changes the class is the

same in all comparisons.

43.9 General Remarks

In experiments maximum class change is obtainddeagn if the number of classes

are higher than 2. For the alternatives with class change in the proposed method, net
flow value of alternative is close to the net flow values of one of the reference
profiles The class change is related to the superiority of the net flow value of the
alternative and the reference profile, which has net flow value close to the alternative,
over each other. The class of alternative can change if the superiority relationship
between the net flows of alternative and the reference profile that has net flow value
close to the alternative changes. The superiority relationships of alternative and other

reference profiles do not change.

In case 2, the numbers of changes are observéaad in comparisons of all data

sets except for CEV. In the@ass structure, the change in the net flow values of the
alternatives cannot reach the amount that will change the class by exceeding the net
flow changes of the reference profiles. ERA, E®d LEV data sets are-examined

with 4 classes for case 2 to analyze this attitude. Net flows of alternatives and
reference profiles are closer to each other when 4 classes are determined comparing
to the 2class. According to the loss aversion coeéintivalue, the change in the net

flow of the alternative can exceed the change in the net flow of reference profile and
the class change of alternative is observed. The results of experiments with 4 classes

are shown in Tablé.18
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Table4.18: The total number of differences in case 2 analysis with 4 classes using
ERA, ESL, LEV data sets

Number of Total Differences
Meth
Compared Methods ERA ESL BV
FlowSortProposed Method
4 1
(A=1.5) 0 3
FlowSortProposed Method
22 1
(A=2.25) 3 3
FlowSortProposed Method 47 1 31
(A=3)
Proposed Met
Proposed Met 22 1 0
Proposed Met
Proposed Met 4t 3 0
Proposed Me-t
Proposed Met 25 2 0

Using ERA data set with 4 classes, the highest difference is observed as 47 in the
comparison between FlowSort and the proposed method with the loss aversion
coefficient of 3, and in the comparisons of proposed method when the loss aversion
coefficient is1.5 and 3. The number of differences is 25 in the comparisons of
proposed method with loss aversion coefficient of 2.25 and 3. The number of
changes is 22 in the comparisons between FlowSort and the proposed method with
loss aversion coefficient of 2.25dbetween proposed method runs when the loss
aversion coefficients are 1.5 and 2.25. There is no class change comparison of

FlowSort and the proposed method with loss aversion coefficient of 1.5.

The maximum change is 4, which is obtained by using ESL skttain the
comparison of FlowSort and the proposed method with loss aversion coefficient of
1.5. The number of differences is 3 in the comparisons of FlowSort with proposed
method using loss aversion coefficient as 2.25 and in the comparison of proposed
method with loss aversion coefficient of 1.5 and 3. The difference of proposed
method comparison with loss aversion coefficient of 2.25 and 3 is 2. The changes

are 1 in the comparisons between FlowSort and proposed method with loss aversion
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coefficient of3, and between the proposed method comparisons with loss aversion
coefficient of 1.5 and 2.25.

Using LEV data set, the number of differences is equal to 31 in FlowSort
comparisons with proposed method when the loss aversion coefficients are 1.5, 2.25
and 3 There are no differences between proposed method comparisons. The
alternatives that change the class with proposed method compared to FlowSort are
the same when the loss aversion coefficients are 1.5, 2.25 and 3.

In the experiments, three different classtudes of alternatives are observed. In the

first attitude, the alternatives change their classes when 2.25 and 1.5 are used as the
loss aversion coefficient values. They again change class when 3 and 2.25 are used
as loss aversion coefficient valuésthe second attitude, the alternatives stay in the
same class whatever the loss aversion coefficient value is from 1.5 to 2.25. In the
third attitude, the alternatives change their classes once. For the first, second and
third attitudes, respectively tt8th alternative from CPU data, 17th alternative from

ESL data and 193th alternative from CPU data are examined. The proposed method
is applied with loss aversion coefficient values from 1.5 to 3 for 8th alternative of
CPU data and 17th alternative of E&hd from 1 to 3 for 193th alternative of CPU

by increasing 0.1 in each run.

Net flow and class values of 8th alternative from CPU data are given in4.aBle
to illustrate the first attitude and the net flow diagram is shown in F§Gre
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Table4.19: Net flow and class values of the 8th alternative from CPU data to

illustrate the first attitude. (The first attitude: The alternatives change the class

when 2.25 is used as the loss aversion coefficient valmparing when 1.5 is

used and again changes the class when 3 loss aversion coefficient value is used
comparing when 2.25 is used)

Net Flow Values
o Reference Reference Reference |Alternative | Class
Profile-1 (x-1) | Profile-2 (x-2) | Profile-3 (x-3) (a)
1.50 0.65 -0.10 -0.76 -0.14 2
1.60 0.65 -0.13 -0.79 -0.15 2
1.70 0.65 -0.15 -0.82 -0.16 2
1.80 0.65 -0.17 -0.85 -0.18 2
1.90 0.65 -0.19 -0.88 -0.19 1
2.00 0.65 -0.21 -0.91 -0.20 1
2.10 0.65 -0.21 -0.91 -0.20 1
2.20 0.65 -0.21 -0.92 -0.21 1
2.30 0.65 -0.21 -0.92 -0.21 1
2.40 0.65 -0.21 -0.92 -0.22 2
2.50 0.65 -0.21 -0.93 -0.22 2
2.60 0.65 -0.21 -0.93 -0.23 2
2.70 0.65 -0.21 -0.94 -0.23 2
2.80 0.65 -0.21 -0.94 -0.23 2
2.90 0.65 -0.21 -0.95 -0.24 2
3.00 0.65 -0.21 -0.95 -0.24 2
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Net Flow Diagram
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Figure4.3: Net flow diagram of 8th alternative from CPU data

Net flow and class values of 17th alternative from ESL data are given in4.able
to illustrate the second attitude and the net flow diagrgresented in Figuré.4.
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Table4.20: Net flow and class values of the 17th alternative from ESL data to
illustrate the second attitude. (The second attitude: The alternatives stay in the same
class whatevehe loss aversion coefficient value is from 1.5 to 2.25.)

Net Flow Values
o Reference Reference Reference |Alternative | Class
Profile-1 (x-1) | Profile-2 (x-2) | Profile-3 (x-3) (a)
1.50 0.61 -0.11 -0.84 -0.06 1
1.60 0.61 -0.14 -0.86 -0.07 1
1.70 0.61 -0.16 -0.89 -0.08 1
1.80 0.61 -0.18 -0.92 -0.09 1
1.90 0.61 -0.20 -0.94 -0.10 1
2.00 0.61 -0.22 -0.97 -0.12 1
2.10 0.61 -0.23 -0.97 -0.13 1
2.20 0.61 -0.23 -0.98 -0.13 1
2.30 0.61 -0.23 -0.98 -0.14 1
2.40 0.61 -0.23 -0.98 -0.15 1
2.50 0.61 -0.24 -0.98 -0.16 1
2.60 0.61 -0.24 -0.99 -0.16 1
2.70 0.61 -0.24 -0.99 -0.17 1
2.80 0.61 -0.25 -0.99 -0.18 1
2.90 0.61 -0.25 -1.00 -0.19 1
3.00 0.61 -0.25 -1.00 -0.19 1
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Net Flow Diagram
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Figure4.4: Net flow diagram ofL7.th alternative from ESL data

Net flow and class values of the 193th alternative from CPU data are reported in
Table 4.21 to illustrate the second attitude and the net flow diagram is shown in

Figure4.5.
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Table4.21: Net flow and class values of 93.th alternative from CPU data to
illustrate the third attitude. (The third attitude: The alternatives change the class

once.)
Net Flow Values
o Re_ference Re_ference Re_ference Alternative Class
Profile-1 (x-1) | Profile-2 (x-2) | Profile-3 (x-3) (@)
1.00 0.643 -0.001 -0.623 -0.018 2
1.10 0.643 -0.023 -0.653 -0.041 2
1.20 0.643 -0.045 -0.683 -0.064 2
1.30 0.643 -0.066 -0.714 -0.083 2
1.40 0.643 -0.088 -0.744 -0.097 2
1.50 0.643 -0.109 -0.774 -0.110 2
1.60 0.643 -0.131 -0.804 -0.123 1
1.70 0.643 -0.152 -0.834 -0.136 1
1.80 0.643 -0.174 -0.864 -0.149 1
1.90 0.643 -0.196 -0.895 -0.161 1
2.00 0.643 -0.217 -0.925 -0.170 1
2.10 0.643 -0.218 -0.930 -0.174 1
2.20 0.643 -0.218 -0.935 -0.177 1
2.30 0.643 -0.218 -0.938 -0.181 1
2.40 0.643 -0.218 -0.940 -0.184 1
2.50 0.643 -0.218 -0.943 -0.188 1
2.60 0.643 -0.218 -0.946 -0.191 1
2.70 0.643 -0.218 -0.948 -0.195 1
2.80 0.643 -0.218 -0.951 -0.199 1
2.90 0.643 -0.218 -0.954 -0.203 1
3.00 0.643 -0.218 -0.956 -0.206 1
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Figure4.5: Net flow diagram of 193.th alternative from CPU data

The reason for all three attitudes is that the loss aversion coefficient value affects the
negative flowalues hence the net flow values of alternatives and reference profiles.
Net flow values decrease since negative flow values increasepositive flow
values stay the same when the loss aversion coefficient value irscridasever

the decrease in net flow la@s continues until the difference between the alternative
and reference profiles exceed the preference threshold values. Sometimes
alternatives reach that point earlier or sometimes reference profiles do. This relation

affects the class change attitudeatbernatives.

Considering all results of experimenighen the alternatives have the class changes
with comparison of the FlowSort and the proposed method rethdtalternatives

can be assigned to the better or worse classes in the proposed matirodeass.
Negative flows hence net flows of both alternatives and reference profiles change.
If the decrease in net flow value of reference profile is higher than the decrease in
net flow value of alternatiyethe alternative can be assigned to a bet@sscin
proposed method. If the decrease in net flow value of alternative is higher than the
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decrease in net flow value of reference profite alternative can be assigned to a

worse class in proposed method.

4.4  ANALYSIS OF WEIGHTS

Computational results @il data sets are calculated using equal weights. To analyze
the class changes of alternatives using different weight valli&# data set with 6
criteriaand 1728 alternativdsom the UCI Machine Learning Repository is used. In
each experimenthe clas of alternatives are determined using FlowSort thed
proposed methqdnd the differences are examin&tle loss aversion coefficient is
used as 2.2%as suggested bgahneman and Tversky (1976h all experiments.
Weight valuesare determinedin the fdlowing waysin experimentsFirstly, one
criterionweightvalue istakenas 0.5 others argakenas 0.1to observe the results
when one of the criteria weights is dominant. Secondlyg, driteriaweightvalues
aretakenas 0.3others aré¢akenas 0.1to analyze the results when two of the criteria
weights are dominant. The weight values of experimentstayenin Table 4.2.

The results of weight analysis are reported in Tabl&. 4.2
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Table4.22: Weight values of expanents

Weight Values
Number of
Experiments . Maintenance | Number | person that Luggage
Price cost of doors can be ca?[)c;c:ity Safety
carried

Experiment1 | 0.5 0.1 0.1 0.1 0.1 0.1
Experiment2 | 0.1 0.5 0.1 0.1 0.1 0.1
Experiment3 | 0.1 0.1 0.5 0.1 0.1 0.1
Experiment4 | 0.1 0.1 0.1 0.5 0.1 0.1
Experiments 0.1 0.1 0.1 0.1 0.5 0.1
Experiment6 | 0.1 0.1 0.1 0.1 0.1 0.5
Experiment7 | 0.3 0.3 0.1 0.1 0.1 0.1
Experiment8 | 0.3 0.1 0.3 0.1 0.1 0.1
Experiment9 | 0.3 0.1 0.1 0.3 0.1 0.1
Experiment 10| 0.3 0.1 0.1 0.1 0.3 0.1
Experiment 11| 0.3 0.1 0.1 0.1 0.1 0.3
Experiment 12| 0.1 0.3 0.3 0.1 0.1 0.1
Experiment 13| 0.1 0.3 0.1 0.3 0.1 0.1
Experiment 14| 0.1 0.3 0.1 0.1 0.3 0.1
Experiment 15| 0.1 0.3 0.1 0.1 0.1 0.3
Experiment 16| 0.1 0.1 0.3 0.3 0.1 0.1
Experiment 17| 0.1 0.1 0.3 0.1 0.3 0.1
Experiment 18| 0.1 0.1 0.3 0.1 0.1 0.3
Experiment 19| 0.1 0.1 0.1 0.3 0.3 0.1
Experiment 20| 0.1 0.1 0.1 0.3 0.1 0.3
Experiment 21| 0.1 0.1 0.1 0.1 0.3 0.3
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Table4.23: The results of weighting analysis experiments

Experiments Total Difference
Experiment 1 248
Experiment 2 248
Experiment 3 248
Experiment 4 283
Experiment 5 283
Experiment 6 283
Experiment 7 322
Experiment 8 322
Experiment 9 301
Experiment 10 301
Experiment 11 301
Experiment 12 322
Experiment 13 301
Experiment 14 301
Experiment 15 301
Experiment 16 301
Experiment 17 301
Experiment 18 301
Experiment 19 313
Experiment 20 313
Experiment 21 313
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The differences are higher when two criteria weight values are used as 0.3 and other
weights are 0.1 with comparison to one criterion weight value is used as 0.5 and
other weights are 0.1. The highest changes are observed as 322 when the weight
value of ay two of the criterigprice, maintenance cosand number of doorsre

equal to 0.3 and other weight values are 0.1. The next hijges differences are

equal to 313 when the weight value of any two of the criterraber of person that

can be carrieduggage boot capacitandsafetyare equal to 0.3 and other weight
values are 0.1. Total differences are observed as 301 when the weight value of one
of the criteriaprice, maintenance cost or number of dcammd the weight value of

one of the criterimumber of person that can be carried, luggage boot capacity or
safetyare equal to 0.3. When the weight values of critemiaber of person that can

be carried, luggage boot capacityorsagetye equal to 0.5 and oth
values are 0,Xotal class change is equal to 283. Total difference is observed as 248
when the weight values of critenice, maintenance cost or number of dcames

equal to 0.5 and others are 0.1.

The reason for the clasdhange difference between FlowSort and the proposed
method in experiments using the different weight values igliftebution of the
alternative values. Critergrice, maintenance cost and number of dbare values
between 1 and 4 whereas critariamber of person that can be carried, luggage boot
capacity and safetijave values between 1 and 3 in CEV data sed. alternatives

that are placed in different classes by comparing two methods are more when two
criteria weight values are 0.3 and others 0.1 than one criteria value is 0.5 and others
0.1. The differences that occur due to the change in weight value$ elated to

the data distribution.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

In this study the integration of the prospect theory into the ranking and sorting
methods based on dominance relations has been studiesing the welknown

multi criteria outranking method PROMETHEE and the sorting method FlowSort.
The prospect theory asserts that the losses have a higher impact than gains for the
same amount. In PROMETHEE/FlowSort methods which ranks/sorts the
alterratives based on the flow values that are calculated by using pairwise
comparisons by evaluating the criterion value with the same importance in order to
determine whether the criterion value of the alternative is better or worse. From the
perspective of th loss effectthe impact of having a worse criterion value is
increased in PROMETHEE and FlowSort as it is in the prospect theory by using a
steeper slope in preference functions for the negative flow calculation. The loss
aversion coefficient of the prpsct theory is used in order to obtain the preference
functions with a steeper slope.

The proposed method for ranking/sorting is a generalization of
PROMETHEE/FlowSort. PROMETHEE/FlowSort is a special case of the proposed
methodology since the proposed hwet and PROMETHEE/FlowSort give the same
results when the loss aversion coefficient value is equal to 1. Therefore, the proposed
method can be used where PROMETHEE/Flowoapplicable Additionally, the
proposed method is appropriate when the choicaweh of the decision maker
cannot be modelled using the MAUlue to the reason th#dte DM gives more
importance to losses than gains. Tisification of PROMETHEE/FlowSort is valid

for the proposed method.

The proposed method for ranking is comparedhwPROEMETHEE PT-
PROMETHEE and the weight sum method using THE World University Ranking
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2019 and 2020 data sets. I-PROMETHEE calculationghree different reference
alternatives are used. The weighted sum method is considered in the comparisons as
THE uses the weighted sum method for university ranking. The results from each
method are compared in pairs. The maximum order change of akeyrtae

average change and standard deviation of the changes are analyzed.

The results of THE World University Ranking 2019 and 2020 data sets are similar.
The highest differences are obtained from comparisons of the weighted sum method.
The alternativesra ranked based on the scores obtained from criteria values of
alternatives and the weight values of criteria in the weighted sum method. Pairwise
comparisons are not used in the weighted sum method. Since the calculation
technique is different than theher methodologiesthe highest differences are

obtained from the weighted sum comparisons.

Significant differences are obtained from the comparisons in which the proposed
method is applied. The proposed method ranks the alternatives from a different
perspetive compared to the existing methods in the literature. Sivec@roposed
method is a generalization dPROMETHEE and gives the same result as
PROMETHEEwhen the loss aversion coefficient isthie difference between the
proposed method and PROMETHEEowsls that the ranking changes of the
alternatives when the impact of losses is increased. The increase in the difference
when the impact of losses is increased shows how much the superiority of the
alternatives to each other can change according to the theltithe decisiemaker

determines between loss and gain.

The proposed method for sorting is compared with FlowSort using the data sets that
have different number of alternativesiteria and classes from the literature that are
used for sorting techniques. The results obtained from the proposed method with
different loss aversion coefficients are compared with the FlowSort method and
among themselves. In these comparisdhe class chamg of alternatives are
analyzed. For the analysis of weightee proposed method and FlowSort are

compared with various weight value combinations using the CEV data set.
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Even if the number of classes is more than two in the comparibenalternatives

can leap to one better or worse class. The maximum level of class change for an
alternative is 1. The net flow values of the alternatives are close to only one reference
profile. A class change occurs if the superiority relation between the alternative and
the closest reference profile to the alternative chemgth a decrease in net flows

in the proposed method. Since the net flow value of the alternative is distant from
other reference profileghere is no change in the superiority relationship withrothe
profiles.

Classes of alternatives obtained by the proposed method may be better or worse than
the classes obtained by FlowSort. If the decrease in the net flow of the alternative is
more than that of the reference profile it is closahte alternativean be placed in

the worse class; and on the contrary if it is,l@sthe better class.

When the number of classes is |dlae alternatives can be placed in the same classes
by the proposed method and FlowSort where the number of class changes can be
zem even if the calculation method is different. To analyze this attittidé, ESL,

and LEV data sets are extended up to four classekthe proposed and FlowSort

are compared. The results show that the number of alternatives that change class
increasesWhen there are two classele distance between the reference profiles
increases. Relativelythe superiority relationship between the alternatives and
reference profiles does not change even if the net flows decrease in the proposed
method since the detce between the reference profiles are high. The basis of all
the results obtained in the proposed method for sorting is the change in the

superiority relationship of the alternative with the reference profiles.

The reason for the class change differenoesveen the proposed method and
FlowSort in experiments with different combinations of weight values is the
distribution of alternative values. In cases where the weight of two criteria on the
data is 0.3 and others are AHe class changes of alternas are more than the case
where the weight of one criterion is 0.5 and the others are 0.1. Differences with the

changing weight values are all about data distribution.
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The weight and the loss aversion coefficient values are the essential point of the
proposed methodology. In this study, the same weight values withareldsed

for the rankingoroblemand equal weights atesedfor the sortingoroblemsn
computational experiments. Weight values can be determimegl the mixture
experiment desigas afuture work To satisfy the preferences of the DM, a
methodologysuch as AHP or ANan beusedto determine the weight values.
Additionally, to analyze similarities between the proposed method and the other
methodologiesn literature weight values thgtroducesimilar results with other

ranking methodologies such as the weighted sum metbad be determined.

The loss aversion coefficient value of r@spectheory is suggested as 2.25 by

Kahneman and Tversky (1976 this study, the loss aversiooefficient values

are used as 2.25 for the ranking part and as 1.5, 2.25 and 3 for the sortihdppart.

and 3 are used since thgsovide lower and upper bounds 2125.As afuture

work, a method that determines the loss aversion coefficient valuesliagcr

the problem typeandD M’ pseferencesan bedeveloped Hu et al. (2014)

definad multiple reference intervals by extending the reference points of the

prospect theory to pr ovipeferensesUsingHiedbns t hat s
al . (s Rebspedtive, a method candevelopedo provide appropriate weight

and loss aversion coefficiemtervalsa c cor di ng t o the problem typ

preferences

In this study, linear preference function with indifference area is used in all
experimentsThe effect of using different preference functions alsobe studied

as afuture work
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APPENDICES

A. The Weight and the Threshold Values oéach Criterion for Case 1 and 2

TableA.1: The Weight and the Threshold Values of each Criterion for Case 1

Criteria Min/Max Parameters Weight
q p =
Teaching Max 2 14.89 2.25 30%
Research Max 2 17.70 2.25 30%
Citations Max 2 2854 2.25 30%
Industry Income Max 2 16.39 225 | 2.50%
International -y, 2 | 2335 | 225 | 7.50%
Outlook

TableA.2: The Weight and the Threshold Values of each Criterion for Case 2

Criteria Min/Max Parameters Weight
q P o
Teaching Max 5 29.78 2.25 30%
Research Max 5 3540 2.25 30%
Citations Max 5 57.07 2.25 30%
Industry Income Max 5 32.78 2.25 2.50%
International -y, 5 | 4670 | 225 | 7.50%
Outlook
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B. Criterion Values of each Referencé\lternative for each Data Set

TableB.1: Criterion Values of each Reference Alternative for THE World
University Ranking 2019 Data Set

Criteri a
Reference Industry | International
Alternatives | Teaching |Research Citations y
Income Outlook
I 28.67 24.27 4856 46.45 4727
[l 4356 4197 77.09 62.84 70.62
11 1378 6.57 20.02 30.06 23.92

TableB.2: Criterion Values of each Reference Alternative for THE World
University Ranking 2020 Data Set

Criteria
Reference Industry | International
Alternatives| Teaching |Research Citations y
Income Outlook
| 28.23 23.98 4811 4648 4711
[l 4237 4151 75.84 62.74 70.39
11l 14.08 6.45 20.39 3021 23.83
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C. Ciriterion Values of each Reference Alternative for each Data Set

TableC.1: The number of alternatives that are placed in the samen the
comparisons using THE World University Ranking 2019 data sets

. 2019 2019

Compared Methodologies Case | Case ||
Weighted Sum & PROMETHEE 11 26
Weighted Sum & PROPOSED 11 18
Weighted Sum & 12 29

PT-PROMETHEE(ref=ave.)
Weighted Sum & 15 29
PT-PROMETHEE (ref=ave.+st.dev.

Weighted Sum & 11 31

PT-PROMETHEE (ref=avest.dev.)
PROMETHEE & PROPOSED 115 67
PROMETHEE &

PT-PROMETHEE (ref=ave.) 394 325
PROMETHEE & 134 93
PT-PROMETHEE (ref=ave.+st.dev.
PROMETHEE &
PT-PROMETHEE (ref=avest.dev.) 1114 1101
PROPOSED & 99 65
PT-PROMETHEE (ref=ave.)
PROPOSED & 116 69
PT-PROMETHEE (ref=ave.+st.dev.
PROPOSED & 111 71
PT-PROMETHEE (ref=avest.dev.)
PT-PROMETHEE (ref=ave.) & 902 880
PT-PROMETHEE (ref=ave.+st.dev.
PT-PROMETHEE (ref=ave.) & 477 410
PT-PROMETHEE (ref=avest.dev.)
- = +St.
PT-PROMETHEE (ref=ave.+st.dev) ¢ 217 186

PT-PROMETHEE (ref=avest.dev.)
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TableC.2: The number of alternatives that are placed in the sanien the
comparisons using THE World University Ranking 2020 data sets

. 2020 2020
Compared Methodologies Case | Case Il

Weighted Sum & PRMETHEE 11 25

Weighted Sum & PROPOSED 11 17

Weighted Sum & 11 19
PT-PROMETHEE(ref=ave.)

Weighted Sum & 11 16

PT-PROMETHEE (ref=ave.+st.dev.
Weighted Sum & 9 o4

PT-PROMETHEE (ref=avest.dev.)
PROMETHEE & PROPOSED 102 100
PROMETHEE &

PT-PROMETHEE (ref=ave.) 407 358
PROMETHEE & 155 97
PT-PROMETHEE (ref=ave.+st.dev.
PROMETHEE &
PT-PROMETHEE (ref=avest.dev.) 1240 1234
PROPOSED & g7 86
PT-PROMETHEE (ref=ave.)
PROPOSED & 92 83
PT-PROMETHEE (ref=ave.+st.dev.
PROPOSED &
PT-PROMETHEE (ref=avest.dev.) 7 100
PT-PROMETHEE (ref=ave.) &
PT-PROMETHEE (ref=ave.+st.dev. 1023 989
PT-PROMETHEE (ref=ave.) & 488 419
PT-PROMETHEE (ref=avest.dev.)
PT-PROMETHEE (ref=ave.+st.dev) ¢ 238 176

PT-PROMETHEE(ref=ave-st.dev.)
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D. Threshold Values of each Criterion for each Data Set

TableD.1: Indifference Thresholdj) Values of each Criterion for each Data Set
for bothCases

Data Set c-1 c-2 c-3 c-4 c-5 c-6 c-7
CPU 148.3 | 3193.6| 6393.6| 25.6 52 17.6 -

Auto MPG 0.5 879 18.4 | 352.7 87 1.2 0.2
ESL 0.9 0.9 0.6 0.6 - - -
ERA 1.4 1.4 1.3 1.4 - - -
LEV 0.4 0.4 0.4 0.4 - - -
CEV 0.3 0.3 0.3 0.2 0.2 0.2 -
Breast Cancerp 0.2 1 0.6 0.1 0.2 0.1 -
Mammographi¢ 6.9 0.3 0.4 0.3 - - -

TableD.2: Preference Threshold (p) Values of each Criterion for each Data Set for

Case |

Data Set c-1 c-2 c-3 c-4 c-5 c-6 c-7
CPU 1483 | 31936 | 63936| 256 52 176 -
Auto MPG 5 8790 | 184 3527 | 870 12 2
ESL 9 9 6 6 - - -
ERA 14 14 13 14 - - -
LEV 4 4 4 4 - - -
CEV 3 3 3 2 2 2 -
Breast Cancerp 2 10 6 1 2 1 -
Mammographi¢ 69 3 4 3 - - -
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TableD.3: Preference Threshold (p) Values of each Criterion for each Data Set for

Case Il

Data Set c-1 c-2 c-3 c-4 c-5 c-6 c-7

CPU 148331936393/ 256|(52*176 -
Auto MPG 5* N8790 18441352 171870[{12* 2*A\

ESL 9* N 9* Al 6* Al 6* N - - -

ERA 14* 14*| 13*| 14* - - -

LEV 4* N 4* A 4*AN 4*N - - -

CEV 3*N 3*A| 3*A| 2* N 2*) 2*) -
BreastCancerf 2* A 10 * 6* A A 2% A -
Mammographi¢c 6 9 *| 3 * A| 4* A| 3* N - - -
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E. Criterion Values of each Reference Profile for each Data Set

TableE.1: Criterion Values of each Reference Profile for CPU Data Set

Rs:glfifgsce MYCT | MMIN | MMAX | CACH | CHMIN | CHMAX
r1 17 32000 | 64000 | 256 52 176
r-2 7585 | 16032 | 32032 | 128 26 88
r-3 1500 64 64 0 0 0

TableE.2: Criterion Values of each Reference Profile for Auto MPG Data Set

Reference

Horse

Model

Profiles Cylinders | Displacement power Weight | Acceleration year Origin
r-1 3 1010 46 1613 80 82 3
r-2 5.5 5405 138 | 3376.5 515 76 2
r-3 8 9800 230 5140 950 70 1

TableE.3: Criterion Values of each Reference Profile for E®ita Set

Refer_ence Criterion-1 | Criterion-2 | Criterion -3 | Criterion -4
Profiles
r-1 9 9 8 8
r-2 6.75 6.75 6.5 6.5
r-3 4.5 4.5 5 5
r-4 2.25 2.25 35 35
r-5 0 0 2 2

TableE.4: Criterion Values oeach Reference Profile for ERA Data Set

Refer_ence Criterion-1 | Criterion-2 | Criterion -3 | Criterion -4
Profiles
rl 14 14 13 14
r2 7 7 6.5 7
r3 0 0 0 0
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TableE.5: Criterion Values of eacReference Profile for LEV Data Set

Refer'ence Criterion -1 | Criterion-2 | Criterion -3 | Criterion -4
Profiles
r-1 4 4 4 4
r-2 2 2 2 2
r-3 0 0 0 0

TableE.6:Criterion Values of each Referenleeofile for CEV Data Set

Reference| . Maintenance| Number Number of | Luggage
, Price person that boot | Safety
Profiles cost of doors ) .
can be carried | capacity
rl 4 4 4 3 3 3
r2 3.25 3.25 3.25 2.5 2.5 2.5
r3 2.5 25 25 2 2 2
r4 1.75 1.75 1.75 1.5 1.5 1.5
r5 1 1 1 1 1 1

TableE.7: Criterion Values of each Reference Profile for Breast Cancer Data Set

Rs:gatleensc © Menopause Tgrirzlgr Inv-nodes| Node-caps| Degmalig | Irradiant
r-1 3 11 7 2 3 >
r-2 2 6 4 15 2 15
r-3 1 1 1 1 1 1

TableE.8: Criterion Values of each Reference Profile for Mammographic Data Set

Rsrfgﬁ?;sce Age Shape | Margin | Density
r-1 88 4 5 )
-2 53.5 2.5 3 55
r-3 19 1 1 1
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