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Abstract
Control and user (data) plane separation (CUPS) is a concept applied in various networking areas to scale network

resources independently, increase the quality of service, and facilitate the autonomy of networks. In this study, we leverage

this concept to design a plane-separated routing algorithm, CUPS-based hierarchical routing algorithm (CHRA), as an

energy-efficient and low-latency end-to-end communication scheme for clustered ad-hoc networks. In CHRA, while cluster

heads constitute the control plane to conduct network discovery and routing, ordinary nodes residing in the user plane

forward packets according to the routing decisions taken by the control plane. Exploiting the CUPS, we avoid exhausting

cluster heads by offloading packet-forwarding to ordinary nodes and improve the quality of service by utilizing alternative

paths other than the backbone of cluster heads. Our simulation results show that CHRA offers a better quality of service in

terms of end-to-end latency and data-to-all ratio, and promotes fairness in energy-consumption in both stationary and

mobile scenarios.

Keywords Control and user plane separation � CUPS � Ad-hoc networks � Hierarchical routing � Clustering

1 Introduction

Wireless communication has been deployed in a broad

range of different networks with significantly varying

requirements and conditions. While several systems like

cellular mobile networks prioritize the maintenance of

service quality for their customers as well as maximizing

the profit, other systems such as tactical and emergency

networks require reliability and adaptability in challenging

environments. Such requirements have a direct impact on

the networking architectures and design choices thereof.

Military-tactical networks depend on self-organized com-

munication of mobile nodes without any assistance of pre-

deployed infrastructure that cannot be easily built on

battlegrounds [12]. Comparably, emergency networks in

case of a disaster may lack pre-deployed equipment.

Therefore, the development of self-organized mobile ad-

hoc networks (MANETs) adapting to the challenging

demands, e.g., heterogeneity, scalability, and mobility, of

such systems has been focused on as a tackling yet

promising goal [2, 25]. Apart from these examples, a

similar self-organization scheme can also be leveraged in

networks with centralized infrastructures. For instance,

device-to-device (D2D) communication in 5G cellular

mobile networks can be considered as a form of ad-hoc

networking, which helps to decrease the load on base sta-

tions but still needs further assistance to maintain the end-

to-end connections [49]. Similarly, emerging Internet of

Things (IoT) and smart city paradigms leverage the self-

organized and mobile wireless sensor networks that can

be—partially—orchestrated by a controller in a hybrid

manner [5]. Eventually, MANETs have been proposed as a

prominent solution for infrastructure-less and self-orga-

nized connected systems and deployed in the infrastruc-

ture-based systems to increase their degree of autonomy

and efficiency.

To establish end-to-end communication in MANETs,

routing and forwarding can be executed over flat topolo-

gies, albeit not scalable. While an existing infrastructure

may help to overcome scalability issues, self-organized
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& Doğanalp Ergenç
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communication schemes without any assistance of pre-

deployed infrastructure can suffer from lack of a (de-)-

centralized controller. For such networks, clustering is a

well-known approach to achieve scalability and manage-

ability [14, 50]. Figure 1 illustrates a clustered network

with the nodes with different roles. In the figure, the net-

work is divided into groups based on some selected clus-

tering criteria, e.g., locations, identifiers, or capabilities of

the nodes. Each group, or cluster, is managed by a cluster

head, which is elected in a distributed fashion. Cluster

heads handle routing, resource scheduling, data aggrega-

tion, etc. [11, 31] to manage clusters. In such designs,

ordinary nodes do nothing other than delivering packets to

their designated cluster heads. In Fig. 1, cluster heads

(nodes 2 and 7) and gateways (node 4) run a routing

algorithm, where the routing control messaging is indicated

with the control plane (CP) edges. Then, the ordinary nodes

(nodes 1, 3, 6, and 9) forward packets to the destination

over the edges marked as data plane (DP) edges. Note that

CP and DP are logical notions; each node may act as a

control- or data-plane element depending on their assign-

ed roles. When both routing and forwarding are carried out

by those designated nodes, they may be prone to resource

exhaustion because of an excessive workload. Besides,

when only CP edges are considered to carry data packets,

many other potential routes in DP become overlooked.

Control and user plane separation (CUPS) is proposed to

cope with such issues distinguishing routing and forward-

ing as different functions to be performed by particular

nodes. It has recently become popular in software-defined

networks (SDN), where the programmable nodes on the

control plane orchestrate packet-switching nodes on the

data plane [8, 17]. The main goal of this separation is to

form a logically-centralized controllable and configurable

networks, which paves the way for automation and flexible

orchestration. Here, a clustered network forms a conve-

nient architecture to leverage CUPS in ad-hoc networks.

Cluster heads constitute the control plane having extensive

visibility of the network and configuring the ordinary nodes

with respective forwarding rules. Other nodes, on the other

hand, form the user (or data) plane behaving according to

configured forwarding rules. While routing can be handled

by cluster heads and gateways, any node may exhibit a role

in packet forwarding balancing energy consumption

throughout nodes e.g., 1, 3, 6 and 7 in Fig. 1. CUPS has

also been found further application areas such as next-

generation cellular networks [3, 7, 40] and has started to be

partially adapted to ad-hoc networks as well [46, 47].

In this paper, we leverage CUPS architecture to propose

a plane-separated routing algorithm for ad-hoc networks,

CUPS-based hierarchical routing algorithm (CHRA). By

separating those functions, we decrease the energy con-

sumption of control plane elements that are used for both

routing and forwarding in the state of the art routing pro-

tocols for ad-hoc networks. Besides, as we now deploy

ordinary nodes for the forwarding process, it becomes

possible to find more efficient end-to-end paths indepen-

dent from the control plane that may restrict packet for-

warding through only the cluster heads. Lastly, we design

route repair and recovery techniques that effectively use

the control plane nodes and functions. Eventually, CHRA

offers fair energy-consumption, and fast and reliable end-

to-end communication and is applicable in various types of

ad-hoc networks including sensor, military, and backscatter

networks.

Numerous routing algorithms are reviewed, compared,

and contrasted to CHRA in Sect. 2 qualitatively. Quanti-

tatively, we compare CHRA with two opponents, cluster-

based routing protocol (CBRP) and hybrid cluster routing

(HCR). CBRP is a well-known algorithm [29] depending

Fig. 1 An illustration of a

CUPS-based ad-hoc network

where CP and DP represent

control and user (data) planes.

Cluster heads, gateways and

ordinary nodes are shown with

pentagons, squares and circles,

respectively
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on control plane routing and forwarding (i.e., hierarchy

without CUPS) and HCR [32, 42] uses a hybrid routing

technique on clustered networks that resembles the CHRA

the most. Our contributions are listed as follows.

• We adapt the CUPS architecture to ad-hoc networks to

improve energy-efficiency and quality of service in end-

to-end communication. We present CUPS in Sect. 3.

• We propose a hierarchical routing algorithm, CHRA

focusing on the CUPS architecture in Sect. 4.

• We implement CHRA and its opponents in the discrete

event-based simulator OMNeT?? and compare them

in realistic scenarios under mobility with uniformly and

non-uniformly distributed networks in Sect. 5. Our

simulation results show that CHRA offloads up to 75%

of the forwarded data to ordinary nodes in data plane in

comparison to its opponents using controller node for

forwarding and achieves a low deviation in energy

consumption with the lowest end-to-end delay.

• We present how to handle routing errors mostly due to

mobility in CHRA through the examples in

‘‘Appendix’’.

2 Related work

In this section, we first present CUPS and its role in SDN

and wireless networks briefly. Then, we review the existing

routing algorithms used in hierarchical MANETs as we

assume a similar hierarchy to construct plane-separated

architecture in ad-hoc networks. Lastly, we discuss the

main differences of our work from the presented

approaches.

2.1 Plane-separation, SDN, and wireless
networks

The plane-separation concept has been leveraged espe-

cially with the emerging SDN paradigm. In SDN archi-

tecture, control plane nodes are responsible for

orchestration, management, and configuration of the over-

all network utilizing higher-level applications [35] from a

centralized perspective. In a broader sense, they perform

control functions, which can include security mechanisms,

e.g., firewall [33], load-balancing [18], resource allocation

and scheduling [54], and routing for end-to-end commu-

nication [26, 55, 64]. The control plane nodes might be

deployed as physical servers or even virtual functions as

cloud and edge services [22]. Data plane, on the other

hand, consists of ordinary nodes that are responsible for

data forwarding according to the rules and decisions made

by the control plane. SDN-supported data center switches

are common examples of data plane entities [51].

Together with SDN, CUPS has been employed in a wide

range of application areas, including wireless networks

[56]. Especially as they already have separated access and

backbone networks in 4G/5G cellular networks, a distinct

separation of control functions is quite feasible [41]. For

instance, in [60], the authors utilize CUPS architecture to

address the coverage and handover issues in high-mobility

5G networks. As the separation of control plane gives

further flexibility to reconfigure a network satisfying the

quality of service (QoS) requirements for end-to-end

communication, it becomes possible to maintain commu-

nication with the minimum handover cost and the maxi-

mum coverage probability even in ultra-dense scenarios. In

[24], routing in a CUPS-enabled wireless mesh network is

compared with the traditional wireless routing techniques,

and it is shown that the placement of centralized and

decentralized controllers increases the routing and for-

warding performance in terms of end-to-end delay and

packet delivery ratio. Similar results are also shown in [36],

which employs a hybrid approach to use centralized control

plane entities and distributed routing algorithms together.

Lastly, in [47], a CUPS-based SDN approach is adapted to

ad-hoc networks deploying decentralized controllers.

However, as it is not always possible to deal with the

dynamic nature of ad-hoc networks with such infrastruc-

tures, the authors capacitate ordinary nodes to make their

own routing and forwarding decisions in case of that they

cannot be configured by the controller nodes. Although all

those approaches distribute the routing and forwarding

functions via plane-separation in wireless networks, they

are still fully or partially dependent on pre-deployed (de-

)centralized controllers.

2.2 Hierarchical routing protocols

Various routing algorithms are designed for the clustered

networks. Such algorithms usually fall under the hierar-

chical routing category [6, 10]. In this section, we briefly

introduce some of those algorithms.

Cluster-based routing protocol (CBRP) [29] is one of the

first hierarchical routing algorithms. It utilizes lowest ID-

based clustering to form two-hop clusters. In CBRP, a

source node broadcasts route requests within its cluster.

The request is forwarded through the neighbor clusters via

gateway nodes. The cluster head of the destination node

eventually sends a routing response back through the

neighbor cluster heads, and the data packets are forwarded

through the (reverse) path, which the routing response

follows. Eventually, routing and forwarding are handled by

the cluster heads and gateways. Many other routing pro-

tocols take a similar approach with CBRP and accordingly,

they take CBRP as reference for comparison and analysis

[43, 62, 63].
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Some routing protocols have a more holistic approach

involving the clustering, e.g., hierarchy building and clus-

ter head selection, process. Cross-CBRP [15] evaluates the

ratio between power levels of two successive signals to

elect more reliable cluster heads and then both routing and

forwarding are performed through those cluster heads.

While the clustering phase differs, routing and forwarding

embrace the same method with CBRP. Although Cross-

CBRP performs slightly better than CBRP in terms of

packet delivery ratio and control overhead, it falls short in

end-to-end delay. Energy-efficiency is not evaluated at all

in this study. In weighted clustering algorithm (WCA) [53],

the authors focus on different parameters considering

mobility and energy consumption for clustering, and

routing and forwarding through the cluster heads. Since the

cluster heads are selected among least-mobile and higher-

energy nodes, an end-to-end paths are more reliable, e.g.,

with least moving nodes and having sufficient energy. One

of the key observations of the study is that routing con-

stantly through particular paths leads to depletion of energy

and thus, cluster heads should be changed by selecting the

ones with the highest energy. However, reclustering also

requires an extra energy consumption and control over-

head. Moreover, since the cluster heads are still used for

both routing and forwarding, they are at risk of drained

quickly in case of high control and data traffic. Optimized

link state routing (OLSR) [13] does not directly involve a

clustering process but relies on the use of multipoint relays

(MPRs), which are selected by each individual node. In

OLSR, nodes discover their 1- and 2-hop neighborhoods by

flooding hello packets and keep their topology database

updated proactively. To limit flooding, only a set of MPRs

per node forwards respective control packets. Although

MPRs utilize packet forwarding and decreases the control

overhead of link-state routing, each node should still

maintain its own routing table for each destination. Fur-

thermore, this maintenance complicates detection and

recovery of broken routes as it requires the reiteration of

flooding process. Both problems can be easily addressed by

using an efficient control plane design, which is responsible

for the maintenance of topology through the controller

nodes with broader visibility as we propose in this work. A

recent study [23] utilizing OLSR improves that approach

with another clustering scheme, which results in the for-

mation of a backbone to be used for both control and data

packets. Although its design perspective is flexible as it

distinguishes overlay and underlay networks for mainte-

nance and aims to isolate physical changes from the

application-level operations, it still relies on a single

backbone of cluster heads for the whole communication.

Apart from fully ad-hoc approaches where there is not a

pre-deployed infrastructure, there are some protocols

assisted by external mechanisms. For example, clustering

routing protocol based-on segmentation (CRPBS) [61] is

designed for vehicular ad-hoc networks, where mobility is

the main concern. To cope with wider areas and increasing

vehicle density, CRPBS divides clusters into the segments

and examines them to find the farthest segment with min-

imum packet forwarding time. The segmentation process

requires global positioning system (GPS) information,

which might not be suitable for various scenarios such as

sensor networks. Then, a cluster head is selected for each

segment and end-to-end communication is completed

through the cluster heads. Even though the results show

that CRPBS performs better than its opponents in terms of

average end-to-end delay, it leads to exhausting particular

nodes in the long term due to their common use for control

and data traffic. Zone-based Hierarchical Link State

(ZHLS) [30] protocol also uses GPS for (i) clustering to

group closer nodes and (ii) routing to detect farther nodes

and obtain related routes. In contrast to the cluster-based

hierarchical networks, the network is initially divided into

zones and each node knows its ID, location, and the zone it

belongs beforehand. Note that there is not any cluster head

to form backbone, but inter-zone communication is estab-

lished via gateways. The zone structure should be updated

continuously due to node mobility. Although ZHLS is

evaluated in terms of path lengths under increasing

mobility and increasing number of nodes, its energy-effi-

ciency is not discussed in the paper. Cluster based location-

aided routing protocol (CLACR) [59] takes advantage of

central infrastructures (managers and servers) for topology

discovery and routing. Therefore, their applicability

depends on the existence of such infrastructure. In CLACR,

routing and forwarding are handled in a cluster-by-cluster

manner. It also proposes a local repairing method that

handles the failures of only the source and destination

nodes. Besides, CLACR has an ad-hoc route optimization

mechanism that modifies paths on the fly, e.g., during

forwarding, by recording traveled nodes and updating the

related segment of the path if there is another shortcut from

one of the traveled nodes. Such cases are relevant, espe-

cially in mobile scenarios. In contrast, in cluster-based

inter-domain routing (CIDR) [65], the topology discovery

is performed by dividing the network into domains. Cross-

domain communication is handled via cluster heads and

gateway nodes similar to CBRP. CIDR targets an Internet-

like architecture, where the domains represent autonomous

systems (AS) and network discovery is handled by a Bor-

der Gateway Protocol-like (BGP) approach. To limit the

control overhead and increase scalability, CIDR embraces

a fish-eye approach for the domain discovery. The authors

also propose a domain splitting scheme for the mainte-

nance of the hierarchical network structure. Even though a

detailed analysis of the study is presented, it is not com-

pared by any opponent protocol. In [34], the authors take
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advantage of more capable network nodes, such as tanks

and UAVs in an army-tactical network, to form a multi-

layer hierarchy. They propose a routing scheme where

those nodes with less or no power-consumption limitation

act as gateways, or cluster heads in a traditional manner, to

forward the traffic. It consequently creates a multi-level

backbone and restrains whole data traffic within specific

nodes.

As an alternative approach without using any infras-

tructure, virtual grid architecture (VGA) [4] uses a simple

power control scheme capturing differences in signal

transmission powers to map the physical network topology

onto a virtual grid topology. Then, it combines such virtual

grid topology and hierarchical clusters for the routing

process to enhance the packet delivery ratio in both

homogeneous and heterogeneous networks. In their follow-

up work [1], they extended VGA to provide end-to-end

quality of service guarantees using Open Shortest Paths

First (OSPF) protocol. In this work, GPS information is

assumed available to build virtual grid topology. VGA and

its extensions do not have any further energy-efficiency

discussion.

There are hybrid routing algorithms that effectively use

cluster-based hierarchy. Hybrid cluster routing (HCR)

[32, 42] proactively updates routes for intra-cluster com-

munication. For inter-cluster communication, it behaves

like all other algorithms presented here and uses cluster

heads and gateways directly. Hybrid optimized link state

routing (HOLSR) enhances OLSR by using a hierarchical

structure. It decreases control overhead using the fish-eye

technique, which sends routing control messages to farther

nodes less frequently. This technique also increases band-

width utilization by decreasing the number of control

messages. The hierarchy definition of HOLSR is not

directly related to the roles as in clustered structure, it is

represented by the number of hops between nodes instead

[39]. Group adaptive hybrid routing algorithm (GAHRA)

[66] addresses military-tactical scenarios where different

army squats form groups with similar mobility behaviors.

While the nodes in a squat perform table-driven routing for

intra-squat communication, they use an AODV-like

flooding mechanism to connect to the further nodes in

different squats. In GAHRA, there is not a particular

hierarchy but homogeneity within naturally-constructed

groups with respect to their mobility. Although it performs

better than AODV in terms of end-to-end latency and

packet delivery ratio, energy-efficiency of the algorithm is

not evaluated in the study. Similarly, in [58], the authors

discuss the applicability of border gateway protocol (BGP)

on multi-domain MANET with the assistance of airborne

nodes acting as gateway nodes between domains and

forming a backbone for inter-domain communication.

Their results outperform traditional BGP and OSPF, yet the

design mostly depends on the existence of such particular

backbone nodes. In another flexible scheme, the authors of

[16] proposes a set of different routing methods to be used

adaptively depending on a stability metric. While relatively

stable nodes form groups and share reliable topology

information in-between to fill their routing tables, other

nodes perform routing by flooding data to the overall net-

work. Even though such a hybrid approach can cope with

the heterogeneity of networks, it does not offer further in

terms of energy-efficiency and resource utilization.

Lastly, Greedy forwarding limited flooding routing

(GLFR) [57] is a recent study that focuses on energy-ef-

ficiency, likewise CHRA. It combines the Greedy periph-

eral stateless routing (GPSR) and AODV for routing in

flying ad-hoc networks (FANETs). In GLFR, nodes peri-

odically broadcast hello packets to announce their positions

and those packets are forwarded further in the network

greedily to limit flooding. The greedy node selection to

forward packets is optimized by using particle swarm

optimization (PSO). Although it does not consider any

hierarchy that might enable the advantages of CUPS, the

results show that GLFR is more energy-efficient than

AODV thanks to its restricted forwarding mechanism.

However, considering the high-mobility nature of

FANETs, it is quite challenging to obtain stable routes in

the control plane and guarantee fair energy consumption in

the data plane.

2.3 Main differences from the state of the art

In comparison to the presented routing algorithms, our

algorithm, CHRA, uses cluster heads (in the control plane)

only for finding the routes, and ordinary nodes (in the data

plane) and gateway nodes for forwarding data packets. As a

consequence, CHRA does not drain cluster heads and leads

to an energy-efficient communication scheme by offload-

ing forwarding burden from control plane nodes to (ordi-

nary) data plane nodes. Besides, including ordinary nodes

effectively to the communication, CHRA becomes able to

utilize further alternative paths for a better quality of ser-

vice. Furthermore, CHRA does not assume the existence of

any external entity assisting to clustering or routing pro-

cesses such as GPS and central infrastructure in compar-

ison to the other SDN-based plane-separated approaches in

wireless networks. Furthermore, we do not assume any

special node that can lead the communication without any

resource limitations. Therefore, it is easily adaptable to

different scenarios with minimum assumptions. Lastly,

even though clustering is a required to build a hierarchical

network, where plane-separation can take place, CHRA

does not necessarily depend on the dynamics of such a

clustering mechanism. That is, CHRA can be used to

establish end-to-end communication seamlessly without
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regarding the technique to deploy plane-separation. We

leave the analysis (of the potential impact) of clustering

algorithms out of the scope as it is quite a broad topic.

Interested reader can find further details about clustering in

[14, 20, 21, 50].

3 Control-user plane separation (CUPS)
in ad-hoc networks

Our CUPS approach in ad-hoc networks assumes that a

network is clustered using some approach such as [21] to

form a control plane by cluster heads. In CUPS, control

packets that carry routing or topology information are

exchanged among cluster heads via gateways as shown in

Fig. 1 instead of flooding the whole network. Except for

isolated clusters, all cluster heads are connected to the

other cluster heads through gateways, i.e., cluster heads

and gateways form a connected backbone. Since cluster

heads have topology information of their clusters, e.g.,

cluster members and their connectivity, they can easily

make routing decisions for the intra-cluster communica-

tion. Through periodic inter-cluster control signaling over

the backbone, inter-cluster routing is handled. The main-

tenance and discovery of the routes are narrowed down to

the backbone nodes that form the control plane.

Let us assume nine nodes are grouped into left and right

clusters as shown in Fig. 1. Both clusters have five ordinary

nodes in the data plane and one cluster head and one

gateway in the control plane. Where node 4 is the gateway;

and nodes 2 and 7 are the cluster heads of left and right

clusters, respectively, those three nodes form a backbone.

Assume node 1 sends a packet to node 9. In legacy clus-

tered ad-hoc networks, ordinary nodes send their packets to

the responsible cluster head. The cluster head then runs the

control plane functions (i.e., performs routing) and then

forwards the packet over gateways and cluster heads, i.e.,

over the path 1–2–4–7–9.

The approach in CUPS-based ad-hoc networks is dif-

ferent. In CUPS, node 1 sends its communication request

(not the data packet) to its cluster head. The cluster head

(node 2 in this example) runs CHRA that we present in

Sect. 4 and obtains the route to node 9, i.e., the path 1–3–

6–9. Then, node 1 transmits the packet to node 3 over the

route determined in the logically centralized control plane,

i.e., cluster heads. Note that all nodes are equal in the data

plane while they have different roles (cluster head, gate-

way, or ordinary node) in the control plane.

In CUPS architecture, control plane elements should

have a broader network view to orchestrate data plane

nodes. Here, cluster heads convey the topology information

of their clusters to the neighbor clusters over the backbone.

However, as sending such information through the whole

network is costly in wireless medium, we define cluster

sight area (CSA) of a cluster, where the cluster head has

the topological view of a limited area, e.g., covering a few

neighbor clusters (which is selected as two neighbor clus-

ters). Figure 2 describes an example CSA. In the figure, a

cluster-hop represents the distance between two clusters in

terms of the number of cluster heads. Assuming that cluster

heads are connected via gateways, n-cluster-hop contains

ð4nþ 2Þ-hop paths at most. Within CSA, the whole

topology is known by all cluster heads, i.e., any link

between nodes is known by each cluster head.

To maintain their CSA view, cluster heads exchange

their local cluster topology information with sight area

messages (SAMs) via gateways. Those messages are sent

in different periods with a fish-eye approach [44] depend-

ing on the distance between clusters to reduce the control

overhead. That is, while the control packets are sent in

every TSAM seconds (which is chosen as 3s for simulations)

to 1-cluster-hop neighbors, they are sent to n-cluster-hops

neighbors in n� TSAM seconds. Each cluster head stores

this CSA view constructed by SAMs in its visibility matrix.

Eventually, each cluster head has more fresh topology

information about closer clusters, and CSAs are maintained

proactively by cluster heads, as a natural extension of

clusters.

The main reason for the construction of CSA is creating

a sense of a smaller network that is relatively easy to

maintain from the viewpoint of a cluster head. Since

proactive maintenance of the network-wide routes is costly,

CSA is considered as an effective and easy-to-maintain

approach in CUPS. Note that the size of CSA and the

frequency of SAMs, i.e., TSAM are the design parameters to

be selected depending on the use case.

4 CUPS-based hierarchical routing
algorithm (CHRA)

In this section, we present the dynamics of CHRA. Besides,

we briefly discuss the fundamental differences between

CHRA and its opponent hierarchical routing algorithms

comparing the presented dynamics with the alternative

methods.

CHRA consists of two routing techniques:

• In-CSA communication represents the communication

inside a CSA using a proactive link-state approach.

• Out-of-CSA communication means end-to-end commu-

nication outside the CSA, where the number of hops

between source and destination nodes is relatively

higher. In this case, we follow a reactive fish-eye

approach.
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A source node initiates the route discovery process

sending a route request (RREQ) to its cluster head when it

sends or forwards a packet to a destination node (i) for the

first time or (ii) after a predetermined timeout duration.

There are two possible outcomes: (i) If the destination node

is in the CSA of the cluster head, then it can determine the

route using a shortest-path algorithm within CSA, and then

populates the routing table of the source node, e.g., using

software-defined networking approaches (in-CSA com-

munication). (ii) If the destination node is not in the CSA

of the cluster head, the cluster head forwards RREQ to

the neighbor cluster heads over gateways on the control

plane backbone (out-of-CSA case). This forwarded RREQ

is processed by each cluster head using the above approach

by checking whether or not the destination node is the

CSA. The RREQ is forwarded until a path is found by one

of the cluster heads. This process is briefly summarized in

Algorithm 1. In this section, we introduce those two

approaches in detail.

4.1 In-CSA communication

In-CSA communication is illustrated in Fig. 3. Here,

(a) and (f) are the source and destination nodes, respec-

tively. To find a route to (f), (a) sends an RREQ to its

cluster head (g) in step (1). When the cluster head receives

this RREQ, it first checks its visibility matrix if (f) is vis-

ible, i.e., whether or not in CSA. If it is visible, the cluster

head runs Dijkstra’s shortest path algorithm and finds the

shortest path on the data plane.

However, (f) is not in the visibility matrix of (g) in

Fig. 3. Consequently, the RREQ in step (1) cannot be

answered directly. Instead, (g) forwards the RREQ to

neighbor cluster (h) via the gateways through the

Fig. 2 Cluster sight area covers

maximum 10-hop and cover

2-cluster-hop
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backbone, i.e., the control plane in steps (2)–(3). As (h) is

aware of the whole topology shown in Fig. 3 having the

2-cluster-hop large CSA, it can find a route from (a) to

(f) on the data plane, i.e., not on the backbone.

Afterwards, (h) sends back the path [a–b–c–d–e–f] to

(g) in steps (4)–(5). (g) notifies the source (a) with a routing

response (RREP) containing the demanded route and

(a) stores this path in its routing table in step (6). A routing

table contains the ID of the destination node, the path to

the destination node and the length of this path; and is

constructed for only in-area communication. The routing

process is then finalized in the control plane.

Finally, (a) forwards the data packets tailing path (i.e.,

using source routing) to (b), and the forwarding process is

continued hop-by-hop through the steps (7)–(11) in the data

plane that consists of ordinary nodes. If an intermediary

node is not aware of that particular path, it caches the path

and forwards the packet. Otherwise, it assumes that the

path is used before and the next nodes in this path are

aware of this path as well, and removes the path from the

data packet before forwarding to decrease the size of the

packet. Note that intermediary nodes can use the cached

paths for only data forwarding. It means that they do not

use an indirectly obtained path for initiating an end-to-end

communication as a source node. The reason behind the

restriction in caching is keeping track of the path config-

urations of the data plane so that they can be alerted in case

of a routing error due to a broken path, which is discussed

in more detailed in the ‘‘Appendix’’.

4.2 Out-of-CSA communication

When there is no cluster head knowing both source and

destination nodes in its CSA, data packets are directly

forwarded through the backbone. In Fig. 4, the distance

between the source node (a) and destination node (f) is

pþ 1, where p� 4nþ 2. When (a) sends an RREQ to its

cluster head in step (1), it cannot find a path. Therefore, the

cluster head forwards the RREQ to the neighbor cluster

heads via gateways. Since no intermediary cluster head has

both source and destination nodes in its visibility matrix,

the RREQ is forwarded until it reaches to the cluster where

(f) belongs to, in steps (1)–(p). Afterwards, the respective

cluster head sends an RREP back to the originator of the

RREQ in steps (p ? 1)–(2p). In each step (p ? i), the

receiver backbone node records where the packet comes

from and its distance from the destination node to its dis-

tance table. For instance, the node which receives (p ? 1),

becomes aware of that it can send packets to (f) through the

cluster head in two hops. Similarly, the receiver of RREP

(p ? i) knows that the destination node is iþ 1 hops away.

Note that when an RREP offering a shorter path is

received, the distance table is updated with this shorter

distance and the related next-hop node. Eventually, the

route is defined through the backbone and (a) forwards

its data packets accordingly.

4.3 Decision for in- and out-of-CSA
communication

It is not always possible to determine instantaneously if the

destination node is in CSA. Besides, even though the

source node sends only a single RREQ to its cluster head, it

is then forwarded to all adjacent clusters. Therefore, it is

quite common that multiple routes, which reside inside or

outside of a CSA, are obtained. In Fig. 5, two alternative

routes are found using two different methods: packets (2)–

(n) lead to a backbone-out-of-CSA communication and

Fig. 3 In-CSA communication

scenario. Cluster head

(h) knows the presence both

source (a) and destination (f) in
its visibility matrix and finds a

path
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packets (2a)–(3a) provide the data plane path since the

cluster head (h) has both source and destination nodes in its

visibility matrix. In this case, for both reducing the traffic

load on the backbone and selecting the shorter path, the

path [a–b–c–d–e–f–g] is used to forward the data packets.

Lastly, even though the maintenance of the topology is

mostly handled by clustering mechanisms in hierarchical

ad-hoc networks, the repair/recovery of broken routes are

still required to ensure communication reliability. There-

fore, we introduce two techniques, local repair and global

repair that optimize control overhead and the route main-

tenance time. As we mostly focus on the CUPS concept

and its performance gains, we briefly describe those tech-

niques at the end (in ‘‘Appendix’’) to keep the definition of

CHRA here simpler.

4.4 Differences between hierarchical routing
methods

In this section, we present a qualitative comparison

between CHRA and its two opponents, CBRP and HCR, to

emphasize the differences of CUPS-based dynamics in

CHRA. The comparison is also briefly presented in

Table 1. The quantitative comparison as a result of our

simulations is also presented in Sect. 5.

For network discovery in CBRP, nodes broadcast their

identifiers to their neighborhood. In CHRA and HCR, apart

from individual nodes, cluster heads attempt to a wider

discovery sharing cluster information. However, the

topology discovery of cluster heads is limited by the size of

CSA in CHRA, while HCR performs a global discovery.

Fig. 4 Communication in longer

distances is constructed on the

backbone

Fig. 5 End-to-end path in data

plane is priorly preferred over

the backbone-dependent one
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Moreover, CHRA utilizes a fish-eye approach to decrease

the control overhead for the discovery of farther clusters.

Therefore, HCR is the most costly algorithm in terms of

network discovery. Note that the routing technique of HCR

mostly depends on this discovery scheme. Accordingly, the

routing overhead of HCR becomes higher in comparison to

CHRA and CBRP.

For data forwarding, CBRP and HCR have similar

dynamics: Data packets are forwarded through the back-

bone. The main difference in routing is that while CBRP

employs a distance vector-based reactive approach, HCR

performs source routing using proactively maintained

topology information to find routes on the backbone. On

the other hand, CHRA offloads most of the data forwarding

to the data plane nodes, which leads to a fairer overall

energy consumption as well as the use of alternative paths

via ordinary nodes.

For route maintenance, CHRA quickly reacts to perform

local repair with minimum overhead in case of a broken

route and extend it to a global repair scheme to simplify

maintenance. In contrast, CBRP and HCR directly attempt

global repair using broadcasting and unicasting to the

source nodes of the broken routes, respectively.

Except AODV, the other routing algorithms are built

upon clustered networks. CHRA and CBRP are using a

basic ID-based clustering algorithm [37]. In that class of

clustering algorithms, each node has a unique identifier,

and after exchanging control messages during a boot-

strapping period, the nodes with the lowest (or highest)

identifiers are selected as cluster heads. HCR, on the other

hand, combines the ID-based approach with another

degree-based approach, where the nodes with higher con-

nectivity have priority to be selected as cluster heads.

Although routing is generally relevant to the underlying

clustering technique, the evaluation of its impact is not in

the scope of this study.

5 Results and discussion

In this section, we evaluyate the performance of CHRA.

All tests are conducted in OMNeT?? using the simulation

parameters in Table 2. To validate the advantages of plane-

Table 1 Differences in route request and repair processes between CHRA, CBRP and HCR

Phase Algorithm

CHRA CBRP HCR

Bootstrapping Only CHs send their cluster formation to the neighbor CHs All nodes broadcast

their neighborhood

information

All nodes broadcast their neighborhood

information, also CHs spread the

backbone structure

Discovery Only CHs and gateways forward RREQ packets Only CHs and

gateways forward

RREQ packets

Only CHs and gateways forward RREQ

packets

RREQs are forwarded until (i) first CH that finds a path in

in-area communication or (ii) CH of destination node’s

cluster in long-distance communication

RREQs are forwarded

to destination node

RREQs are directly responded by the

first CH

Forwarding Data packets are forwarded on data plane Data packets are

forwarded through

backbone via CHs

Data packets are forwarded through

backbone via CHs

Repair Link failures are notified to direct CH. If there is no local

repair possibility, RERRs are sent through backbone

Link failures are

broadcast to source

node

Link failures are unicast to source node

Table 2 The values of the simulation parameters

Parameter Value

Area size 200 m � 200 m

Runs per batch 200

Scenario duration 200 s

Transmission radius per node 40 m

Node density 0.001–0.0015 node/m2

Ratio of mobile nodes 30%

Speed of nodes 2–10 km/h

Path loss model Free space

Power consumption model [38, 52] 150 mW Tx

60 mW Rx

2 mW Idle

Background noise - 90 dBm

Mobility model Random Waypoint [27]
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separation, CHRA is compared with (i) Cluster-Based

Routing Protocols (CBRP), which employs the common

routing method used in almost all hierarchical routing

algorithms, (ii) Hybrid Cluster Routing (HCR) [32, 42] as a

superior of CBRP and a more recent approach to routing in

clustered topologies and (iii) AODV on flat topologies.

Therefore, CBRP and its superior HCR are the important

comparison elements, while AODV is used for bench-

marking for a non-hierarchical approach.

The simulations are conducted in both mobile and sta-

tionary scenarios with uniformly and non-uniformly dis-

tributed topologies. The triangular distribution is used for

non-uniformly distributed network scenarios. It represents

the topology, where the majority of the nodes tend to

gather around a particular area and some other nodes are

spread as outliers. Ideal link layer and physical layer

models are considered.

For traffic generation, a UDP application is imple-

mented. It periodically (every 2s) sends UDP packets

between randomly selected source and destination nodes.

The size of a data packet is defined as 300B. For routing,

the size of control packets flowing through the backbone is

selected as 64B as it is shown to be the optimum size for

AODV discovery packets as well [28]. The same packet

size is also chosen for the standard AODV algorithm. Apart

from that, the cost of topology discovery to form cluster

sight area is considered in CHRA for a fair comparison.

For mobility scenarios, the random waypoint mobility

model is employed, where the nodes move towards a ran-

dom direction in a given speed range periodically. It rep-

resents a heterogeneous network model that nodes (or a

certain group of nodes) can move individually with dif-

ferent patterns, i.e., varying direction and speed whether

following an inter-related pattern or not. It also triggers

route update and recovery mechanisms more often due to

such randomness, which imposes further challenges for

route maintenance. Lastly, signal transmission radius per

node is selected as 40 m being proportional to the network

size, i.e., 200 m � 200 m, for medium coverage. Note that

similar proportions, e.g., being scaled up, in terms of net-

work coverage for hop-to-hop communication, are also

used to evaluate different ad-hoc routing protocols [9, 45],

including military tactical scenarios under certain mobility

models [48].

In the rest of this section, the performance measures to

compare algorithms and the performance results of all four

cases (different distributions in stationary and mobile sce-

narios) are presented and discussed.

5.1 Performance measures

We use six performance measures to evaluate CHRA and

its opponents.

1. Average energy consumption ratio per node: It mea-

sures the average of the total energy consumption of a

node during the simulation time. To get more realistic

results, the radio state-based power consumption model

is adjusted according to well-known chips Microchip

RN1810 [38] and SparkLAN WSDB-102GN [52].

While 150 mW is consumed for packet transmission, it

is 60 mW and 2 mW for reception and idle state,

respectively. In the respective figures for this measure,

we note the standard deviation in energy consumption

of nodes for each scenario via the error bars to

represent if some nodes consume significantly more

energy than the other, i.e., higher deviation from the

average.

2. Number of routing control packets: It measures the

total number of routing control packets, which is the

control overhead.

3. Data-to-All ratio (DAR): DAR is defined as the ratio of

the total size of successfully delivered data packets to

the total size of all packets including CSA overhead for

CHRA and global discovery for HCR, i.e., data packets

and control packets together.

4. Average end-to-end delay: This measure represents the

average length of paths used for forwarding to evaluate

the quality of service.

5. Data plane gain (DPG): It is the ratio of data packets

that are forwarded through to data plane to the all data

packets. It represents how effectively data plane takes

role in data forwarding. DPG is defined as the

percentage of data flowing (i) through both gateways

and ordinary nodes (excluding only cluster heads) and

(ii) through only ordinary nodes (excluding both CHs

and gateways).

The listed measures are selected to evaluate different

aspects such as (1) to measure energy-efficiency, (2) and

(3) to measure control overhead, (4) to measure the quality

of service, and (5) to measure the effectiveness of plane

separation.

5.2 Results in stationary scenarios

Figures 6 and 7 show the effects of node density (i.e.,

increasing number of nodes) in uniform and non-uniform

node distributions.

Figures 6a and 7a show the average energy consumption

together with the deviation in energy consumption between

nodes (with error bars). Note that here the standard devi-

ation is averaged calculating the deviation of the energy

consumption of nodes in each simulation run.

In those figures, the average energy consumption is

nearly the same for CHRA and CBRP. The deviation in

energy consumption of nodes utilizing CHRA is nearly
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(a)

(b) (c)

(d) (e)

Fig. 6 The effects of the network density in uniformly distributed scenarios
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(a)

(b) (c)

(d) (e)

Fig. 7 The effects of the network density in non-uniform scenarios
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zero as it distributes the load, e.g., control and data traffic,

fairly via control and user-plane separation. As nearly all

nodes tend to broadcast control packets via flooding in

AODV, they consume similar amount of energy with low

deviation even though it is much higher in total con-

sumption than CBRP, CHRA, and HCR. Similarly, HCR

depends on network-wide discovery packets where cluster

heads discover the full backbone structure including cluster

topologies. Moreover, the source routing technique of HCR

does not use the shortest paths but finds the path from

source to destination by forwarding the packets through the

backbone instead. Therefore, topology discovery and for-

warding process cost two-times energy than CBRP and

CHRA with a large deviation as the backbone nodes are

loaded much higher than the ordinary nodes.

Figures 6b and 7b show the number of control packets

including route request and reply packets, and also repair,

recovery and CSA packets for CHRA and HCR. The

overhead of CHRA is slightly higher than that of CBRP

due to repair, recovery and CSA packets. In contrast,

AODV has the highest overhead in terms of the number of

the control packets due to its flooding mechanism. HCR

has higher control overhead in terms of the number of

packets than the other hierarchical routing protocols due to

its global discovery scheme. However, since a number of

control packets contain topology information for clusters

and all inter-cluster data packets have piggy-backed

backbone information, the size of routing control packets

vary, which directly affects the efficiency—or DAR—of

communication.

The quality of service is evaluated in terms of DAR and

end-to-end delivery delay. In Figs. 6d and 7d, the DAR

generally remains above 90% for CHRA and CBRP while

AODV’s is much lower, 75% at maximum. Since the

control overhead in CHRA is slightly higher due to CSA

maintenance and route recovery, the DAR in CHRA is

lower than CBRP, around 2–5%. Such difference is much

higher for HCR due to its global discovery and source

routing scheme. On the other hand, AODV shows quite

poor performance in terms of DAR due to high control

overhead. Figures 6c and 7c show that CHRA has the

lowest end-to-end delay as it finds the shortest path inside

CSAs. In contrast, CBRP has very limited alternative paths

because they are constructed through only cluster heads

and gateways. HCR has a lower latency having a proactive

routing scheme through the backbone. Note that HCR does

not propose the use of shortest paths and data packets are

forwarded through the backbone until they are reached to

the destination cluster. Eventually, CHRA outperforms

other algorithms in terms of the end-to-end delay. More-

over, the difference between uniform and non-uniform

scenarios is notable. Since non-uniform deployment causes

a denser formation, many nodes are placed around a certain

area and this topology decreases average end-to-end delay

in communication.

DPG is shown for stationary scenarios in Figs. 6e and

7e. In uniformly distributed scenarios, 45–50% of for-

warding burden is offloaded to ordinary nodes. In com-

parison, the same amount of data is forwarded through only

the control plane nodes, i.e., cluster heads and gateways, in

CBRP and HCR. In total, 70–80% of data forwarding is

handled together by ordinary nodes and gateways. While

DPG with GWs is the same for uniform and non-uniform

scenarios, DPG for only ordinary nodes (without GWs)

decreases to 20–30%. Because higher number of nodes

become gateways in the denser formation of non-uniform

distribution and it directly affects the number of gateways

in the data plane. Similarly, while node density is

increasing in both scenarios, the activity of the data plane

ascends with the increasing possibility of in-CSA

communication.

Eventually, Figs. 6 and 7 shows that in stationary sce-

narios, CHRA has the lowest average energy consumption

with a minimum standard deviation, and offers both effi-

cient and fair energy usage. While causing slightly higher

overhead than CBRP to maintain the cluster sight areas,

CHRA still has more than 90% data-to-all ratio. However,

it is seen that leveraging CSA with a certain overhead,

CHRA can utilize end-to-end paths with lower delay than

its opponents.

5.3 Results in mobile scenarios

Figures 8 and 9 show the effect of increasing speed of

nodes in mobile scenarios with uniform and non-uniform

node distributions. For such scenarios, the node density is

fixed to 0.00125 node/m2.

The average energy consumption is slightly higher than

the results in stationary scenarios as shown at the lines in

Figs. 8a and 9a as re-routing, recovery, and repair pro-

cesses are more frequent in mobile scenarios. As seen in

Figs. 8a and 9a, CHRA has a minimal deviation in energy

consumption even in higher mobility with increasing

speed. HCR, similar to stationary scenarios, show a high

deviation in uniform and mobile scenarios with moderately

high average consumption. In uniform scenarios, the

increasing speed of nodes observably affects the deviation

in energy consumption for each routing technique since the

mobility strongly changes the already-sparse network dis-

tribution. In contrast, it is not affected especially for CHRA

since the tolerance to mobility in a denser area that is

mostly covered by CSAs is much higher. Therefore, routes

can be maintained more effectively in CHRA thanks to the

CSA.
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(a)

(b) (c)

(d) (e)

Fig. 8 The effects of the speed in uniformly distributed scenarios
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(a)

(b) (c)

(d) (e)

Fig. 9 The effects of the speed in non-uniform scenarios
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Figures 8c and 9c show that the overall end-to-end delay

for all routing algorithms is lower in non-uniform scenarios

than uniform scenarios. CHRA has the lowest end-to-end

delay in any case, even if it is increasing with the

increasing speed of nodes for the other algorithms. Inter-

preting Figs. 8d and 9d, it is seen that CHRA decreases the

end-to-end delay preserving a high DAR as 85%. The DAR

is decreasing with the increasing speed of nodes since the

high mobility triggers routing process and eventually

increase routing control overhead. HCR has the lowest

DAR among hierarchical routing algorithms due to the

high overhead of proactive maintenance of routes, espe-

cially in mobile scenarios. Note that CHRA is affected by

mobility more than CBRP and HCR because the data plane

routes depend on mobile ordinary nodes instead of the

backbone that is relatively easy to fix during the clustering

maintenance. When a new cluster head is selected, the

cluster neighborhood can be recovered easily and the traffic

flows through the backbone. However, thanks to the route

repair and recovery process for the data plane-routes in

CHRA, even if it is more sensitive to mobility, there is not

a DAR decrease due to the increasing speed of nodes. The

difference of DAR results between CHRA and CBRP is

caused by the extra recovery process and CSA maintenance

in CHRA. This difference is even larger between CBRP

and HCR for proactive route maintenance. Figures 8b and

9b show such extra overhead in terms of the number of

control packets. Besides, they explain the low-DAR results

of AODV that demonstrates a high control overhead.

Figures 8e and 9e show DPG for mobile scenarios. In

uniformly distributed scenarios, 30–35% of total data is

forwarded by ordinary nodes, while this ratio is 70% when

gateways are included. The gain is less than stationary

scenarios since (i) maintenance of paths are getting harder

and in case of broken paths due to mobility, long-distance

paths through the control plane are used as backup routes,

(ii) finding paths also becomes harder and more

stable control plane nodes are—relatively—more fre-

quently preferred and (iii) role changes occur more fre-

quently and they eventually affect route stability.

Expectedly, the increasing mobility of nodes negatively

affects the gain since the stability of data plane decreases

proportionally. However, there is at least 30% of data

burden offloaded from cluster heads and gateways to the

ordinary nodes in all scenarios. When the participation of

gateways is also considered, DPG is significantly higher in

both stationary and mobile networks.

In short, Figs. 8 and 9 shows that the performance of

CHRA in mobile scenarios is very close to the results in the

stationary scenarios. In terms of energy consumption,

CHRA still offers the lowest energy consumption with

better fairness. As it uses repair and recovery mechanisms

more actively in mobile scenarios, its DAR is slightly

lower than the stationary scenarios. However, as those

mechanisms bring reliability for the end-to-end communi-

cation, CHRA can deliver more data packets and therefore,

the difference in DAR between CHRA and CBRP is even

lower for mobile scenarios. Lastly, CHRA provides more

than 70% data plane gain Independent of mobility.

6 Discussion

In this section, we discuss some additional points on the

application of CHRA.

Inspired by the configuration scheme of SDN networks,

the routing process of CHRA can be adapted to be more

flexible and distributed. Instead of relying on paths off-

loaded to data plane nodes, a cluster head could config-

ure the nodes in the respective cluster to be aware of only

the next hop. This approach would prevent ordinary nodes

from knowing about end-to-end paths and ease the routing

process in the control plane, e.g., not returning back the

whole path to the source node. Besides, route maintenance

becomes relevant only between a cluster head and the re-

lated ordinary nodes instead of maintaining paths. This

improvement will be examined as an extension of this

study.

Out-of-CSA, or long-range communication, is a practi-

cal yet still costly method for the control plane. To over-

come that, instead of relying on a single cluster head that

has discovered both source and destination nodes, i.e., in

the same CSA, it is also possible to merge multiple seg-

ments in sequence to construct an end-to-end path using the

vision of multiple cluster heads. This approach would

increase the probability of finding paths on the data plane

before using the backbone as we have done in Out-of-CSA

technique. Another improvement would be using the

backbone partially for forwarding. That is, after forwarding

data packets through the backbone for a certain number of
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hops in case of the absence of an initial path, it is still

possible to switch to a path on the fly whenever it is found.

Both alternative approaches would strengthen the separa-

tion of planes by decreasing the use of control plane for

forwarding.

Lastly, the control overhead for CSA maintenance is

another issue to analyze. As seen in Fig. 10, PDR is

decreasing with increasing period of SAM packets, TSAM .

In contrast, control overhead is getting less with more

infrequent SAM packets as expected. The reason is, the

infrequent SAM packets directly lead to routing based-on

obsolete topology information. In this case, packets cannot

be forwarded through destination when the route repair is

not possible. In this manner, TSAM need to be decided based

on mobility characteristics of the network.

CSA directly affects the efficiency of paths for the in-

CSA communication. Therefore, the size of CSA will be

investigated in more detail possibly for larger networks in

our future works.

7 Conclusion

Mobile ad-hoc networks have been deployed in a variety of

scenarios such as tactical, emergency, and sensor networks

as well as the emerging ecosystems like IoT and 5G cel-

lular networks. While their self-organized nature, e.g.,

without any pre-deployed (or only partially deployed)

infrastructure, procures a degree of freedom in design, the

lack of an orchestration mechanism, e.g., a centralized

controller, complicates their maintenance and establish-

ing end-to-end communication between increasing number

of nodes in such networks. Although several routing pro-

tocols have been proposed to establish communication

autonomously, they usually bring excessive control over-

head and thus, a significant energy consumption due to the

costly network discovery, maintenance, and packet for-

warding mechanisms that usually rely on the utilization of

a limited set of nodes or flooding in a flat topology.

In this work, we presented a plane-separated hierarchi-

cal routing algorithm, CHRA, in ad-hoc networks to

address those problems. In CHRA, we employ control and

user plane separation (CUPS), which has recently become

popular with the emerging software-defined networking

(SDN) paradigm to separate routing and forwarding as two

distinct functions of different network elements. We utilize

this concept to construct a control plane that can efficiently

discover and maintain a network in a self-organized man-

ner. The separation of the control plane and the data plane

leads to finding alternative routes in the data plane that are

not dependent on the backbone, i.e., formed by the control

plane nodes, in contrast to many other hierarchical routing

algorithms presented in Sect. 2. The utilization of data

plane routes provides a fair energy-consumption

scheme since a significant data forwarding burden is taken

from the control plane and distributed to ordinary nodes in

the data plane.

We discuss the whole picture and the major dynamics of

the algorithm in different scenarios, which are stationary

and mobile scenarios in uniform and non-uniform distri-

bution. Our results show that CHRA can utilize the paths

on the data plane effectively to offload up to 75% of data

packets and achieve a low deviation in energy consumption

ensuring the lowest end-to-end delay. It however has a

slightly higher control overhead to maintain the informa-

tion for its route discovery mechanism in stationary sce-

narios. Furthermore, CHRA offers a very similar

performance in mobile scenarios with slightly higher con-

trol overhead due to the cost of route repair and recovery

mechanisms considering broken links due to the mobility.

Appendix: Routing errors and route
maintenance

In this appendix, we present how to handle routing errors

and repair them.

Routing errors

A broken link in the backbone is easy to detect since cluster

heads have a periodic message exchange scheme for

clustering control packets. However, it is not always pos-

sible to detect a broken link between two ordinary nodes.

In such cases, any path containing the broken link loses its

validity. Other nodes using related invalid routes need to be

informed about the broken links with minimum overhead.

Therefore, a route recovery and maintenance mechanism is

required to continuously manage routes in the data plane.

Figure 11 shows a routing error scenario that occurs in

the data plane. In the scenario, (e) is not available anymore

due to mobility, or a node crash. When (a) uses the route

obtained in steps (1)–(2), data packets are forwarded

through (d), which should detect (e) is lost/down and the

path is broken. Accordingly, it deletes any recorded route

in which (e) is included and sends a route error (RERR)

packet to its cluster head in step (5a). This RERR packet

contains the source node of the route, ID of the lost/down

node, and a timestamp. When (h) receives the RERR

packet, it deletes the lost node from its visibility matrix and

all recorded routes containing that node from its routing

table(s). Then, it constructs a list of source nodes, which is

called source notification list, that have requested any of

the deleted routes before. Note that the destination nodes of

those routes also added to the list since they record reverse

routes (i.e., route from destination to source node) as well.
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Adding the source notification list, it forwards the RERR

packet to all neighbor cluster heads. After the first RERR

packet, each cluster head applies the same procedure

updating the source notification list and forwarding RERR.

Besides, cluster heads forward RERR packets to the nodes

in the source notification list to update their routing

tables as well. Note that this method is only applicable

when intermediary nodes are not allowed to use a cached

route to initiate a connection. If they do so, source nodes

for related routes cannot be tracked and RERR messages

need to be broadcast frequently. It creates a significant

overhead especially for high-mobility networks.

As cluster heads may receive the same RERR packets

multiple times over the backbone, they record the sequence

number of RERRs and directly discards duplicates.

Besides, since paths are defined in maximum ð4nþ 2Þ-hop
(where CSA has a n-cluster-hops radius), TTL of RERR

packets for source nodes is limited to ð4nþ 2Þ. Eventually,
discarding duplicates and the TTL limitation minimize the

flooding of RERR packets.

Route repair

There is also an alternative method to overcome excessive

number of RERRs that may be an issue in high-mobility

networks, that is route repair. When a node detects a bro-

ken link, it is able to repair such link before sending a

RERR packet.

In CHRA, there are two types of route repair mecha-

nisms. Local repair aims for minimum control overhead

and modification in an existing route for repair. Global

repair aims for route reliability with a more controllable

approach.

Local route repair

Figure 12 shows an example of local repair where only a

single alternative next-hop node is searched to fix the route

locally instead of finding a new route or a route segment,

i.e. a partial route completing broken route. In this sense,

related route is patched with minimum effort and it is not

required to spread RERR packets through the backbone. In

Fig. 12, [a–b–c–e–f] is constructed between (a) and (f).

When (c) detects the broken link to (e), it sends a repair

request (RPREQ) to its cluster head in steps (4a)–(5a).

Here, (g) directly looks for an alternative (next-hop) node

between (c) and (f), instead of an end-to-end path between

(a) and (f). Eventually, the only update in the route is

forwarding through (d) instead of (e). Whether (a) is aware

of the loss of (d) or not, (c) repairs the path without

announcing it to the whole network but its cluster head.

During repair, the data packets are cached in the node that

detects the broken link. As a result, a minimum number of

routing control packets is generated and it leads to the

higher resource utilization and lower delay communication

with a quick fix. However, it is not always possible to

perform local repair considering an alternative segment. In

such cases, global repair is performed.

Global route repair

Figure 13 shows the global repair that searches for a partial

route (or a route segment) after a broken link. Instead of

finding a new end-to-end path, it only completes the path

after the broken link. In the figure, when (d) detects the

broken link, it sends an RPREQ packet to its cluster head in

steps (5a)–(6a). Since cluster head (h) cannot find a local

repair alternative (an alternative node instead of (e), it

draws a totally different path to be replaced with only the

Fig. 11 Routing error in data

plane. Absence of node

(e) breaks the path constructed

between node (a) and node f
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broken part. For instance, the data packets are forwarded

from (d) to (f) through steps (8)–(10) rather than steps (6)–

(7) substituting (e). Additionally, cluster head (h) sends

RERR packets through the backbone including updated

path and the identifier of broken path in steps (6b)–(11b) to

announce such update to the source and destination nodes.

Note that while the invalid route is announced to the net-

work in global repair, it is not a case in local repair.

Because the maintenance of a one-hop updated path is

relatively easier than a multi-hop path.

Lastly, there could be such scenarios where any type of

route repair is not possible at all. However, RPREQ

packets are sent in any case since repair cannot be per-

formed without cluster heads that manages the CSAs.

Therefore, nodes are waiting for RPREQ response

(RPREP) for a limited time, then drops the cached data

packets if related RPREP is not received. RERR packets

are triggered by the cluster heads that receive RPREQ but

cannot repair the broken part.
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