
SPEED PERCEPTION IN MULTISENSORY PROFILES: WHAT IS 
THE EFFECT OF ATTENTION?

A THESIS SUBMITTED TO  
THE GRADUATE SCHOOL OF INFORMATICS OF THE MIDDLE 

EAST TECHNICAL UNIVERSITY 

BY 

EFSUN KAVAKLIOĞLU

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE 
DEGREE OF MASTER OF SCIENCE 

IN  
THE DEPARTMENT OF COGNITIVE SCIENCE 

JANUARY 2022 





SPEED PERCEPTION IN MULTISENSORY PROFILES: WHAT IS THE 
EFFECT OF ATTENTION? 

Submitted by EFSUN KAVAKLIOĞLU in partial fulfillment of the requirements for 
the degree of Master of Science in Cognitive Science Department, Middle East 
Technical University by, 

Prof. Dr. Deniz Zeyrek Bozşahin
Dean, Graduate School of Informatics

Dr. Ceyhan Temürcü
Head of Department, Cognitive Science

Assist. Prof. Dr. Umut Özge
Supervisor, Cognitive Science Dept., METU

Assist. Prof. Dr. Hulusi Kafalıgönül
Co-Supervisor, UMRAM and Neuroscience Dept., Bilkent U.

Examining Committee Members:

Assist. Prof. Dr. Murat Perit Çakır
Cognitive Science Dept., METU

Assist. Prof. Dr. Umut Özge
Supervisor, Cognitive Science Dept., METU

Assist. Prof. Dr. Hacı Hulusi Kafalıgönül
Neuroscience Dept., Bilkent University

Assist. Prof. Dr. Dicle Dövencioğlu
Psychology Department, METU

Assist. Prof. Dr. Funda Yıldırım
Computer Engineering Department, Yeditepe University

Date: 07-02-2022   





I hereby declare that all information in this document has been obtained and 
presented in accordance with academic rules and ethical conduct. I also declare 
that, as required by these rules and conduct, I have fully cited and referenced all 
material and results that are not original to this work.

Name, Last Name: Efsun Kavaklıoğlu

Signature: __________________ 

iii



ABSTRACT

SPEED PERCEPTION IN MULTISENSORY PROFILES: WHAT IS THE EFFECT OF 
ATTENTION?

Kavaklıoğlu, Efsun

M.Sc, Department of Cognitive Science

Supervisor: Assist. Prof. Dr. Umut Özge 

Co-Supervisor: Assist. Prof. Dr. Hulusi Kafalıgönül

January 2022, 70 pages

Multisensory  processing  and  crossmodal  interactions  in  the  temporal  domain  are 
crucial  for  survival  in  a  dynamic  environment.  Temporal  ventriloquism  illusion 
demonstrates the importance of the crossmodal interactions in the temporal domain 
and the influences of the auditory signals (e.g.,  auditory time intervals) on visual 
perception.  Attention  is  another  mechanism  playing  a  critical  role  in  sensory 
processing,  and it  allows us  to  prioritize  relevant  information in  the visual  field. 
Previous studies have shown that  attention can modulate multisensory processing 
and  crossmodal  interactions.  The  current  thesis  was  focused  on  understanding 
whether spatial attention modulates audiovisual interactions in the temporal domain. 
An  apparent  motion  paradigm of  temporal  ventriloquism illusion  was  used.  The 
experimental design was based on auditory time interval effects on perceived visual 
speed.  Besides  speed  judgment,  participants  performed  a  secondary  task  on 
discriminating static clicks. Using endogenous cues, we manipulated attention in the 
auditory domain and systematically  changed the difficulty level  of  the secondary 
task.  The  results  revealed  a  significant  effect  of  task  difficulty  on  audiovisual 
interactions in the temporal domain, such that the effects of auditory time intervals 
on  perceived  speed  became  larger  with  an  increasing  level  of  task  difficulty. 
Moreover,  the  cueing  effect  became  significant  when  the  difficulty  level  of  the 
secondary task was low, suggesting that the participants might have more resources 
available to process informative cues. Future studies aimed to determine the effects 
of task difficulty on attention and audiovisual processes may provide further insights 
on the involvement of attention in multisensory processing.

Key Words: attention, audiovisual interactions, speed discrimination, motion, 
multisensory
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ÖZ

ÇOKLU DUYUSAL PROFİLLERDE HIZ ALGILAMASI: DİKKATİN ETKİSİ NEDİR?

Kavaklıoğlu, Efsun

Yüksek Lisans, Bilişsel Bilimler bölümü

Tez Yöneticisi: Dr. Öğr. Üyesi Umut Özge 

Ortak Tez Yöneticisi: Dr. Öğr. Üyesi Hulusi Kafalıgönül

Ocak 2022, 70 sayfa

Zamansal alandaki çoklu-duyulu işleme ve çapraz modaliteli etkileşimler, dinamik 
bir  ortamda  hayatta  kalmak  için  çok  önemlidir.  Zamansal  ventrilok  ilüzyonu, 
zamansal  alandaki  çapraz  modalite  etkileşimlerinin  önemini  ve  işitsel  sinyallerin 
(örneğin, işitsel zaman aralıkları) görsel algı üzerindeki etkilerini gösterir.  Dikkat, 
duyusal işlemede kritik rol oynayan bir başka mekanizmadır ve görsel alanda ilgili 
bilgilere  öncelik  vermemizi  sağlar.  Önceki  çalışmalar,  dikkatin  çoklu-duyulu 
işlemeyi  ve  çapraz  modaliteli  etkileşimleri  modüle  edebileceğini  göstermiştir. 
Mevcut tez, uzamsal dikkatin zamansal alandaki görsel-işitsel etkileşimleri modüle 
edip etmediğini anlamaya odaklanmıştır. Deneyde zamansal ventrilok illüzyonunun 
belirgin bir hareket paradigması kullanılmıştır. Deney tasarımı, algılanan görsel hız 
üzerindeki  işitsel  zaman  aralığı  etkilerine  dayanmaktadır.  Hız  değerlendirmesinin 
yanı  sıra,  katılımcılar  statik  tıklamaları  ayırt  etme  konusunda  ikincil  bir  görev 
gerçekleştirmişlerdir.  İpuçları kullanarak, işitsel alanda dikkat manipüle edilmiş ve 
ikincil  görevin  zorluk  seviyesi  sistematik  olarak  değiştirilmiştir.  Sonuçlar,  görev 
zorluğunun zamansal alandaki görsel-işitsel etkileşimler üzerinde önemli bir etkisini 
ortaya çıkarmıştır, öyle ki işitsel zaman aralıklarının algılanan hız üzerindeki etkileri, 
artan görev zorluğu seviyesi ile daha büyük hale gelmiştir. Ayrıca, ikincil görevin 
zorluk  seviyesi  düşük  olduğunda  ipucu  etkisi  anlamlı  hale  gelmiş,  bu  da 
katılımcıların  bilgilendirici  ipuçlarını  işlemek  için  daha  fazla  kaynağa  sahip 
olabileceğini  düşündürmüştür.  Görev  zorluğunun  dikkat  ve  görsel-işitsel  süreçler 
üzerindeki  etkilerini  belirlemeyi  amaçlayan  gelecekteki  çalışmalar,  dikkatin  çok-
duyulu işlemeye dahil edilmesi hakkında daha fazla bilgi sağlayabilir. 

Anahtar  Sözcükler:  dikkat,  görsel-işitsel  etkileşimler,  hız  ayrımı,  hareket,  çoklu 
duyusal
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CHAPTER

CHAPTER 1 

1 INTRODUCTION 

Every day, organisms rely on their senses to navigate through the world. Through 
their sensory organs, they gather spatial and temporal information about the external 
world; for instance, they get visual information from their eyes, auditory information 
from their ears, and olfactory information from their noses. For performing complex 
human behavior, accurate spatial and temporal information is necessary (Loeffler et 
al.  2018). Spatial information is generally related to the position, size, or area of 
objects whereas temporal information is about time. To understand what the spatial 
and temporal information from various modalities mean, organisms need to represent 
and process  them appropriately  (Postma et  al.,  2017).  Accurate  representation  of 
external  information  is  needed  because  organisms  need  to  try  to  produce  an 
appropriate response according to the situation they are in.  

While we can process information unimodally, the human brain is also capable of 
processing  multiple  modalities  at  the  same  time  as  well,  this  process  is  called 
multisensory processing (MSP). In multimodal processing, the brain integrates the 
spatial  and temporal  information provided by the external  environment,  which is 
called  multisensory  integration  (MSI).  Multisensory  integration  is  used  in  many 
different ways. For instance, it may be used in the evaluation of the perception of 
food  qualities  by  the  integration  of  olfactory  and  gustatory  stimuli  (de  Araujo, 
Simon,  2009),  or  when  associated  with  visual  stimuli,  it  can  be  used  in  the 
localization of auditory stimuli as in ventriloquism effect (Thurlow, Jack, 1973). 

Audiovisual  ventriloquism  paradigms  notably  provide  great  examples  for 
spatiotemporal processing and integration. Hence they are commonly used to study 
MSP and MSI (Slutsky,  Recanzone,  2001;  Morein-Zamir  et.  al.,  2003;  Vroomen, 
Gelder, 2004). The spatial ventriloquism effect demonstrates the influences of visual 
information on auditory information, while the temporal ventriloquism displays the 
influences of auditory information on visual information (Bertelson, Aschersleben, 
1998).  These  effects  are  mainly  because  vision  has  a  superior  spatial  resolution 
whereas auditory processing has a higher temporal resolution (Loeffler et. al., 2018). 

Audiovisual  perception  and  ventriloquism  effects  have  often  been  studied  with 
dynamic processes such as motion. Apparent motion (Ramachandran, Anstis, 1986; 
Yantis,  Nakama,  1998)  is  a  phenomenon that  occurs  when stimuli  with  different 
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timing and location are perceived as a single object that moves from one point to 
another  and  it  is  often  used  in  studies  examining  audiovisual  perception  and 
ventriloquism  effects  (For  examples  see:  Freeman,  Driver,  2008;  Ogulmus, 
Karacaoglu, Kafaligonul, 2018; Bruns, Getzmann, 2008). For example,  researchers 
have shown that  auditory stimuli  can affect  the  perceived temporal  properties  of 
visual events and hence different aspects of apparent motion perception (Kafaligonul, 
Stoner, 2010; Kafaligonul, Oluk, 2015).

Unimodal and multimodal sensory perception and processing are necessary tools for 
performing both simple and complex tasks. However, we are constantly bombarded 
with stimuli from multiple resources and modalities. Since the processing capacity of 
humans is  not  infinite,  there should be selection mechanisms to identify relevant 
information. For this reason, we routinely use a systematic process to prioritize the 
information  according  to  relevance  and  importance.  This  selection  process  and 
mechanism is called attention.  

Since attention and multisensory integration have important implications for daily 
life situations, there should be some form of relationship between these mechanisms. 
Researchers  have  been  investigating  the  relationship  between  attention  and 
multisensory  integration  using  different  modalities  and  paradigms.  Especially  the 
relationship of attention and the integration of audition and vision modalities have 
been studied using various illusions such as temporal ventriloquism.

1.1 Specific Aims and Research Questions

The general aim of this thesis is to investigate the relationship between attention and 
multisensory interactions. More specifically, this thesis focuses on understanding the 
relationship between temporal ventriloquism effect and attention by investigating the 
effect of endogenous cues on the audiovisual interaction of apparent motions and 
auditory stimuli with different time intervals.

In  this  thesis,  two  main  hypotheses  were  investigated.  First,  we  wanted  to  find 
whether or not attention affected the audiovisual interactions in the temporal domain, 
with a  specific question of  whether  endogenous visual  cues  affected the level  of 
integration  of  the  auditory  and  visual  stimuli.  Second,  we  wanted  to  further 
understand whether task difficulty had an impact on endogenous attention and the 
level of audiovisual interactions. To determine the relationship between audiovisual 
interactions  and  attention,  we designed  a  behavioral  experiment  and  tested  these 
hypotheses using a temporal ventriloquism paradigm based on apparent motions and 
auditory  clicks  with  different  time  intervals.  In  order  to  evaluate  perception  and 
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performance,  we  used  Response  Times  (RT)  and  Percentage  of  Temporal 
Ventriloquism (PTV) as behavioral measures.

1.2 Organization of the Dissertation

This thesis is separated into distinct chapters for the convenience of the readers. The 
first chapter provides a short introduction to the general topic of the thesis and it also 
includes the research questions and the organizational information of the whole text. 
Chapter 2 is reserved for the literature review of the topics that are crucial in order to 
understand  the  research  questions,  the  experiment  design  and  the  results.  This 
chapter reviews the literature and includes information on the topics of multisensory 
interactions, attention, and the application of attention in multisensory research. In 
Chapter  3,  the  experiment  is  explained  comprehensively.  Chapter  4  shows  the 
behavioral results. Chapter 5 is the section where the results and the future directions 
are discussed  and the conclusion is stated. All the cited studies were listed in the 
References section.
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CHAPTER 2 

2 LITERATURE REVIEW

2.1 Multisensory Processing

Sensory systems are vitally important in human life. For instance, vision and audition 
are crucial senses that inform us about possible threats and dangers of the outside 
world.  All  sensory  systems  bring  unique  and  substantial  information  about  the 
external  environment.  However,  in  most  cases  the  stimulation  from the  external 
environment simultaneously triggers more than one sensory organ. The operation of 
processing  information  from  an  individual  modality  that  interacts  with  and  gets 
influenced  by  the  information  from  another  modality  is  called  Multisensory 
Integration (Talsma, Senkowski, Soto-Faraco, 2010). Multisensory inputs are bound 
together when they are temporally and spatially close and the likelihood of them 
being bound together decreases as the temporal and/or spatial distance increases. The 
integration in the temporal domain can occur within a limited time window called  
the  Temporal  Window  of  Integration  (TWI)  (Donohue,  Green,  Woldorff,  2015). 
Figure 2.1 shows the relationship between the integration proportion of auditory and 
visual stimuli and Stimulus Onset Asynchrony (SOA). The proportion of audiovisual 
integration increases as the auditory and visual stimuli are temporally closer to each 
other.

Multisensory integration, and hence interaction across modalities are identified when 
the  responses  to  stimuli  from  multiple  modalities  differ  significantly  from  the 
responses to any of those modalities presented alone and this difference can not be 
explained by statistical summation effects or changed diligence (van Opstal, 2016). 
This process is an indispensable component of the human sensory experience, and 
thus it is usually effortless, smooth and automatic. (Angelaki, Dora E et al., 2009). 
Multisensory integration plays a crucial role in understanding whether different types 
of sensory input belong to the same object or not. Hence, it helps reduce the noise in 
our perceptual system by combining several inputs from different sensory modalities 
(Koelewijn,  Bronkhorst,  Theeuwes,  2010).  Multisensory phenomena are topics  of 
interest  also because through them, it  might be possible for us to understand the 
underlying  cortical  processes  that  create  and  maintain  a  coherent  internal 
representation of the outside environment (Bertelson et al., 2000).
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Figure  2.1  Temporal  Window  of  Integration.  As  the  temporal  asynchrony  between  the 
auditory and visual stimuli decreases, the stimuli from the two modalities are more likely to 
be integrated.

“Modality Appropriateness Theory” suggests that the modality that is best suitable 
for  the  sensory  task  at  hand  is  the  dominant  one  during  the  integration  process 
(Welch, Warren, 1980). Therefore, if the task requires precision of time rather than 
spatial  precision,  then  the  modality  with  a  higher  temporal  resolution  will  be 
dominant over the modality with a less temporal resolution. Likewise, if  the task 
requires spatial precision (rather than time), then the modality with a higher spatial 
resolution will be dominant. For instance, vision dominates audition in the spatial 
domain whereas audition is superior in the temporal domain.

Traditionally cross-modal interactions are thought to be automatic, however recently 
it  has  been  shown  that  these  interactions  can  also  be  modulated  by  attention 
(Santangelo, Macaluso, 2012). Using different paradigms, the relationship between 
multisensory  processing  and  attention  has  been  investigated.  In  the  following 
subsections, we introduce the paradigms studied in the current study and also cover 
studies of attention within this context.

2.2 Audiovisual Interactions and Processing

Since we are mainly exposed to visual and auditory stimulation in life, the 
interactions  between  these  modalities  are  extensively  studied.  For  instance,  the 
integration of auditory and visual stimuli is crucial in speech processing and it allows 
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us to associate the sounds and mouth movements as coming from a single source 
rather than coming from multiple different ones, which ultimately leads to coherent 
speech comprehension (Besle et al., 2004).

Audiovisual  interactions  have  been  demonstrated  by  many  different  paradigms, 
wherein some of them the visual stimulus influences the auditory stimulus, and in 
others the auditory stimulus influences the visual stimulus. As discussed above, since 
audition has a superior temporal resolution, audition dominates over vision in the 
final percept of tasks that require temporal precision. On the other hand, if there is a 
spatial task, then vision dominates over audition in sensory processing. The well-
known  paradigms  and  illusions  of  audiovisual  interactions  (e.g.,  Temporal 
Ventriloquism,  McGurk  Effect,  Sound-Induced  Flash  Illusion  and  Streaming/
Bouncing Effect) are briefly discussed below.

2.2.1 Temporal Ventriloquism

When visual and auditory stimulation is presented in close temporal proximity, the 
sensory system mainly relies on the temporal information provided by audition. This 
well-known  illusion  in  which  auditory  information  dominates  over  visual 
information in the temporal domain is called “temporal ventriloquism”. For instance, 
in Morein- Zamir, Soto-Faraco, and Kingstone (2003), where the task was a temporal 
order judgement of two brief visual flashes, the performance of participants increased 

Figure  2.2  Representation  of  temporal  ventriloquism illusion.  The  apparent  onset  of  the 
visual stimuli, brief flash by the LEDs, shifts towards the onset of auditory stimuli. Hence, 
the final percept is typically different than the physical time interval.
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when brief static clicks were introduced with longer time interval (ISI). This change 
in  performance  has  been interpreted  and described as  brief  sounds  capturing  the 
visual flashes in the temporal domain, increasing the perceived time interval between 
the visual events and ultimately leading to a performance increase in temporal order 
judgement  of  these  visual  events.  A  visual  representation  of  the  temporal 
ventriloquism effect can be found in Figure 2.2. 

2.2.2 McGurk Effect

One of the most known audiovisual interactions where a visual stimulus dominates 
the auditory stimulus is the McGurk Effect. McGurk effect happens when the visual 
lip movements of an individual articulating a syllable do not correspond to what that 
individual is audibly pronouncing. When there is such conflict, the sensory system 
typically relies on the information provided by the visual modality, and the observer 
perceives a  different  sound than the one being articulated (McGurk,  MacDonald, 
1976).  Notably,  it  is  a striking illusion by demonstrating the strong influences of 
audiovisual  interactions  and  binding  in  the  spatial  domain  on  the  final  percept 
(Tiippana, 2014). An illustration of the McGurk effect can be seen in Figure 2.3. In 
this effect, the participant views the mouth of someone forming the syllable “Ga” and 
simultaneously hears the sound “Ba”. In the final percept, the participant reports their 
experience as hearing the syllable “Da”.

Figure 2.3 Illustration of the McGurk effect. In the physical condition, the participant sees 
the mouth of a person forming the syllable “Ga”. Simultaneously, the sound of a person 
articulating “Ba” is  played.  As  a  result,  the  participant  perceives  a  person sounding the 
syllable “Da”.
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2.2.3 Sound-Induced Flash Illusion

In this illusion, a single flash is presented in the periphery with multiple auditory 
clicks. When the number of clicks is more than one, the observers typically report 
seeing more than one visual flash (Rosenthal, Shimojo, Shams, 2009).  In fact, this 
illusion  has  been  considered  as  another  powerful  illusion  demonstrating  strong 
influences of auditory clicks on the final percept in the temporal domain  (Hirst et al., 
2020, see also Figure 2.4).

Figure 2.4 Illustration of two types of the sound-induced flash illusion. (A) In the physical 
condition, two clicks are followed by a single flash. However,  even though there is a single 
physical  flash,  the  participant  perceives  two separate  flashes.  (B)  In  this  type  of  sound-
induced flash illusion, a single click is followed by two consequent flashes. Similar to the 
percept in (A), the participant perceives a single flash even though there are two physical 
flashes.
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Figure 2.5 Illustration of the streaming/bouncing effect. (A) The physical conditions of a 
typical experiment based on this illusion are shown. Two circles on the right and left of the 
fixation point move towards each other, coincide and then move towards their starting points. 
(B)  When a  bouncy/springy sound is  played simultaneously  with  the  physical  condition 
explained in (A), participants perceive it as if two circles move toward each other, coincide 
and bounce back to their starting points. (C) When no sound is played during the physical 
condition explained in (A), participants perceive it as if the two circles move towards each 
other,  coincide  and  then  stream through  each  other  to  end  their  motion  in  the  position 
symmetrical to their starting points.
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2.2.4 Streaming/Bouncing Effect

Another  well-known  audiovisual  paradigm  where  auditory  timing  affects  visual 
perception is called the “Streaming/Bouncing Effect”. In this illusion, the timing of a 
brief  auditory  event  (e.g.,  a  click)  alters  the  perception  of  two  identical  objects 
moving toward each other. The objects perfectly overlap and continue going towards 
the  opposite  side  of  where  they  came  from.  Notably,  a  silent  motion  is  mostly 
perceived  as  ‘streaming  motion’ but  when  an  auditory  stimulus  is  played  at  the 
moment  of  collision  the  motion  is  mostly  perceived  as  a  ‘bouncing 
motion’ (Massimo,  Casco,  2009;  Remijn  et  al.,  2004).  Figure  2.5  illustrates  the 
streaming/bouncing effect where (A) shows the physical conditions of the paradigm, 
(B) shows the percept  of  participants when the physical  conditions are presented 
simultaneously with a ‘bouncy sound’ and (C) shows the percept when no sound is 
played when the physical conditions in (A) are presented.

2.2.5 Audiovisual Studies

As it was mentioned previously, audiovisual interactions have been a topic of interest 
for a long time. Using the paradigms that were listed previously, researchers have 
tried  to  shed  more  light  on  the  behavioral  and  neural  correlates  of  audiovisual 
interactions. Many researchers have used the effects mentioned in this chapter and 
some  other  effects  to  understand  the  underlying  mechanisms  of  audiovisual 
interactions. 

Morein-Zamir et al. (2003) designed four experiments to see whether task-irrelevant 
sounds  influenced  a  visual  temporal  order  judgement  task.  In  a  visual  temporal 
judgement task, participants are asked to report which visual stimulus was shown 
first.  The  experiment  revealed  that  providing  an  auditory  stimulus  before  the 
presentation of the first visual stimulus and after the presentation of the second visual 
stimulus improved participant performance as if auditory stimuli were increasing the 
temporal  distance  between  the  visual  stimuli.  Contrary  to  this  effect,  when  the 
auditory  stimuli  were  presented  after  the  first  visual  stimulus  was  presented  and 
before the second visual stimulus was presented, participant performance decreased 
as if the auditory stimuli decreased the temporal distance between the visual stimuli. 
The results of their experiments demonstrated that task-irrelevant auditory stimuli 
could modulate participant performance on visual temporal order judgement tasks.  
Freeman and Driver (2008) investigated the effect of the timing of static sounds on 
spatio-temporal processing of visual apparent motion generated by using visual bars. 
In the experiment,  they used apparent motions with equal time intervals but they 
used auditory stimuli that slightly lagged the right flash and lead the left flash or 
slightly lagged the left flash and lead the right flash. As a result, they found out that 
the  timing  of  the  static  sounds  that  slightly  lagged  or  lead  the  apparent  motion 
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robustly influenced the perception of the apparent motion even though the auditory 
stimuli provided no directional information.  Rather than focusing on the effects of 
the auditory stimuli on visual stimuli, Ogulmus, Karacaoglu and Kafaligonul (2018) 
used  the  temporal  ventriloquism  paradigm  to  investigate  how  audiovisual 
interactions  are  modulated  by  the  spatial  grouping  mechanisms  of  the  visual 
modality. In their experiments, they manipulated spatial grouping mechanisms such 
as proximity, uniform connectedness and similarity, and the participants were tasked 
to compare the speed of apparent motions with various auditory timing conditions. 
Through their experiments they found out that, the effect that auditory timing has on 
perceived speed varies for different spatial configurations and it can be modulated by 
spatial grouping principles.

2.3 Cortical Mechanisms of Audiovisual Integration

Human  perceptual  and  cognitive  systems  have  adapted  to  be  operational  in  a 
multisensory  environment.  Although  previous  studies  have  suggested  that 
multisensory integration was only linked to late-level cortex regions, recent studies 
offer a broader perspective. Many studies have supported the importance of early-
level  interactions  between the  senses  in  addition  to  late-level  interactions.  These 
interactions have also been deemed important since some perceptual illusions can be 
explained with only early-level interactions.

Overall, the broader perspective that was mentioned earlier proposes that early-level 
and  late-level  cognitive  processes  interact  during  multisensory  integration.  These 
interactions  are  thought  to  be  accomplished  through  feedforward,  feedback  and 
recursive  connections  between  various  cortical  and  subcortical  regions.  The 
integration of crossmodal inputs seems to be the result of networks of brain areas 
rather than individual sites, while the individual components seem to be specialized 
for generating various aspects of cross-modal information (Calvert, 2001). Data from 
previous studies indicate that the active role of the regions and connections change 
by  factors  such  as  context,  behavioral  purpose,  task  and  compatibility  between 
stimuli  from  different  modalities.  Hence,  the  idea  that  these  mechanisms  are 
adaptable and flexible in multisensory integration processes is supported (Talsma, 
2015; Van Atteveldt et al., 2014). For instance factors such as spatial and temporal 
proximity between stimuli, congruence and stimulus intensity have been shown to 
affect multisensory integration and processing. Moreover, many studies argue that 
the  behavioral  purpose  of  the  task  and  paradigm affect  the  extent  to  which  late 
cortical areas and feedback connections are involved in the integration process. The 
projections in multisensory integration between some early and late cortical regions 
can  be  seen  in  Figure  2.6.  The  projections  shown in  the  figure  are  between the 
primary auditory cortex, primary visual cortex, prefrontal cortex and posterior 
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Figure 2.6  This figure displays the projections between cortical areas involved in binding 
visual and auditory information. In the figure, A1 represents the primary auditory cortex, V1 
the primary visual cortex, S1 primary somatosensory cortex, PFC the prefrontal cortex and 
STS the superior temporal sulcus, IPS the intraparietal sulcus, SC the superior colliculus and 
FC the frontal cortex (Adapted from Murray et. al, 2016).
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superior  temporal  sulcus  (STS).  As  it  can  be  seen,  information  is  projected  to 
different  regions  for  various  reasons.  In  order  to  understand  the  content  of  the 
information, it is projected to STS while spatial information is projected to IPS and 
SC and temporal information is projected to SC and insula. For novel information, 
FC is prioritized as the region of projection.

The main anatomical regions that are crucial in multisensory processes can be seen in 
Figure 2.6. A1 is the Primary Auditory Cortex which is the first area in the temporal 
lobes of the brain and it is responsible for the processing of acoustic information. 
Similarly, V1 is the Primary Visual Cortex and it is responsible for the first stage of 
cortical processing of visual information. After processing the sensory information, 
A1  and  V1  then  project  their  outputs  to  different  sites  in  order  to  process  the 
information further. Some regions with emphasized roles in cross-modal integration 
that A1 and V1 project their output to can be listed as Superior Colliculus (SC), 
Superior Temporal Sulcus (STS), Inteparietal Sulcus (IPS) and Frontal Cortex (FC). 
Figure 2.5 B. displays the projections between the primary cortices and the cross-
modal regions. 

Many  researchers  have  worked  on  localizing  the  neural  activity  of  multisensory 
processes.  Molholm  et  al.  (2002)  investigated  the  timing  and  topography  of 
audiovisual  interactions  cortically  using  event-related  potentials  (ERPs)  using  a 
simple reaction time task. In the experiment, they presented isolated auditory stimuli, 
isolated  visual  stimuli  and  lastly,  simultaneous  auditory  and  visual  stimuli.  They 
compared  the  ERPs  recorded  during  simultaneous  stimuli  presentation  with  the 
summation of ERPs in visual only and auditory only stimuli trials. They made this 
comparison to see whether the summation of the ERPs achieved from the solitary 
stimuli  in  different  modalities  was  equivalent  to  the  ERPs  obtained  from  the 
simultaneous  presentation  of  the  different  modalities.  Their  study  displayed 
audiovisual interactions of the same polarity over right parieto-occipital,  occipito-
temporal,  fronto-central  and  central  scalp.  The  results  suggested  that  audiovisual 
interactions could affect early visual processing. Moreover, the effect of audiovisual 
interactions over the scalp indicated both the modulation of unisensory activity and 
activity exclusive to multisensory processing. Mishra et al. (2007) investigated the 
early  cross-modal  interactions  of  audition and vision utilizing the  sound induced 
flash illusion. In this study, they examined the timing and localization of the cortical 
processes that make this illusory effect possible using whole head ERP recordings. 
They found neural evidence that the illusion is made possible by the interaction of 
the  visual,  auditory  and  superior  temporal  cortex.  According  to  the  results,  an 
enhanced cross-modal  interaction in  the auditory cortex might  be responsible  for 
triggering the perception of the illusion, and the illusion is produced by the interplay 
between the  modality  specific auditory and visual  cortices  and superior  temporal 

14



cortex. Taking inspiration from the study with long-range visual motion that engaged 
with high-order cortical areas by Freeman and Driver (2008), Kafaligonul and Stoner 
(2010) investigated whether these temporal effects extended to short-range motion as 
well. The results of their experiments suggested that static sound stimuli modulate 
the  perception  of  direction  and  speed  of  short  range  motion.  Additionally,  they 
showed that there was a possibility that cross-modal temporal interactions may also 
be occurring as early as in the middle temporal area (MT) (which is a key area in 
visual  processing  (Born,  Bradley,  2005)  and  mainly  deals  with  the  detection  of 
motion) even though it has been regarded a purely visual area traditionally.

2.4 Attention

In every second of our lives, we are constantly bombarded with sensory information 
from the environment.  These sensory inputs  are  processed with the assistance of 
prior experiences, current state and sudden presence of information. However, the 
human brain is incapable of processing all this information due to the high cost of 
neuronal activity needed for cortical computation and due to limited energy being 
provided to the brain. Hence, there should be a way to select the crucial information 
for survival. The key mechanism that allows us to ignore irrelevant information and 
selectively  process  key information  is  called  attention  or  selective  attention.  The 
realization of the importance of attention in human life has led to it currently being a 
significant topic of research in vision and cognitive neuroscience (Carrasco, 2011). 
Visual attention can be investigated under three main types: spatial attention, feature-
based attention and object-based attention.

Spatial attention is a mechanism that allows humans to distribute their attention over 
a scene (e.g., in the visual field). There are two distinct categories of spatial attention: 
overt  attention  and  covert  attention.  Overt  attention  is  allocated  by  the  physical 
movement of the eye or the head towards the target location in order to put the target 
object onto the fovea (which is the area in the retina that provides the most acute 
vision).  Covert  attention  is  allocated  without  any  physical  movement  but  by 
attending to a target on the periphery (Roberts,  Summerfield, Hall,  2009). Covert 
attention also helps us investigate the environment and then direct our eye movement 
towards relevant content (Carrasco, 2011).
 
Visuospatial attention is the attentional system that orients visual attention (Posner, 
1980) to a particular object or a particular location in space in order to process that 
information  more  efficiently  (Umiltà,  2000;  Vernet  et  al.,  2019).  Visuospatial 
attention  can  be  covertly  oriented  by  using  spatial  cues.  In  a  usual  cueing task, 
participants are asked to detect a signal at one point out of a number of locations. The 
cue appears before the main stimulus and mostly shows the participant where the 
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stimulus  is  going  to  appear.  It  is  possible  to  create  more  complicated  cueing 
paradigms  by  increasing  the  number  of  locations  and  using  invalid  or  neutral 
(uninformative)  cues  (Shimozaki,  Eckstein,  Abbey,  2003).  Comparing  the 
performance of participants in the presence of valid, invalid and neutral cues permits 
the analysis of the effects of cues on attention (Posner, Nissen, Ogden, 1978). There 
are  two  main  types  of  cues  that  shift  attention  covertly:  endogenous  cues  and 
exogenous cues.  Commonly,  endogenous cues are central  and symbolic cues that 
influence attention in a top-down manner. For instance, an endogenous cue can be an 
arrowhead pointing towards the location that is desired to be cued or it can also be an 
informative color cue (Mukai et al., 2011; Johnson et al., 2020). On the other hand, 
exogenous  cues  are  non-symbolic  and  they  work  as  an  automated  system  for 
attention modulation. When working with exogenous cues, usually the cue appears 
suddenly. Hence, it naturally and automatically diverts visuospatial attention to itself 
(Blurton, Greenlee, Gondan, 2015). Endogenous cues usually need about 300ms to 
be deployed whereas exogenous cues usually need about 100-120ms to be deployed. 
Because of the different temporal natures of these cues, endogenous attention is also 
called Sustained Attention  since observers can sustain their  attention at  a specific 
location as long as the task requires while exogenous attention is called Transient 
Attention since it quickly becomes active and dies (Carrasco, 2011).
 
It is known and accepted that cues can be used to orient attention. However, there are 
two different  hypotheses with contrasting explanations of  what  causes the spatial 
cueing  effects.  The  first  hypothesis  is  the  selective  perception  hypothesis  which 
allows the utilization of renewable resources.  The selective perception hypothesis 
assumes that at the cued location the perceptual encoding is increased. Moreover, it 
is possible to shift the selective processing from one spatial location to another if 
there is enough time (Denison, Heeger, Carrasco, 2017). The second hypothesis is  
the  selective  decision  hypothesis  which  assumes  that  perceptual  encoding  has 
unlimited capacity and hence cued and uncued locations are encoded simultaneously. 
Additionally, cues are used to incrementally weigh the cued information and they are 
used in making decisions (Johnson, Palmer, Moore, Boynton, 2020). There is still 
ongoing  research  to  investigate  which  hypothesis  is  more  valid  under  different 
situations and task demands.

2.4.1 Filter Models of Attention

In 1958, Broadbent proposed a model in which from the multitudes of information 
received, one message is selected according to its physical characteristics and the rest 
of the information became lost (Broadbent, 1958). His model assumed that attention 
had a bottleneck design since numerous sensory inputs go in but only the attended 
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information can go out. In the model, all sensory inputs first go through a sensory 
buffer  with  unlimited  capacity,  and  then  they  are  filtered  based  on  physical 
characteristics to prevent the processing system from overloading. Finally, only the 
inputs with certain physical characteristics are allowed to pass for further cognitive 
processing. The information that was not selected by the filter remains in the sensory 
buffer for a short amount of time and then they are discarded if they are not selected 
by the filter (see Figure 2.7). According to this model, all the semantic processing is 
done after the filtering process which means that the filter does not take the meaning 
of the information into account while filtering.

Figure 2.7. Broadbent’s filter model of attention. The stimuli first go through a sensory buffer 
and then, enter a filter where only one of the several stimuli are allowed to pass into the 
short-term memory. The other stimuli wait for a small amount of time in the sensory buffer 
and if they are not processed further, they are discarded.

However, Broadbent’s model did not explain why some of the unattended stimuli 
still  pass  through  the  filter.  To  solve  this  issue,  adding  to  Broadbent’s  model, 
Treisman  proposed  that  after  the  filtering  process  the  information  that  was  not 
selected by the filter is not discarded but attenuated by the filter for the system to be 
able  to  focus  on  the  stronger  signal  (Treisman,  1964).  Figure  2.8  illustrates 
Triesman’s filter model of attention.
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Figure 2.8. Treisman’s filter model of attention. Similar to Broadbent’s model, the stimuli 
first  go  through  the  sensory  buffer  and  then  pass  through  a  filter.  However,  unlike 
Broadbent’s  model,  the  filter  does  not  stop  the  task-irrelevant  stimulus  completely  from 
passing. Instead, it attenuates the task-irrelevant stimulus. Hence, in the further processing 
steps, the task-relevant stimulus is much more dominant than the task-irrelevant stimulus.

Figure 2.9. Deutsch & Deutsch’s filter model of attention. In this model, the order of the 
processes is different than the previous models. Deutsch & Deutsch propose that the stimuli 
go through a sensory buffer, but they are processed perceptually before being filtered. The 
task-relevant stimulus is allowed through the filter and other stimuli are not.

Deutsch & Deutsch proposed a different order of these processes. Unlike Broadbent 
and Treisman, they proposed that the filtering came after the perceptual and semantic 
analyses (Deutsch & Deutsch, 1963) which has been termed ‘late-filter theory’ while 
the previous theories have been termed ‘early filter theory’ since the filtering came 
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before  any  perceptual  processes.  They  stated  that  all  of  the  received  stimuli  are 
processed first and the bottleneck occurs because the individual is not able to respond 
to  all  stimuli  at  once  (Cowan,  1995).  The  filter  model  proposed  by  Deutsch  & 
Deutsch is illustrated in Figure 2.9.

2.4.2 Limited Resource Model of Attention

Single  resource  theory  regards  all  cognitive  mechanisms  identical  in  a  single 
resource pool where tasks require a certain amount of resources to be performed. The 
task performance can be defined specifically  by a  performance resource function 
which shows the amount of resources required for a certain task (Pew, Mavor, 1998). 
If there are two tasks to be performed and there are not enough resources to perfectly 
perform both of them, then the tasks have to compete for the necessary resources and 
in the end, one task gets more resources and that task is performed better than the 
other task.

Multiple  resource  theory  states  that  there  are  again  limited  resources,  but  these 
resources are not identical with each other. There are resource pools available for 
different operations like sensory processing and semantic processing. Each operation 
acquires  the  resources  they  need  from  the  relevant  resource  pool.  Hence,  when 
performing  multiple  tasks,  task  performances  diminish  more  when  the  tasks  are 
similar to each other rather than different since they need to get their resources from 
the same resource pool (Wickens, 1980). Figure 2.10 shows the properties of single 
and multiple resource models of attention.

Figure 2.10. (A) Single resource theory. In this theory, the resources for both semantic and 
sensory processes are in a single pool. (B) Multiple resources theory. In this theory, there are 
two different pools for sensory and semantic resources. They do not use the resources of 
each other.
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2.4.3 Perceptual Load Theory of Attention

Yantis  and  Johnson  (1990)  built  on  both  of  these  ideas  of  attention  and  they 
suggested that there was a filter that is used to select which stimulus is going to be 
focused on. However, unlike the previous filter theories, they proposed that the filter 
can change its location according to the task demands. Perceptual load theory was 
developed using this idea and its purpose was to determine the factor that changed 
the location of the filter where this factor was named the perceptual load (Murphy, 
Groeger, Greene, 2016). 

Perceptual load theory of attention suggests that both perceptual (external properties) 
and cognitive (internal properties) loads are effective on selective attention whereas 
Lavie defined perceptual  load as  the complexity of  physical  stimuli  (Lavie,  Tsal, 
1994;  Lavie,  1995).  Perceptual  Load  Theory  of  Attention  proposes  that  the 
attentional resources are limited. So, the task-relevant stimuli are prioritized and they 
are processed before task-irrelevant stimuli. Moreover, all of the available resources 
must be used to the full extent. Hence, if the task-relevant stimulus requires all of the 
attentional resources, the task-irrelevant stimulus will not be able to be processed 
since there are no attentional resources left. However, if the task-relevant stimulus 
requires just a small amount of resources, then the leftover attentional resources will 
be used for processing the task-irrelevant stimulus (Cartwright-finch, Lavie, 2007).

In  this  theory  both  selection  mechanisms  of  early  filtering  and  late  filtering  are 
incorporated and which one is used depends on the type of stimulus that is presented. 
The early selection model is used when distractors or task-irrelevant stimuli cannot 
be processed because the task has a high perceptual load and the capacity is reached, 
but the late selection model is used when the perceptual load is low and all present 
stimuli, whether target or distractor, are processed (Lavie, 2005).

2.5 Multisensory Processing and Attention

Since both attention and crossmodal interactions play critical roles in our daily lives 
in terms of enhancing and organizing the processing of stimuli, it is not extravagant 
to think that these processes may occur together or influence one another (Donohue 
et al.,  2015).  Even though most of the initial  studies on attention focused on the 
visual  modality,  there  is  growing interest  in  the  relationship  between crossmodal 
interactions and attention. Besides vision and audition, crossmodal interactions also 
occur  between  taste,  smell  and  touch.  However,  the  relation  of  attention  and 
multisensory  integration  of  these  other  modalities  have  not  been  studied  as 
extensively,  and  the  most  commonly  studied  connection  between  crossmodal 
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interactions  and  attention  has  been  in  the  audiovisual  domain  (Koelewijn, 
Bronkhorst, Theeuwes, 2010). 

An important line of research on multisensory attention investigated the properties of 
the temporal window of integration. Donohue et  al.  (2015) used a stream/bounce 
paradigm and performed three distinct experiments to see whether attention would 
narrow  or  broaden  the  temporal  window  of  integration  during  audiovisual 
processing.  The  behavioral  results  suggest  that  the  way  attention  interacts  with 
multisensory  perception  is  rather  flexible.  They  further  showed  that  attention 
narrowed the TWI when the task was to report whether the visual stimuli bounced or 
streamed through each other but it broadened the TWI (see Figure 2.11) when the 
task was to explicitly judge the simultaneity of the auditory stimulus with the visual 
stimuli (Donohue, Green, Woldorff, 2015).

In the multisensory attention studies, another specific topic actively examined is to 
identify modality-specific attentional  systems and whether  there  is  a  supra-modal 
attentional system (Blurton et al., 2015). Spence and Driver (1996) investigated the 
possibility  of  cross-modal  links  in  endogenous  covert  orienting  in  audiovisual 
interactions.  They  have  found  that  auditory  endogenous  attention  shifted  visual 
covert orienting (Spence, Charles, Driver, 1996). Another study by Spagna, Wu and 
Fan (2020) showed that there might be a unified supra-modal entity that aids in the 
processing of conflicts by using similar mechanisms in both unimodal and cross-
modal scenarios.

Figure  2.11.  Proposed  effects  of  attention  on  the  Temporal  Window of  Integration.  (A) 
Hypothesis  1  claims  that  attention  narrows  the  temporal  window  of  integration.  (B) 
Hypothesis 2 claims that attention broadens the temporal window of integration. Adapted 
from (Donohue, Green and Woldorff, 2015).
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Figure 2.12. Schematic showing the interaction of multisensory mechanism with endogenous 
and exogenous attention. Adapted from (Tang, Wu, Shen, 2015).

As mentioned in the previous sections both endogenous and exogenous attention, 
modulate not only unimodal processing but also multisensory processing. Attentional 
selectivity  is  the  manner  that  endogenous  attention  modulates  multisensory 
processes, while exogenous modulates these processes by attentional spread instead. 
Attentional  selectivity  determines  to  what  extent  the  simultaneously  presented 
stimuli can be integrated. Attentional spread happens when there are two stimuli and, 
endogenous attention can spread from one modality to the other in an exogenous way 
so that the unattended one becomes the attended one (Tang, Wu, Shen, 2015). Figure 
2.12  shows  these  interactions  of  multisensory  integration  with  endogenous  and 
exogenous attention.
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2.6 Bayesian Framework

As we have stated previously, the human brain gets countless stimuli at every second. 
However,  thankfully  the  perceptual  system  is  capable  of  integrating  these 
information  into  a  coherent  perception  of  the  world,  even  though it  operates  by 
inherently noisy and variable neural signals. The variable nature of the signals make 
perception a probabilistic process. The perceptual inferences are guided by not only 
the external stimuli, but also the prior knowledge and experience of the perceiver 
(Alais,  Burr,  2019).  This  concept  of  the  brain  using  probabilistic  reasoning  to 
integrate information is referred to as the Bayesian Approach, which uses the Bayes’ 
Theorem at its core (Pouget et al., 2013; Bayes, 1783 ;see Equation 2.1 for Bayes’ 
Theorem  where  P(B|A)  is  the  likelihood  and  P(A)  is  the  prior).  Multisensory 
integration is one of the operations that best illustrate the probabilistic approach of 
the  brain.  We  can  use  Bayesian  Framework  to  model  integration  of  sensory 
information from different modalities since it is a probabilistic mathematical model 
that has two components: prior probability (which can represent knowledge that was 
previously acquired, learning and expectations) and likelihood (which can represent 
the probability of the stimulus). Hence prior acts as an internal model of statistics of 
the external  environment,  while the likelihood acts as the inherently noisy signal 
(Chen, Vroomen, 2013).

Equation 2.1

In the integration of a visual and an auditory stimulus, there is one prior (to represent  
prior knowledge) and there are two likelihoods: one for the visual stimulus and one 
for the auditory one. So, the probability of an audiovisual integration happening can 
be calculated by using the Bayes’ Theorem as shown in Equation 2.2.

Equation 2.2

Maximum Likelihood Estimation Model (MLE) is a more simplified version of the 
Bayes’ Theorem (it does not take the prior into account) that has been successful in 
modeling the integration of audiovisual stimuli. MLE model combines the inherently 
noisy stimuli in an optimal way that,  the likelihood of the outcome to reflect the 
external stimulus accurately is maximized (Alais, Burr, 2019).

Many  studies  have  used  Bayesian  Framework  to  investigate  and  model  the 
integration of auditory and visual stimuli in a spatial context. One of the measures 

P(A |B) =
P(B |A) * P(A)

P(B)

P(SAV |SA, SV ) =
P(SA |SAV )P(SV |SAV ) * P(SAV )

P(SA)P(SV )
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used to examine Bayesian Inference in a spatial context in audiovisual integration is 
using saccadic eye or head movements. Witten and Knudsen (2005) have reported 
that  psychophysical  story  results  support  that  the  model  that  the  brain  weight 
information according to its reliability. In another study Wanrooji, Bremen and Van 
Opstal (2010) investigated whether if participants adaptively calculate the expected 
alignment of audiovisual stimuli during a rapid head-orienting response. Their results 
showed that the subjects’ prior expectation of audiovisual congruency dynamically 
updated.  So,  they proposed a model of  prior  probability estimation to be able to 
explain  their  results.  Apart  from  the  classical  Bayesian  or  MLE  models,  more 
modified models  exist  as  well.  For  instance in  a  study,  a  more specific bayesian 
model was proposed for audiovisual integration for spatial localization. In this model 
the  MLE  model  was  modified  by  adding  a  prior  probability  distribution  which 
increased the weight of the visual information (Battaglia et. al, 2003).

However there are not as many studies that use the Bayesian Framework to model 
the integration of auditory and visual stimuli in a temporal context.  There is one 
study  that  focuses  on  the  temporal  aspects  of  audiovisual  integration  modeled 
according to the Bayesian Framework by Hartcher-O’Brien and Alais (2011). In their 
study they used a  version of  ventriloquism that  was purely temporal  to  examine 
whether if  temporal  mislocalization of audiovisual  signals with slight  asynchrony 
would adhere to the MLE model. Their results revealed that even though the MLE 
model  is  very  successful  in  modeling  multisensory  cue  combinations  in  spatial 
contexts, the accuracy advantages that were predicted by the MLE model does not 
apply in a  purely temporal context.

2.7 Current Study

In this thesis, we designed a behavioral study to investigate the relationship between 
attention  and  audiovisual  processing.  More  specifically,  the  experiments  were 
constructed to examine the effect of endogenous cues on the temporal ventriloquism 
effect using the audiovisual interaction in apparent motion perception.  Accordingly, 
in the experiment participants performed two tasks: a simple speed discrimination 
task on visual modality and an auditory discrimination task. While investigating the 
main  research  question,  we  also  wanted  to  examine  whether  task  difficulty  also 
affects attention or not in this context. Hence, the experimental design included two 
different levels (easy vs. hard condition) of auditory task difficulty. 
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2.7.1 Speed Discrimination Task

A speed discrimination task is based on participants’ ability to correctly recognize 
and distinguish between two or more distinct speeds of motion. Moreover, this task 
may be utilized in different ways such as discriminating perceived speeds rather than 
actual speeds of a motion. This perceived speed discrimination paradigm is useful in 
audiovisual temporal ventriloquism research because it allows researchers to assess 
whether or not auditory stimuli affect the perceived speed of an apparent motion.

2.7.2 Auditory Discrimination Task

Figure 2.13. A visual interpretation of the main characteristics which can be modified and 
used in an auditory discrimination task. Frequency is the number of times a sound pressure 
wave repeats itself per second. Amplitude is the intensity or loudness of a sound. Duration is 
the length of time that a tone is sounded.

An  auditory  discrimination  task  is  based  on  participants’  ability  to  correctly 
recognize and distinguish between two or more distinct sounds. These tasks can be 
operationalized over several stimulus characteristics such as frequency, intensity and 
duration (Jones et. al., 2009). Figure 2.13 depicts the features that can be used in an 
auditory discrimination task. 
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2.7.3 The Experimental Design

In this  study,  participants  first  completed a visual  presentation and some training 
sessions before starting the main experiment blocks. There were two types of training 
sessions: visual training and audiovisual training. Audiovisual training consisted of 
easy  and hard  training  sessions  and then  they  were  followed by  their  respective 
experiment blocks (easy training was followed by easy experiment blocks and hard 
training was followed by hard experiment blocks).  The order of the experimental 
blocks was counterbalanced for each participant, such that some participants started 
their sessions with easy blocks and some participants started with hard blocks. The 
timeline of the training and experiment blocks can be seen in Figure 2.14.

Figure 2.14. Diagram showing the training and experiment blocks. All participants started 
with a visual presentation of visual stimuli and then continued with the visual training block. 
In the audiovisual training block, some participants started with an easy training block and 
then continued with easy experiment blocks,  while other participants started with a hard 
training  block  and  then  continued  with  hard  experiment  blocks  to  counterbalance  the 
possible  effect  of  the  order  of  the  different  experimental  blocks  might  have  had on the 
results.

The training and experiment blocks can be summarized as follows:  In the visual 
presentation block, participants were shown two apparent motions: fast and slow, and 
participants were informed which motion was the fast motion and which one was 
slow the slow motion. Participants were tasked to remember these motions. In the 

26



visual practice block, participants were asked to classify the motions they saw on the 
screen as fast or slow. In this block, there were 4 different speeds of motion but the 
participants were not informed that there were more than two speed conditions in the 
block. If the participants could classify/categorize the majority of the motion speed 
correctly, they could continue the experiment. Otherwise, they could not continue. 
Before the audiovisual training block participants were introduced to two kinds of 
clicks: one with low frequency and another one with high frequency.

In the audiovisual training block participants were asked to classify the movement as 
fast or slow as they did in the visual practice block. They also were instructed to 
classify  the  auditory  click  they  heard  as  low  frequency  or  high  frequency  using 
specific keys on the keyboard. If the participant classified most of the clicks correctly 
they were allowed to continue the experiment. 

In the baseline block of the experiment, participants performed the same task as in 
the audiovisual training blocks. In the main experiment block, participants performed 
the same task as the baseline block again. However, in the main experiment block, 
there were endogenous cues in the form of red diamonds that appeared either at the 
right side of the fixation point, left side of the fixation point or at both sides of the 
fixation point. Participants were informed that these red diamonds (cues) represent 
where the sound is going to be coming from in the next trial, so if the diamond was 
on the right side, the clicks were going to be coming from the speaker to the right of 
the monitor or if the diamond was on the left side of the fixation point the clicks were 
going to be coming from the speaker to the left  of  the monitor.  If  the diamonds 
appeared on both sides of the fixation point, then the participant was told that the 
clicks could either come from the speaker on the left or the right of the monitor but 
they would not know which one until they heard the sound. 

In  the  experiment,  we  used  temporal  ventriloquism  effect  and  response  time  as 
measures since in most visual perception studies response time for the trials are used 
to measure the efficiency of attention (Murphy, Groeger, Greene, 2016). How these 
measures were calculated is explained in detail in chapter 3.3.

The hypothesis of both of the experiments was that endogenous cues would influence 
the audiovisual integration of audiovisual stimuli. Specifically, it was hypothesized 
that valid cues would facilitate the audiovisual interactions and binding. Hence, they 
would increase the temporal ventriloquism (i.e.,  auditory time interval) effects on 
perceived visual speed. Moreover, participants would take more time to complete the 
task for neutral cues since they are not informative like valid cues. Lastly, it was 
predicted that the auditory task difficulty would increase the temporal ventriloquism 
effects since it would force the participant to focus more on the auditory task and 
also increase the response times because a harder task typically requires more time to 
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complete. Similar to the temporal ventriloquism effect, it was hypothesized that the 
response times would be longer for the neutral condition than the valid cues since 
valid  cues  provided  information  about  the  spatial  location  to  attend.  Finally,  the 
hypothesis stated that the response times would be longer for the harder auditory 
task.
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CHAPTER 3 

3 METHOD

This chapter is dedicated to the experiment of my thesis work that had the main goal 
of investigating the effect attention might have on the interaction of auditory and 
visual processes in the brain. As mentioned in chapter 2, crossmodal interactions are 
one  of  the  most  important  functions  of  the  human brain  since  they  enhance  the 
processing  of  external  stimuli  via  different  modalities.  In  addition,  attention  is 
another essential mechanism of sensory processing that filters all stimuli from the 
external environment and allows us to focus on the relevant content and stimulation. 
Hence, this experiment was designed to examine the interaction of these two crucial 
mechanisms of the perceptual system. The hypothesis proposed that the temporal 
ventriloquism effect would be higher in the valid cue trials than the neutral cue trials 
since valid cues inform the participant of the location to attend in the spatial domain. 
Moreover, it was hypothesized that the response times in neutral cue trials would be 
longer than valid cue trials. The reason for this assumption was the fact that neutral 
cues  did  not  provide  any  spatial  information  while  valid  cues  provided  spatial 
information about the auditory clicks. The participants were assumed to be able to 
discriminate between the two clicks more easily (hence, more quickly) when the cue 
called  attention  to  the  auditory  clicks.  Additionally,  it  was  hypothesized  that  the 
temporal ventriloquism effect would be higher in the hard experiment blocks than the 
easy experiment blocks. This was assumed because increased task difficulty would 
compel the participant to attend more to the task at hand. Moreover, it was assumed 
that the response times would be longer in the hard experiment blocks than in the 
easy experiment blocks. This was expected since participants can take more time to 
respond to a harder task than an easy task.

3.1 Participants and Apparatus

Fourteen observers  (7 females;  mean age of  25.36 +-3.06 SD  years,  22-34 years 
range)  participated  in  the  experiment.  All  observers  had  normal  or  corrected-to-
normal visual acuity and normal hearing. None of them had a history of neurological 
disorders. Participants gave informed consent, and all procedures were in accordance 
with international  standards (Declaration of  Helsinki,  1964) and approved by the 
ethics committee at Bilkent University. One participant’s data were not included in 
the  statistical  analysis  because  of  ceiling in  the  observed temporal  ventriloquism 
effect.
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Matlab version 2015 (MathWorks, Natick, MA) and Psychtoolbox 3.0 were used for 
stimulus presentation and data acquisition (Brainard, 1997; Pelli, 1997). To present 
the visual stimuli, a 20-in CRT monitor with 1280x1024 pixel resolution and 100Hz 
refresh  rate  (Mitsubishi  Diamond  Pro  2070SB  )  was  used  at  a  57cm  viewing 
distance. The luminance calibration and gamma correction of the display were made 
via a SpectroCAL photometer (Cambridge Research Systems, Rochester, Kent, UK). 
Auditory  stimuli  were  presented  via  2-channel  speakers  positioned  next  to  the 
monitor and were 90 cm apart with the midpoint at the fixation on the screen. The 
sound pressure levels were set to 63 dB and were measured with a sound-level meter 
(SL-4010 Lutron, Lutron Electronics, Taipei, TW). A digital oscilloscope (Rigol DS 
10204B,  GmbH,  Puchheim,  Germany)  was  used  to  verify  if  the  timing  of  the 
auditory and visual stimuli were correct. The experiment room was dark and silent 
during all of the experiments.

3.2 Stimuli and Procedure

The background used during all blocks of the experiment was black (0.561 cd/m2). 
The fixation point  was a white diamond (side length = 0.5°,  108 cd/m2) and the 
participants  were  asked  to  fixate  during  all  of  the  experimental  blocks.  In  the 
experiments, a bar (horizontal side length = 0.6°,vertical side length = 1.87°, 56.8 cd/
m2)  was  presented  above  and  diagonal  to  the  fixation  point.  The  distance  from 
fixation to the center of the bar was 3.85°. An apparent motion was achieved by 
either presenting the bar first at the left position and then the right position (left-to-
right apparent motion), or presenting the bar first at the right position and then the 
left position (right-to-left apparent motion). Each bar was shown for 50ms. To have a 
coherent  apparent  motion  percept  with  different  speed  conditions,  we  used  time 
intervals  ranging  from 20  to  180  ms  between  the  two bars.  To  make  it  easy  to 
understand and remember, the apparent motions with different speed conditions were 
named slow, medium-slow, medium, medium-fast and fast apparent motions. Table 1. 
lists the basic features of different apparent motion types.

In  addition  to  the  visual  stimuli,  auditory  clicks  were  introduced  during  each 
presentation of each apparent motion. Each click had a 20ms duration and was only 
introduced through one speaker, located either on the left or right of the monitor. The 
location of the auditory click was randomized for each trial. In the easy blocks, each 
low-frequency  click  was  constructed  by  a  rectangular  480  Hz  sine-wave  carrier, 
sampled at  44.1 kHz with 8-bit  quantization,  and was introduced at  63dB sound 
pressure level  (SPL).   Similarly,  each high-frequency click was constructed by a 
rectangular 1 kHz sine-wave carrier, sampled at 44.1 kHz with 8-bit quantization and 
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was introduced at 63dB sound pressure level (SPL). Table 2 lists the properties of the 
auditory stimuli in easy blocks.

Table 1. The list of visual time intervals to have apparent motions with different speed conditions.

Table 2. The names of different auditory stimuli, their respective frequencies and the time interval 
between two clicks in a single trial of an easy block.

Compared to the easy blocks, the difference between the frequencies of the auditory 
stimuli  was  significantly  less  in  the  hard  blocks.  While  designing  these  blocks, 
various  amounts  of  differences  between  the  low  and  high  frequencies  were 
investigated.  However  since  the  sensitivity  of  audition  in  every  individual  is 
different,  it  was possible that  participants would not  be able to easily perceive a 
difference less than 200 Hz, because the auditory stimuli were very short and played 
on a single speaker. Hence, 640 Hz and 840 Hz were selected to be the frequencies of 
the low  and high  frequency sounds in the hard blocks (see Table 3).  In the hard 
blocks, each low-frequency click was constructed by a rectangular 640 Hz sine-wave 
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AUDITORY STIMULUS 
NAME (EASY) FREQUENCY

TIME INTERVAL BETWEEN 
TWO BEEPS 

(ISI)

LOW FREQUENCY INNER 
SOUND

480 Hz 100 ms

LOW FREQUENCY OUTER 
SOUND

480 Hz 160 ms

HIGH FREQUENCY INNER 
SOUND

1 kHz 100 ms

HIGH FREQUENCY OUTER 
SOUND

1 kHz 160 ms

APPARENT MOTION NAME TIME INTERVAL BETWEEN TWO BARS 
(ISI)

SLOW 180 ms

MEDIUM-SLOW 140 ms

MEDIUM 100 ms

MEDIUM-FAST 60 ms

FAST 20 ms



carrier,  sampled at  44.1 kHz with 8-bit  quantization and was introduced at  63dB 
sound pressure level (SPL). Finally, each high-frequency click was constructed by a 
rectangular 840 Hz sine-wave carrier, sampled at 44.1 kHz with 8-bit quantization 
and was introduced at 63dB sound pressure level (SPL).

In each trial, two consecutive clicks were concurrently played with each presentation 
of  apparent  motion.  However,  in  a  trial,  the  interstimulus  interval  (auditory time 
interval) between the first click and the second one could either be 100 ms (inner 
sound condition) or 160 ms (outer sound condition).

Table 3. The names of different auditory stimuli, their respective frequencies and the time interval 
between two clicks in a single trial of a hard block.

There were also endogenous cues that indicated the location of the auditory stimuli 
during a trial. The cues were red diamonds (side length = 1.06°, 35000 cd/m2) that 
were horizontally 4° away from the fixation point. The cues were used in only the 
main experimental sessions. In each trial of these sessions, the onset timing between 
the cue and the first apparent motion was 450 ms and the cue duration was 100 ms. 
In this block, we used valid cues that called attention to the speaker that was going to 
play the auditory click. This was accomplished by displaying a red diamond next to 
the fixation point on the same side as the active speaker in that trial. Additionally, we 
used neutral cues including red diamonds on both sides of the fixation point. In this 
way, in a neutral trial, the participant was not given any spatial information about the 
sound location. Instead of invalid cues we decided use neutral cues because we did 
not  want to modulate the temporal  ventriloquism effect  negatively,  but  rather we 
wanted to see if cues strengthened the integration or not. All visual stimuli are shown 
in Figure 3.1.
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AUDITORY STIMULUS 
NAME (HARD) FREQUENCY

TIME INTERVAL BETWEEN 
TWO BEEPS 

(ISI)

LOW FREQUENCY INNER 
SOUND

640 Hz 100 ms

LOW FREQUENCY OUTER 
SOUND

640 Hz 160 ms

HIGH FREQUENCY INNER 
SOUND

840 Hz 100 ms

HIGH FREQUENCY OUTER 
SOUND

840 Hz 160 ms



Figure 3.1 (A) the cue (red), (B) the fixation point (white) and (C) the bar (gray) used as the 
visual stimulus. 

The experiment was divided into 4 main blocks: visual presentation, visual training, 
audiovisual  training  and  main  experiment.  There  were  two  types  of  audiovisual 
training (easy and hard) and four types of main experiment blocks (easy baseline, 
hard  baseline,  easy  experiment,  hard  experiment).  Before starting the experiment 
participants were shown the fixation point and were instructed to always fixate on it. 

3.2.1 Visual Presentation Block

In  the  visual  presentation block,  participants  were  shown only  the  fast  and slow 
apparent motions. In a single visual presentation block, there were 30 trials in which 
the order of fast and slow trials was randomized. In each trial, the participants were 
informed about two extreme categories of movement speed (20 ms vs. 180 ms). For 
instance, when the apparent motion with movement speed of 20 ms was presented at 
a trial, the participant was informed that this was the fast motion. Similarly, when the 
apparent motion with movement speed of 180 ms was presented, the participant was 
informed that this was the slow motion. The participant was asked to observe the trial 
and learn the kind of  apparent  motion by listening to the feedback given by the 
experimenter. After the participant stated that they have grasped the two types of 
motion, they were asked to name what kind of motion was presented in each trial. 
The visual presentation block lasted 30 trials. Figure 3.2 shows the timing diagram of 
the visual presentation block 
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Figure 3.2 The timing diagram of the visual presentation block. In this block, there were two 
different speed conditions (fast:20 ms ISI, slow: 180 ms ISI) of apparent motion that was 
shown to the participant. They were trained to identify/classify these types of motion.

3.2.2 Visual Training Block

After  the  visual  presentation  block,  each  participant  completed  a  visual  training 
block. The main purpose of having this block was to evaluate whether a participant 
could  correctly  classify/categorize  apparent  motion  speeds  according  to  the 
instructions.  This  block  included  4  different  speed  conditions  for  the  apparent 
motion: fast, medium-fast, medium-slow and slow (Table 3) with the time intervals 
shown in Table 4, ordered from fast to slow. The participant was not informed that 
there were 4 different  speed conditions,  they were only instructed to classify the 
motions in each trial as fast or slow. We applied the following criteria: the passing 
condition for this session was that the participant classified at least 50% of medium-
fast & at least 75% of fast trials as fast, and at least 50% of medium-slow & at least 
75% of slow trials as slow. Participants who failed to satisfy these criteria were not 
included in the further steps of the study. Each training block had 32 trials.

In this block, participants were given feedback by the color change of the fixation 
point. The color of the fixation point changed to green (116000 cd/m2) at the end of 
each trial if the participant classified the movement speed correctly. If the participant 
failed to classify the trial correctly, the fixation point remained white. Participants 
were informed that they had 2 seconds in each trial to respond via the keyboard. The 
‘T’ and ‘Y’ buttons were used to respond to the question of the task. Participants 
were asked to press ‘T’ if they thought the movement was fast and press ‘Y’ if they 
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thought  the  movement  was  slow.  Participants  were  also  provided  a  picture  of  a 
keyboard layout with the ‘T, Y, G, H’ buttons were marked with their meanings in the 
experiment. The experimenter made sure that the participants understood the button 
combination  by  doing  mock  trials  until  the  participant  stated  that  they  were 
comfortable with the button layout. The visual training session had 30 trials. Figure 
3.3 shows the timing diagram of the visual practice block.

Table 4. Time interval information used to have different apparent motion speeds in the visual training 
block

Figure 3.3 The timing diagram of the visual practice block. In this block there were four 
different speeds of apparent motion. The fast motion had 20 ms in between the two motion 
frames that put a rectangle bar on the screen. The medium-fast motion had a 60 ms gap,  the 
medium-slow motion had a 140 ms gap and lastly, the slow motion had a 180 ms gap in 
between the two motion frames.
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Apparent Motion 
Time Interval

Auditory Click 
Time Interval

20 ms N/A

60 ms N/A

140 ms N/A

180 ms N/A



3.2.3 Easy Audiovisual Training Block

The main  goal  of  this  block was  to  assess  whether  a  participant  could  correctly 
classify the low frequency and high frequency clicks during each trial, but to train the 
participants  to  use  the  input  keys  correctly,  we also  tasked them with  the  speed 
categorization task as well. As in the visual training block, participants were given 
feedback through the fixation point color which turned green if the answer given in 
the trial was correct and remained white if the answer was wrong or the response 
time exceeded 2 seconds. The trials included an apparent motion and a simultaneous 
click sound. All trials had apparent motions with the same ISI, which was 100 ms, so 
as  not  to  create  a  temporal  ventriloquism  effect  and  interfere  with  the  actual 
experiment.  This  block  also  contained  some catch  trials  in  which  the  ISI  of  the 
apparent motions could be 20 ms or 180 ms. The click sounds that accompanied 
these apparent motions all had the same ISI with their respective apparent motions. 
The ISI information for all the apparent motions and auditory clicks in the training 
blocks can be seen in Table 5.  Figure 3.4 shows the timing diagram of the easy 
audiovisual training blocks. 

Table 5. Time interval information of the apparent motions and the auditory clicks that accompany them in the  
easy and hard audiovisual training blocks

All participants were introduced to the low and high frequency clicks before starting 
the  audiovisual  training  block.  The  clicks  were  played  in  random  order  and 
participants were asked to categorize each click (two-alternative forced-choice, low 
vs. high). Using a few trials, participants discriminated sounds to check whether they 
were  able  to  perform  according  to  the  instructions.  After  this  initial  step,  the 
participants were informed that they had two seconds in each trial to respond by 
using the keyboard. The ’T’, ’Y’, ‘G’ and ‘H’ buttons were used as response keys. As 
shown  in  Figure  3.5,  each  keypress  corresponded  to  each  of  the  four  different 
options.  When participants  were  instructed during this  phase,  these  combinations 
were introduced based on location on the keyboard. The ‘upper’ buttons T and Y 
were used to take input for high frequency clicks and the ‘lower’ buttons G and H 
were used to take input for low frequency clicks to make it easier for the participants
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Apparent Motion 
Time Interval

Auditory Click 
Time Interval

20 ms (catch trial) 20 ms

100 ms 100 ms

180 ms (catch trial) 180 ms



Figure 3.4 Timing Diagram of the easy audiovisual training block. The time interval between 
the two motion frames in regular trials was 100 ms while the time intervals between the two 
motion frames in catch trials could either be 20 ms (for fast motion) or 180 ms (for slow 
motion). All possible regular trials and catch trials are shown in the figure. In this block a 
480 Hz static click was used as the low frequency click and a 1 kHz static click was used as 
the high frequency click.
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Figure 3.5 In this figure, the input button layout is shown on a keyboard. The buttons T, Y, G 
and H were used in the audiovisual training and the experiment blocks. The ‘upper’ buttons 
T and Y were used to take input for high frequency clicks and the ‘lower’ buttons G and H 
were used to take input for low frequency  clicks to make it easier for the participants to 
remember the button combination. For the same purpose, the buttons ‘on the left’ T and G 
were used to take input for fast motion and the buttons ‘on the right’ Y and H were used to 
take input for slow motion.

to remember these button combinations. The buttons ‘on the left’ T and G were used 
to take input for fast motion and the buttons ‘on the right’ Y and H were used to take 
input for slow motion. Participants were also provided with a picture of a keyboard 
layout  with  the  ’T,  Y,  G,  H’ buttons  were  marked  with  their  meanings.  The 
experimenter made sure that the participants understood the button combination by 
doing mock trials until  the participant stated that they were comfortable with the 
button  layout.  We  applied  the  following  criteria:  the  passing  condition  for  this 
session was that the participant classified at least 50% of medium-fast & at least 75% 
of fast trials as fast, and at least 50% of medium-slow & at least 75% of slow trials as 
slow. Participants who failed to satisfy these criteria were not included in the further 
steps  of  the  study.  The audiovisual  training session included 30 trials.  After  this 
session,  the  results  of  each  participant  were  screened  to  check  whether  he/she 
satisfied the criteria.
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3.2.4 Hard Audiovisual Training Block

In accordance with the easy audiovisual training block, the main goal of this block 
was to check if the participant could correctly classify the low frequency and high 
frequency clicks in the trials, so the tasks were the same. As in the visual training 
session,  participants  were  given  feedback  through  the  fixation  point  color  which 
turned green if  their  answer was correct  and remained white if  their  answer was 
wrong or  the response time exceeded 2 seconds.  The trials  included an apparent 
motion and simultaneous click sounds with frequencies shown in Table 3. 

The apparent motion types, catch trials and auditory clicks that accompanied these 
apparent motion types all had the same properties as the ones in the easy blocks. The 
difference between the easy audiovisual training block and this audiovisual training 
block was the frequencies of the sounds. In this block, as the low frequency sound we 
used a click with 640 Hz frequency and as the high frequency sound we used a click 
with 840 Hz frequency. Details of how these sounds were generated were described 
at the beginning of this chapter. Figure 3.6 shows the timing diagram of the hard 
audiovisual training blocks, while the ISI information for all the apparent motions 
and auditory clicks in these blocks can be seen in Table 5.

3.2.5 Easy Main Experiment Session

Main Experiment Sessions consisted of two sub-blocks: Baseline and Experiment.  
The  order  of  these  blocks  was  randomized  for  each  participant  and  hence  some 
participants started with the baseline block and other participants started with the 
experiment block to counterbalance any possible confounding factor due to the block 
order. 

In  the  Baseline  block,  the  trials  only  consisted  of  the  fixation  point  and  visual 
apparent motion. In this block, the time interval between apparent motion frames was 
100 ms corresponding to the medium level of speed, but the participants were not 
informed about the speed movement. There were two kinds of sounds: a click with 
480Hz frequency called the low frequency sound and a click with 1kHz frequency 
called the high frequency sound. Two different time intervals were used to generate 
the two clicks that were presented in a single trial. Inner Sounds had 100 ms between 
the two clicks and Outer Sounds had 160 ms between the two clicks in a single trial. 
The auditory time intervals are shown in Table 6 and they were used both for the 
baseline  blocks  and  the  main  experiment  blocks.  Unlike  the  training  blocks,  the 
baseline and main experiment blocks did not have catch trials. Baseline blocks had 
64 trials, while experiment blocks had 240 trials each. Figure 3.6 shows the timing 
diagram of the easy baseline blocks. 
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Figure 3.6 Timing diagram of the hard audiovisual training block. The time interval between 
the two motion frames in regular trials was 100 ms while the time intervals between the two 
motion frames in catch trials could either be 20 ms (for fast motion) or 180 ms (for slow 
motion). All possible regular trials and catch trials are shown in the figure. In this block a 
640 Hz static click was used as the low frequency click and an 840 Hz static click was used 
as the high frequency click.
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Table  6.  Interstimulus  Interval  information  of  the  visual  and  auditory  stimuli  in  the  experiment. 
Apparent motion only had one ISI while clicks were either 100ms or 160 ms apart from each other in 
a single trial.

Figure 3.7 The timing diagrams of the baseline block of the easy experiment. In this block 
there were inner sounds (time interval between two clicks = 100 ms) and outer sounds (time 
interval between two clicks = 160 ms) that were presented to the participant simultaneous to 
the apparent motions. The auditory clicks could either be low frequency (480 Hz) or high 
frequency (1 kHz). The time interval between the two motion frames in the apparent motion 
was always 100 ms.
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Apparent Motion ISI Auditory Beep ISI

100 ms 100 ms (Inner Sound)

100 ms 160 ms (Outer Sound)



Before  starting  the  main  experiment  session,  the  participants  were  also  briefly 
informed  about  the  basic  stimulation  profile.  The  cues  were  introduced  to  all 
participants before the experiment. Participants were informed that if the cue showed 
up to the right of the fixation point then the sound would be coming from the speaker 
to the right side of the monitor (valid cue, right) and similarly if the cue showed up to 
the left of the fixation point then the sound would be coming from the speaker to the 
left  side  of  the  monitor  (valid  cue,  left).  All  participants  were  also  told  that 
sometimes  cues  showed  up  on  both  the  right  and  left  side  of  the  fixation  point 
simultaneously, which meant that the sound could come from either the speaker on 
the right side of the monitor or on the left side of the monitor but we did not have 
information which one it will be exactly (neutral cue). The timing diagram of the 
main experiment is depicted in Figure 3.7, where the possible cue conditions and the 
timings of the inner and outer sounds are shown.

3.2.6 Hard Main Experiment Session

As described previously the main experiment sessions consisted of two sub-blocks: 
Baseline  and  Experiment.   The  order  of  these  blocks  was  randomized  for  each 
participant and hence some participants started with the baseline block and other 
participants  started  with  the  experiment  block  to  counterbalance  any  possible 
confounding factor due to the block order. 

As it was done in the easy baseline blocks, in the hard baseline block, the trials only 
consisted of the fixation point and visual apparent motion. In this block, the time 
interval between apparent motion frames was 100 ms corresponding to the medium 
level of speed, but the participants were not informed about the speed movement. 
There  were  two  kinds  of  sounds:  a  click  with  640Hz  frequency  called  the  low 
frequency sound and a click with 840Hz frequency called the high frequency sound. 
Two different time intervals could be between the two clicks in a single trial. Inner 
Sounds had 100 ms between the two clicks and Outer Sounds had 160 ms between 
the two clicks in a single trial. The auditory time intervals that are shown in Table 6 
were used both for the hard baseline blocks and the hard main experiment blocks. 
The hard baseline and main experiment blocks did not have catch trials either. Figure 
3.8 shows the timing diagram of the easy baseline blocks. 
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Figure 3.8 Timing diagrams of the easy block of the main experiment. The cue was a red 
diamond  that  could  appear  in  the  positions  shown  in  (A),  (B)  or  (C).  The  cue  always 
appeared 450ms before the apparent motion. (A) Valid Cue on the left of the fixation point. 
(B) Valid Cue on the right of the fixation point. (C) Neutral Cue on both sides of the fixation 
point.
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Before  starting  the  main  experiment  session,  the  participants  were  also  briefly 
informed about the basic stimulation profile again. Participants were informed that if 
the cue showed up on the right of the fixation point then the sound would be coming 
from the speaker on the right side of the monitor (valid cue, right) and similarly if the 
cue showed up on the left of the fixation point then the sound would be coming from 
the speaker on the left side of the monitor (valid cue, left). All participants were also 
told that sometimes cues showed up on both the right and left side of the fixation 
point simultaneously, which meant that the sound could come from either the speaker 
on the right side of the monitor or on the left side of the monitor but we did not have 
information which one it will be exactly (neutral cue). The timing diagram of the 
main experiment is depicted in Figure 3.9, where the possible cue conditions and the 
timings of the inner and outer sounds are shown.

Figure 3.9 The timing diagrams of the baseline block of the hard experiment. In this block there were 
inner sounds (time interval between two clicks = 100 ms) and outer sounds (time interval between two 
clicks = 160 ms) that were presented to the participant simultaneous to the apparent motions. The 
auditory clicks could either be low frequency (640 Hz) or high frequency (840 Hz). The time interval 
between the two motion frames in the apparent motion was always 100 ms.
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Figure 3.10 Timing diagrams of the hard block of the main experiment. The cue was a red 
diamond that could appear in the positions shown in A, B or C. The cue always appeared 
450ms before the apparent motion. A, B and C were the same as those in the easy block of 
the main experiment, hence they can be seen in Figure 3.7.

3.3 Behavioral Data Analysis

Each different block of participant data was recorded in separate text files. Data was 
collected and recorded using MATLAB and Psychtoolbox 3.0.  Data analysis  was 
performed via using MATLAB and IBM SPSS Statistics (IBM, 2019) scripts that I 
wrote. 

During each block, both responses and response times of each trial were recorded. 
Percentage of Fast Speed Responses (PFR) was calculated by dividing the number of 
trials  that  participants  responded as FAST by the total  number of  trials  and then 
multiplying this proportion with 100. Equation 3.1 shows the calculation method. 
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This PFR value was used to quantify the Temporal Ventriloquism  effect  for each 
auditory time interval condition.

            (Equation 3.1)

3.3.1 Temporal Ventriloquism Effect

The temporal ventriloquism effect was calculated using Percentage of Fast Speed 
Responses (PFR) of inner sounds and outer sounds, calculated separately for valid 
and neutral trials. To calculate the temporal ventriloquism effect in the valid trials, 
the percentage of outer sounds in valid trials that were classified as fast (PFRvalid) 
was subtracted from the percentage of inner sounds in valid trials that were classified 
as fast and the calculation can be seen in equation 3.2.

 (Equation 3.2)

To calculate the temporal ventriloquism effect in the neutral trials, the percentage of 
outer sounds in neutral trials that were classified as fast (PFRneutral) was subtracted 
from the percentage of inner sounds in neutral trials that were classified as fast and 
the calculation can be seen in equation 3.3.

 (Equation 3.3)

Additionally, the PFR of the baseline sessions were also recorded to be able to 
compare the cases of valid and neutral trials with the baseline trials which only had 
visual stimuli with medium apparent motion speed and no auditory stimuli.

3.3.2 Response Times

Throughout  all  the  blocks,  the  response  latency  of  each  participant  was  also 
recorded. In all trials, response times were based on the onset of visual stimulation 
and response registration. Participants had a 2 second time limit to answer in each 
trial. If the participant failed to answer within this period, that trial was discarded and 
added to the end of the upcoming trial list. Hence, all response times were below 2 

PFR = (FASTparticipantresponse# /Tr ial_Count) * 100

T Vvalid = PFRvalid,inner − PFRvalid,outer

T Vneutral = PFRneutral,inner − PFRneutral,outer
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seconds in the final dataset. The valid time interval available to the participants is 
shown in Figure 3.11. 

Figure 3.11 The valid time interval of input during a trial. Participants had 2 seconds to input 
their response using the valid keys ’T, Y, G, H’ mentioned in Figure 3.5.
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CHAPTER 4 

4  RESULTS

The  experiment  aimed  to  investigate  the  influences  of  endogenous  cues  on  the 
temporal ventriloquism effect which was achieved through static clicks during the 
presentation of visual apparent motions. That is to say, this experimental design was 
focused on the effects of endogenous attention cues on the perceived speed of an 
apparent motion which was manipulated by static clicks with different time intervals. 
Additionally, blocks with different auditory categorization task difficulties were used 
to  see  whether  the  auditory  task  difficulty  had  an  impact  on  the  temporal 
ventriloquism effect.

In the following subsections, the behavioral results of the visual practice block and 
the  easy and hard audiovisual  practice  blocks,  the  temporal  ventriloquism effect, 
response times, and associated statistical outcomes are provided.

4.1. Visual Training Results

The purpose  of  this  block  was  to  evaluate  whether  a  participant  could  correctly 
classify/categorize  apparent  motion  speeds  according  to  the  instructions.  We 
hypothesized that the percentages of classifying the trial as ‘fast’ of all of the trials 
(fast, medium-fast, medium-slow and slow motions) would decrease gradually since 
as we go from fast to slow, the motions look less alike. The results revealed a gradual 
decrease in the ‘fast’ classification as the ISI in the apparent motion increased (i.e. 
the  apparent  motion  speed  decreased)  just  as  we  expected.  The  mean  of  all 
participants also satisfied the passing criteria of this block.
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Figure  4.1.  Visual  Training Results.  All  participants  satisfied the  passing criteria  for  the 
visual  training  block.  Additionally,  the  results  revealed  a  gradual  decrease  in  the  ‘fast’ 
classification as the ISI in the apparent motion increased (the motion speed decreased).

4.2 Audiovisual Training Results

The main goal of the easy and hard audiovisual training blocks was to assess whether 
participants  could  correctly  classify  the  low frequency  and  high  frequency  clicks 
during each trial. In the easy audiovisual training blocks, the results revealed over 
90% correct classification of the auditory stimuli type. The mean of all participants 
satisfied  the  passing  condition  of  this  block.  Participants  classified  the  apparent 
motion as fast 72% of the trials while they classified the motion as slow only 28 % of 
the trials (see Figure 4.2). Meanwhile, in the hard audiovisual training, the results 
revealed  over  90% correct  classification  for  high  frequency clicks  while  the  low 
frequencies  were  correctly  detected less  than 90% of  the  trials.  The mean of  all 
participants  satisfied  the  passing  condition  of  this  block  as  well.  Participants 
classified the  apparent  motion as  fast  63% of  the  trials  while  they classified the 
motion as slow only 37% of the trials (see Figure 4.3).
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Figure 4.2 In this figure the Easy Audiovisual Training results are shown. All participants 
satisfied the passing criteria  for  this  block.  The click types  were almost  100% correctly 
classified.
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Figure 4.3 In this figure the Hard Audiovisual Training results are shown. All participants 
satisfied the passing criteria for this block. The high frequency clicks were almost 100% 
correctly classified while the correct classification percentage of the low frequency clicks 
decreased compared to the easy audiovisual training blocks.
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4.3 Temporal Ventriloquism Effect

To see whether cueing and difficulty had an effect on the temporal ventriloquism 
effect, we performed a two-way repeated-measures analysis of variance (ANOVA) 
with  difficulty  and  cue-type  as  factors  on  the  averaged  percent  temporal 
ventriloquism values. The ANOVA revealed a significant main effect of difficulty on 
temporal ventriloquism effect (F1,12 = 7.280, p = .019, ηp2 = .378), while there was 
no main effect of cue or the interaction between the two factors (cue: F1,12 =.765, p = 
.399, ηp2 = .060, interactioncue&difficulty: F1,12 = .815, p = .384, ηp2 = .064). This result 
displays  that  the  difficulty  manipulation  we  have  used  in  the  experiment  was 
effective and it influenced the responses of the participants. Regardless of the cue 
condition, the temporal ventriloquism effect was higher in the hard trials than in the 
easy trials. When we visually inspected the results (see Figure 4.4), we saw that there 
could be a significant effect of the cue on the temporal ventriloquism effect in the 
easy block, so we performed t-tests to see if there was an effect of the cue.

A paired  samples  t-test  with  cue  as  a  factor  was  performed  on  the  temporal 
ventriloquism values for the blocks with the easy auditory categorization task. The 
results revealed a significant effect of cueing on data ( t12 = 2.212, p = .047, Cohen’s 
d = .613), indicating that when the auditory discrimination task was easy, the valid 
cue  enhanced  these  audiovisual  interactions  in  the  temporal  domain,  and  hence 
suggesting facilitation for audiovisual binding in time. Similarly, a paired samples t-
test with cue as a factor was performed on the temporal ventriloquism values for the 
blocks with the hard auditory categorization task. However, the test results did not 
reveal any effect of cue on the temporal ventriloquism effect (t12= 1.130 , p = .281, 
Cohen’s d = .313) 

Table 7. The percentage values corresponding to temporal ventriloquism effect on perceived speed.
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Experiment 
Blocks

Temporal Ventriloquism Effect (%)

Difference  
Valid - NeutralValid Cue Neutral Cue

Hard 57.78 55.19 2.59

Easy 55.38 49.23 6.15

Difference  
Hard - Easy 2.4 5.96



Figure 4.4 The percentage values of temporal ventriloquism shown for all the cue and task 

difficulty conditions (n = 13). Dots represent the data from individual participants. Error bars 
correspond to ±SEM.

The  behavioral  results  indicated  that  the  percentage  values  associated  with  the 
temporal ventriloquism effect of perceived speed were higher for valid endogenous 
cues than neutral cues, although only in the easy task on the sound discrimination 
there was a significant main effect of the cue condition. In terms of task difficulty, the 
two-way  repeated-measures  ANOVA test  revealed  a  main  effect  of  difficulty  for 
temporal ventriloquism effect where the effect was higher in the hard difficulty than 
the easy difficulty as expected in the hypothesis. 

As shown in Table 4.1, the difference between the hard experiment block and the 
easy  experiment  block was  more  distinct  in  the  neutral  cue  case.  This  might  be 
because the increase in task difficulty forces the participant to attend more to the 
stimuli,  hence  increasing  the  audiovisual  processing.  However,  in  the  hard 
experiment block, the percent temporal ventriloquism effect difference between valid 
cues  and neutral  cues  is  less  compared to  the  difference in  the  easy experiment 
block.
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4.4 Response Times

As we did for the temporal ventriloquism effect, we performed a two-way repeated 
measures analysis of Variance (ANOVA) with difficulty and cue-type as factors was 
performed on the averaged values.  ANOVA did not reveal any main effect of cue or 
difficulty or any interaction effect (cue: F1,12 =1.606, p = .229 , ηp2 = .118, difficulty: 
F1,12 = 3.028, p = .100 , ηp2 = .201, interaction of cue and difficulty: F1,12 = .841, p = 
.377, ηp2 = .066).

Table 4.2 displays the response time results. As expected by our original hypothesis, 
response times were longer for neutral cues than valid cues even though statistical 
tests did not reveal any significant main effect of the cue in either of the blocks with 
different auditory task difficulties (see Figure 4.5). Additionally, as the hypothesis 
predicted, the response times were longer in the hard blocks, the experiment with the 
harder task, than in the easy blocks. However, again statistical tests did not reveal a 
significant effect of difficulty.

Table 8. Response Times (ms) Comparison Table
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Experiment 
Blocks

Response Time (ms)

Difference  
Neutral - ValidNeutral Cue Valid Cue

Hard 942.21 935.88 6.23

Easy 906.68 882.54 24.13

Difference  
Hard - Easy 35.53 53.43



Figure 4.5 Mean response times of valid and neutral cues for all  auditory task difficulty 
conditions (n = 13). The mean response time was longer for neutral endogenous cues than 
valid cues. Dots represent the data from individual participants. Error bars correspond to 
±SEM.
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CHAPTER 5 

5 DISCUSSION AND FUTURE DIRECTIONS

Sensory perception is critical in human life since it provides information from the 
outside world, warns against threats and danger, and helps us interact/communicate 
with  the  external  environment.  Given  that  information  is  provided  via  multiple 
sensory organs, it is important to understand the principles underlying interactions 
across senses and the contribution of these interactions to the final percept. Every 
time we talk to someone we are not only listening to the sounds they make, but we 
watch their  lip and body movements as well.  I  believe the pandemic made more 
people realize these audiovisual interactions since people had to wear masks that 
cover  their  noses  and  mouths.  Research  done  on  the  effects  of  masks  on 
communication during the Covid-19 pandemic also states that the ability to see the 
mouth of the person speaking is important for people to comprehend what is being 
told to them (Campagne, 2021; see also Mheidly et al., 2020). Other instances of 
audiovisual  interactions  were  also  mentioned  in  chapter  2  where  either  auditory 
information influenced visual processes or vice versa. The importance of senses is 
clear, but we are constantly surrounded by stimuli from all modalities. It is unlikely 
that all of the information is processed at the same time due to limited resources in 
the cortex. Attention is a critical mechanism that allows us to select and focus on the 
relevant information from the outside world via our senses. 

The main goal of the present study was to investigate whether endogenous attention 
affects  audiovisual  processing  via  spatially  informative  endogenous  cues  in  the 
auditory  domain.  Accordingly,  we used  an  apparent  motion  paradigm that  elicits 
temporal ventriloquism effects on perceived speed (i.e., auditory time interval) and 
presented  endogenous  cues  before  simultaneous  visual  apparent  motions  and 
concurrent static clicks. 

We hypothesized that the endogenous cues influence these audiovisual interactions in 
the temporal domain. More specifically, we expected that the valid cues indicating 
the location of the static clicks facilitate auditory signals and hence auditory time 
interval effects on perceived speed. We also anticipated that it would take more time 
(i.e.  longer  response time)  to  complete  the  perceptual  task under  the  neutral  cue 
condition since no information was provided about the location of auditory stimuli in 
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these conditions. Moreover, the observed effects of cueing may change based on the 
task difficulty. 

The  behavioral  results  indicated  that  the  percentage  values  associated  with  the 
temporal ventriloquism effect of perceived speed were higher for valid endogenous 
cues than neutral cues, although the significant main effect of the cue condition was 
observed only in the easy auditory discrimination task. In terms of task difficulty, the 
two-way repeated  measures  ANOVA test  revealed  a  main  effect  of  difficulty  for 
temporal ventriloquism effect where the effect was higher in the hard difficulty than 
the easy difficulty as expected in the hypothesis. 

As shown in Table 6.1, the difference between the hard experiment block and the 
easy experiment block was more prominent in the neutral cue case. This might be 
due to the fact that the increase in task difficulty forces the participant to attend more 
to the stimuli, thereby increasing the audiovisual processing. However, in the hard 
experiment block, the percent temporal ventriloquism effect difference between valid 
cues and neutral cues is less compared to the difference in the easy experiment block. 
This decrease might be due to the lack of resources left to process the cues in the 
hard experiment block since a big portion of the resources are used to complete the 
auditory discrimination task (Lavie, Hirst, Fockert, Viding, 2004). Considering this, 
Lavie and Dalton have proposed that distractors typically interfere more in a low 
perceptual  load  condition  than  a  high  perceptual  load  condition  (Lavie,  Dalton, 
2014). However, the missed or unattended item could also work as another stimulus 
or a cue rather than a distractor, as in the case of our current study. In line with the 
perceptual  load  theories  of  attention,  in  a  previous  study,  Calvillo  and  Jackson 
showed that inattention blindness resulting from high perceptual load occurs at an 
early stage of processing (Calvillo, Jackson, 2014). The inability to perceive a visible 
stimulus  caused  by  the  high  attentional  load  required  for  another  task  is  called 
inattentional  blindness  (Murphy,  Groeger,  Greene,  2016;  Chabris,  Simons,  2010). 
Moreover, the inability to perceive a stimulus under a high perceptual load is not 
unique to the visual modality. Macdonald and Lavie have shown that the level of 
perceptual load also affects the ability to notice an auditory stimulus while attending 
to an unrelated task, which they called inattentional deafness  (MacDonald, Lavie, 
2011).

As expected by our original hypothesis, response times were longer for neutral cues 
than valid cues even though statistical tests did not reveal any significant main effect 
of  the  cue  in  either  of  the  blocks  with  different  auditory  task  difficulties. 
Additionally, as the hypothesis predicted, the response times were longer in the hard 
blocks, the experiment with the harder task, than in the easy blocks. However, again 
statistical tests did not reveal a significant effect of difficulty. One reason for this 
might be that the tasks were already very demanding because of the number and 
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configuration of the response keys. Even though participants were introduced to the 
response keys and trained on how to use them correctly,  after  the sessions some 
participants displayed that they had a hard time remembering the keys and reported 
that  they took more time pressing the key because of  this  confusion.  Hence,  the 
response times may not be a measure as accurate as temporal ventriloquism in this 
sense.

5.1 Future Directions

The behavioral results of the current study revealed a significant cueing effect and 
task difficulty effect. An interesting follow-up study could be investigating at which 
stage  of  cortical  processing  this  attentional  modulation  takes  place. 
Electroencephalography (EEG) is a non-invasive method commonly used to measure 
the electrical  activity on the scalp that  represents the macroscopic activity of the 
brain’s surface by capturing the fluctuations from the ionic current in the neurons 
(Niedermeyer, Silva, 2004). Thus, this experiment can be adapted into an EEG study 
in order to see which cortical areas are involved in the relationship of endogenous 
attention  and  audiovisual  processes  in  the  temporal  domain.  This  neuroimaging 
experiment  will  be  a  natural  extension  of  the  current  behavioral  study.  The 
behavioral experiment was designed by taking potential artifacts into account. For 
instance,  the  response  keys  were  designed  to  minimize  potential  motor  response 
artifacts that could be observed in EEG signals.

Numerous studies have investigated the neural mechanisms underlying multisensory 
processes. Mounting evidence suggests these processes take place over cortical areas 
at  distinct  stages  (e.g.,  Kaya,  Kafaligonul,  2021).  In  their  EEG study,  Kaya  and 
Kafalıgönül  investigated the cortical  processes underlying the effects  of  temporal 
ventriloquism  on  perceived  visual  speed.  They  identified  three  main  clusters  of 
electrodes where auditory timing takes place: the medial-parietal, centro-parietal and 
right frontal electrodes (Kaya, Kafaligonul, 2019). Hence, in a future EEG study, it 
will  be  interesting  to  examine  the  effects  of  cueing  on  the  activities  over  these 
identified scalp sites.

Based on the current behavioral results, it will be interesting to reveal cortical sites 
over which the main effects of cueing and difficulty are observed. Such observed 
effects  on the  neutral  activities  will  provide  important  evidence for  the  attention 
effects as we have done in the behavioral experiments taking the attention theories 
such as load theory into account.
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As we  mentioned  in  the  second  chapter,  Bayesian  Framework  has  been  used  to 
model  multisensory  integrations.  Hence,  the  behavioral  results  from  this  current 
study could be used to help make a modified Bayesian model.

It may be also worthwhile to understand the effects of different button layouts on 
behavioral performance since some of the participants had a hard time remembering 
the meanings of the buttons. A different button layout may increase the reliability of 
the  response  time  measure  and  maybe  even  increase  the  temporal  ventriloquism 
effect since the participants do not have to allocate more resources for the meaning of 
each button.
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