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ABSTRACT 

DEVELOPING AN ARCHITECTURAL FRAMEWORK FOR FACILITATING 
TRANSFORMATION TOWARDS DATA-DRIVEN ORGANIZATIONS 

Kayabay, Kerem 

Ph.D., Department of Information Systems 

Supervisor: Assoc. Prof. Dr. P. Erhan Eren 

Co-Supervisor: Assoc. Prof. Dr. Ebru Gökalp 
 

February 2022, 143 pages 

Thesis Abstract 

Paradigm shifts such as digital transformation and Industry 4.0 produce complex data, also called 
big data. Businesses increasingly focus on exploiting big data for competitive advantage, 
leveraging data science. However, many industries cannot effectively leverage data science since 
no comprehensive approach allows strategic planning for organization-wide data science projects 
and data assets. After recognizing the industry`s need, this thesis explores the Data Science 
Roadmapping Framework`s (DSR) development to help businesses align their business strategy 
with data-related, technological, and organizational resources. First, it utilizes a systematic 
approach to identify factors related to data science usage in organizations and challenges that data-
driven transforming organizations face. In the proposed DSR framework, the resulting knowledge 
is synthesized with well-established technology roadmapping (TRM) literature, customizing TRM 
according to context, architecture, and process. Lastly, this study adopts the action research design 
to validate and refine the proposed framework in multiple iterations. The results indicate that the 
framework can help businesses initiate data science roadmapping initiatives, taking a step towards 
becoming data-driven. The DSR initiative also facilitates communication among business 
functions and generates consensus between stakeholders, including data owners, domain experts, 
and IT experts. While contemporary studies in the literature illustrate prebuilt roadmaps to help 
businesses get data-driven, this study focuses on the process of roadmapping to generate a tailored 
roadmap, providing the benefits above. 

Keywords: technology roadmapping, data science, digital transformation, data-driven 
organization, architectural framework 
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ÖZ 

VERİ GÜDÜMLÜ KURULUŞLARA DÖNÜŞÜMÜ KOLAYLAŞTIRMAK İÇİN 
MİMARİ BİR ÇERÇEVENİN GELİŞTİRİLMESİ 

Kayabay, Kerem 

Doktora, Bilişim Sistemleri Bölümü 

Tez Yöneticisi: Doç. Dr. P. Erhan Eren 

Tez Eş Danışmanı: Doç. Dr. Ebru Gökalp 

 

Şubat 2022, 143 sayfa 

Tez özeti 

Dijital dönüşüm ve Endüstri 4.0 gibi paradigma değişiklikleri, büyük veri olarak da adlandırılan 
karmaşık veriler üretmektedir. İşletmeler ise, veri biliminden yararlanarak rekabet avantajı için 
büyük veriden yararlanmaya giderek daha fazla odaklanmaktadırlar. Bununla birlikte, kuruluş 
çapında veri bilimi projeleri ve veri varlıkları için stratejik planlamaya izin veren kapsamlı bir 
yaklaşım bulunmadığı için, birçok endüstri veri biliminden etkili bir şekilde yararlanamamaktadır. 
Endüstrinin ihtiyacını anladıktan sonra, bu tez, işletmelerin iş stratejilerini veriyle ilgili, teknolojik 
ve organizasyonla ilgili kaynaklarıyla hizalamasına yardımcı olmak için Veri Bilimi Yol Haritası 
Oluşturma (DSR) çerçevesinin gelişimini araştırmaktadır. İlk olarak, kuruluşlarda veri bilimi 
kullanımıyla ilgili faktörleri ve veri güdümlü dönüşüm geçiren kuruluşların karşılaştıkları 
zorlukları belirlemek için sistematik bir yaklaşım kullanılmıştır. Elde edilen bilgiler, teknoloji yol 
haritası oluşturma (TRM) literatürü ile sentezlenmiş ve TRM yaklaşımı bağlama, mimariye ve 
sürece göre özelleştirilerek DSR çerçevesi geliştirilmiştir. Son olarak, bu çalışma, ortaya çıkan 
çerçeveyi ardışık yinelemelerde doğrulamak ve iyileştirmek için eylem araştırması tasarımını 
benimsemiştir. Sonuçlar, önerilen çerçevenin işletmelerin veri bilimi yol haritası oluşturma 
girişimlerini başlatmasına ve veri güdümlü olma yolunda bir adım atmasına yardımcı olabileceğini 
göstermektedir. Önerilen yaklaşım ayrıca iş fonksiyonları arasındaki iletişimi kolaylaştırmaktadır 
ve veri sahipleri, alan uzmanları ve bilişim uzmanları dahil olmak üzere paydaşlar arasında fikir 
birliği oluşturmaktadır. Literatürdeki çağdaş çalışmalar, işletmelerin veri güdümlü olmasına 
yardımcı olmak için önceden oluşturulmuş yol haritalarını gösterirken, bu çalışma, yukarıdaki 
faydaları sağlamak için işletmeye özel yol haritası oluşturma sürecine odaklanmaktadır. 

Anahtar Sözcükler: teknoloji yol haritası geliştirme, veri bilimi, dijital dönüşüm, veri 
güdümlü organizasyon, mimari çerçeve  
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CHAPTER 1 

CHAPTER 

1 INTRODUCTION 

 

1.1. Research Background 

Paradigm shifts are reshaping the competition across all industries. Digital transformation 
has changed the competition rules, creating a world where geographical advantages do 
not matter, protective regulations are questionable, and proprietary technologies are easy 
to copy (Davenport et al., 2017). With the rise of digital transformation technologies, most 
of the data available to any business today is unstructured and generated in large quantities 
without planning (Rogers, 2016). Such technologies, including the Internet of Things 
(IoT) and social media, have provided companies with complex data. Similarly, Industry 
4.0 is a paradigm shift expected to change the production models. In this concept, 
heterogeneous IoT devices produce unstandardized and unstructured high-speed data 
whose value diminishes over time (Gokalp et al., 2016). The ability to collect arbitrary 
data from many divergent sources led to the transition to big data (Mayer-Schönberger & 
Cukier, 2014). 

Numerous distributed models and architectures, notably supported by web-based 
companies, have emerged to deal with the different characteristics of big data that make 
storage and processing challenging (Gökalp et al., 2019). In return, businesses have 
leveraged data science using distributed technologies, seeking a competitive advantage in 
the market. Data science spans many fields, including mathematics, statistics, computer 
science, and provides the fundamental principles for extracting knowledge from data 
(Provost & Fawcett, 2013). Academia and industry have created process models such as 
Knowledge Discovery in Databases (KDD) (Fayyad et al., 1996) and Cross-Industry 
Standard Process for Data Mining (CRISP-DM) (Wirth & Hipp, 2000) to help 
organizations create business value with data science. While the process models steer 
individual data science projects, organizations carry out multiple data science projects 
aligned with their strategies to produce cross-functional value from big data. 
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1.2. Problem Statement 

Industries that are well-suited for big data have become overachievers with data (e.g., e-
commerce and online advertising). However, others have dragged behind, becoming 
either data-disadvantaged or underachievers with data (e.g., manufacturing, healthcare, 
B2B firms) (Davenport, 2014). Many businesses in the latter industries are aware of the 
potential, yet they face challenges while employing data-driven approaches to create 
business value. As a result, many organizations that pilot experiments with data analysis 
systems cannot deploy these systems in production (Benbya et al., 2020). For this purpose, 
businesses need a comprehensive approach to strategically plan for organization-wide data 
science endeavors and data assets. Such planning should align data science initiatives with 
business strategies and market opportunities. Data-related, technological, and 
organizational resources should also support organization-wide data science activities. 

The literature acknowledges that reaching analytics goals depends on strategy, skills, 
culture, and leadership, but studies mainly offer prebuilt roadmaps to businesses striving 
to become data-driven (Dutta & Bose, 2015; Mousannif et al., 2016; O’Donovan et al., 
2016; Rane & Mishra, 2018). A roadmap captures the strategic landscape and links an 
organization's commercial and technological functions (Phaal et al., 2004a). Nevertheless, 
the value lies in developing the roadmap rather than the roadmap itself (Willyard & 
McClees, 1987). The roadmapping (i.e., roadmap development) process facilitates 
communication and builds a consensus between different business functions. It is a 
flexible and scalable approach that requires customization to suit a particular purpose and 
organizational context (Phaal et al., 2013). This customization requirement makes it 
harder for organizations to launch roadmapping initiatives. Numerous studies have 
customized Technology Roadmapping (TRM) to help organizations with digital 
transformation (Al-Ali & Phaal, 2019), hardware development (Pearson et al., 2020), 
patent development (Jeong & Yoon, 2015), and smart cities (J. H. Lee et al., 2013). 
Although data is a fundamental asset for businesses to stay competitive, the literature lacks 
capturing data as an orthogonal dimension in roadmap architectures. Han and Geum 
(2020) recently offered data-integrated roadmaps that introduced a data layer for planning 
smart service systems. However, the introduced data layers did not cover the data 
lifecycle, and data-related processes were overlooked in the respective technology layers 
(Han & Geum, 2020). Indeed, adding a data layer to roadmapping architecture requires 
capturing and connecting organizational, technological, and strategic perspectives. 
Moreover, incorporating forecasting in these angles, considering the data lifecycle, 
catalyzes data-driven organizational transformation. The roadmapping process also needs 
to support the social change towards a data-driven culture of data literacy, openness, trust, 
experimentation, and continuous learning (Anderson, 2015). 
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1.3. Research Aim and Objectives 

This research aims to bridge multiple research gaps by developing a Data Science 
Roadmapping (DSR) framework to facilitate the data-driven organizational 
transformation in data-disadvantaged or underachiever organizations. To strategically 
plan for organization-wide data science projects and data assets and overcome a set of 
challenges, we need to bridge several research gaps. While numerous studies focus on the 
challenges that data-driven transforming organizations face, mainly from the big data 
perspective (Section 2.4), the studies do not comprehensively identify the challenges from 
the data science perspective. The prebuilt roadmaps in the literature do not provide a 
roadmap development (roadmapping) process that enables communication and consensus 
between business functions. On the other hand, existing roadmapping frameworks do not 
connect strategic, technological, and organizational perspectives and also incorporate 
forecasting into these angles considering the data lifecycle. This study has the following 
objectives to bridge the gaps in the literature: 

1. To systematically identify and categorize the challenges that data-driven 
transforming organizations face from the data science perspective. 

2. To develop a roadmapping framework that synthesizes TRM, data science, big 
data, and data-driven organization literature. 

3. To apply the framework to validate the framework’s applicability and usefulness. 

1.4. Significance of the Study 

The significant contributions of this study are: (1) We identify the challenges 
organizations face amassing over 2,100 pieces of literature and categorizing them in the 
Data-Organization-Technology-Strategy (DOTS) research framework. (2) We tailor-
make the widely adopted TRM according to context, architecture, and process 
synthesizing data science, big data, and data-driven organization literature. The resulting 
hybrid roadmap development methodology allows organizations to connect business 
strategies with data-related, technological, and organizational resources. Becoming data-
driven is a long and challenging journey, requiring significant structural and social change. 
DSR recognizes this situation and incorporates workshop-based approaches to generate 
consensus among stakeholders and data-driven agile approaches to back up practitioner 
knowledge with quantitative evidence to overcome challenges. (3) We present detailed 
and extensible process models supported by specifications and templates to create an agile 
methodology for planning a roadmap with a segmented data layer iteratively. They show 
the roles, tasks, and data flow, making it easier for organizations to adopt the framework. 
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(4) We have refined and validated the framework by applying DSR with a research group 
and an oil and gas company to create data science roadmaps. Both groups identified data 
science trends and strategic vision for planning a data-integrated roadmap in the novel 
applications. Then, they planned the data, technology, and organization layers according 
to the identified strategies to bridge the gaps, incorporating forecasting into these angles. 
The demonstrations can further guide practitioners in developing their data science 
roadmaps. (5) Business Process Model and Notation (BPMN) (White, 2004) has been 
used to graphically represent the micro-level roadmapping processes during the 
development and application of the framework. The modeling tools have enabled the 
tracking of all revisions and comments in a single place, leading to systematic method 
development. We believe that visual process models can improve comprehension, thereby 
easing the execution and customization of roadmapping and serving as tools similar to the 
checklist-based templates for scoping roadmapping initiatives (Kerr & Phaal, 2019). 

1.5. Research Strategy and Organization of the Thesis 

The need for a comprehensive approach for planning organization-wide data science 
projects and data assets was recognized while collaborating with the industry on data 
science projects. A literature review helped identify the knowledge gaps in the literature. 
Next, a systematic literature review (SLR) helped (1) understand the factors related to the 
usage of data science in organizations and (2) determine the challenges that data-driven 
transforming organizations face. The research advanced based on the hypothesis that the 
widely adopted, flexible, and customizable TRM framework can also help organizations 
deal with data science challenges. Accordingly, TRM was customized according to 
context, process, and architecture. Lastly, the action research approach was adopted to 
refine and validate the framework in consecutive applications. 

Accordingly, the thesis organization is as follows: Chapter Two presents a literature 
review providing the research background for data science, data-driven organizations, 
related studies, and technology roadmapping. Then it presents the identified knowledge 
gaps. Chapter Three first identifies research questions and objectives regarding knowledge 
gaps. It further elaborates on the research approach, depicting the study's timeline. The 
systematic development of the DOTS research framework presents the data science 
factors and challenges that answer the "what" questions in Chapter Four. In return, Chapter 
Five explores the development of the DSR framework in response to the "how" question. 
Chapter Six describes the three applications of the DSR framework that refine the 
framework and validate its applicability and usefulness. Lastly, Chapter Seven 
summarizes the overall findings, achievements, limitations, and future work.  
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CHAPTER 2 

 

2 LITERATURE REVIEW 

 

2.1. From BI&A to Big Data and Data Science 

The IS domain generates historical data, including user records, medical images, and 
weblogs. Business intelligence and analytics (BI&A) technologies allow decision-makers 
to analyze their historical data conveniently by utilizing analytical dashboards and ad-hoc 
queries without dealing with the underlying technical complexities (H. Chen et al., 2012). 
Recently, the advancements in IoT, smart devices, and social media have enabled data 
collection from disparate sources. The ability to collect voluminous and continuous data 
from various data sources led to the transition from traditional to big data (Mayer-
Schönberger & Cukier, 2014). Businesses seek competitive advantage by extracting 
knowledge from big data, but factors such as heterogeneous nature, volume, flow speed, 
and uncertainty complicate knowledge extraction. 

Many distributed models and architectures have emerged to handle the characteristics of 
the exponentially increasing amount of data. Companies that mainly operate on the 
Internet, such as Google, Twitter, and LinkedIn, largely support these platforms. They 
develop and utilize distributed platforms to increase their ability to store, process, and 
manage data from different heterogeneous sources (Gökalp et al., 2019). Furthermore, to 
expedite their development processes, these platforms have been open-sourced. Hence, 
open-source platforms have become the standard big data processing platforms 
(Davenport & Dyché, 2013). 

The availability of scalable big data technologies has given businesses opportunities to 
use big data to gain a competitive advantage. Businesses have started leveraging data 
science, which provides the fundamental principles that guide extracting knowledge from 
data (Provost & Fawcett, 2013). It spans many fields, including mathematics, statistics, 
and computer science. The concept recently attracted attention by both industry and 
academia with the availability of big data and distributed big data technologies. Related 
concepts such as machine learning, artificial intelligence (AI), and deep learning also 
gained their deserved attention. 
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2.2. Process Models for Data Science Projects 

To establish standards, both academia and the industry have created process models to 
carry out data science and related data analytics and data mining projects. Among these 
process models, the most successful methodology emerged from academia (Moreira et al., 
2018) is the KDD (Fayyad et al., 1996). The KDD process proposes a sequence of nine 
steps with possible backtracks. The process starts with learning the application domain 
and ends with using discovered knowledge in practice (Moreira et al., 2018). On the other 
hand, the CRISP-DM (Wirth & Hipp, 2000) is a highly adopted process model developed 
and used by the industry (Moreira et al., 2018). It proposes six sequential phases. The 
outcome of each phase determines the next step. Hence, like KDD, backtracks and 
iterations are common. The six phases are (1) business understanding, (2) data 
understanding, (3) data preparation, (4) modeling, (5) evaluation, and (6) deployment. 
Loops can occur between business understanding and data understanding, modeling and 
data preparation, and evaluation and business understanding. 

There are OSEMN (Mason & Wiggins, 2010), SEMMA (Azevedo & Santos, 2008), and 
the Team Data Science Process (TDSP) (Microsoft, 2020), among other process models. 
Understanding these models and adopting a suitable one is vital for building the right 
technological and organizational capabilities. Nevertheless, these process models 
essentially guide the execution of individual data science projects. To maximize the 
benefits, an organization must carry out multiple projects aligned with its strategies and 
harness the outcomes of its operations. Doing so requires an overarching data-driven 
decision-making focus throughout the organization. Therefore, successful adoption and 
diffusion of data-driven approaches also require organizational transformation (Mikalef, 
van de Wetering, et al., 2018). The following section distinguishes between traditional 
and data-driven organizations and provides background on data-driven organizational 
transformation. 

2.3. Data-Driven Organization and Data-Driven Organizational Transformation 

An organization is a stable, formal, and social structure that transforms resources into 
products and services. The information systems perspective also considers an organization 
a hierarchical structure with unique culture, rules, procedures, and routines (Laudon & 
Laudon, 2019). Informal arrangements occur among superiors, colleagues, and 
subordinates, and people develop attachments to their relationships. On the other hand, 
data-driven organizations base business decisions on insights extracted from data rather 
than intuitions, superiority, and arrangements. Hence, descriptive analytics, diagnostics, 
predictive analytics, and prescriptive analytics are the primary tools for deriving 
actionable insights from many unstructured raw data and realizing its business value 
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(Sivarajah et al., 2017). Moreover, being data-driven is not about leveraging data to 
understand the past with BI&A. It is a matter of understanding the organization’s future. 
It requires embracing recent data-driven approaches to reveal and tackle business 
problems even before they exist (McAfee & Brynjolfsson, 2012). 

There are four types of organizational change enabled by information technology: (1) 
automation, (2) rationalization, (3) redesign, and (4) paradigm shifts (Laudon & Laudon, 
2019). Paradigm shifts involve the highest complexity and risk but yield the highest return. 
Today, digital transformation is the trending paradigm shift as it reshapes many industries 
disrupting businesses. This phenomenon affects entire business models, segments, and 
functions. Companies unable to keep pace in this new world will face difficulties in the 
marketplace. One primary domain of digital transformation is data (Rogers, 2016). 
Traditionally, companies produced data with careful planning, mainly for evaluating, 
forecasting, and decision-making. With the rise of big data, most of the data available to 
any business today is unstructured and generated in large quantities without planning. 
Utilizing this data as a strategic asset is how a business differentiates itself in the market. 

Creating cross-functional and strategic business value from big data can trigger 
organizational transformation. Mikalef et al. (2018) point out that adopting and diffusing 
big data analytics necessitate organizational transformation. Accordingly, their research 
question contains the term “big data-driven organizational transformation.” Baesens et al. 
(2016) indicate that business transformation can occur due to insightful adoption and 
innovative applications of data science. Lastly, Wang et al. (2018) introduce a big data 
analytics-enabled transformation model and explain how big data analytics capabilities 
transform organizational practices. 

2.4. Challenges for Data-Driven Transforming Organizations 

Numerous studies focus on the challenges that data-driven transforming organizations 
face, primarily from the big data perspective. Davenport et al. (2010) introduce the Data-
Enterprise-Leadership-Targets-Analytics (DELTA) model in Analytics at Work. In this 
concept, D stands for data, E for enterprise, L for leadership, T for targets, and A for 
analysts. Academic studies such as (Lismont et al., 2017) and (Wahdain et al., 2019) use 
the DELTA model to describe the analytics success factors. Katal et al. (2013) lay out 
various challenges and issues while adopting big data technologies. These challenges are 
(1) privacy and security, (2) data access and sharing of information, (3) storage and 
processing issues, (4) analytical challenges, (5) skill requirements, and (6) technical 
challenges. Fosso Wamba et al. (2015) present the issues related to big data-enabled 
business value based on a systematic review and a longitudinal case study. The issues are 
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(1) data policies, (2) technology and techniques, (3) organizational change and talent, (4) 
access to data, and (5) industry structure. 

Kim and Park (2016) use the Analytic Hierarchy Process (AHP) method to investigate 
factors for big data usage in healthcare in Korea. They propose a research framework 
where the significant domains are data, organization, technology, and support. Sivarajah 
et al. (2017) investigate big data challenges confronted by organizations. The study 
presents a conceptual classification of data, process, and management challenges. Surbakti 
et al. (2019) use a systematic research method to examine big data usage factors and 
provide a research framework. They report the findings under (1) organizational aspects, 
(2) systems, tools, and technologies, and (3) people aspects themes. Lastly, Svensson and 
Taghavianfar (2020) reveal challenges organizations face in implementing a data-driven 
business in practice by conducting semi-structured interviews. They report the challenges 
in four categories: data, organization, decision-making, and management. 

2.5. Prebuilt Roadmaps in Literature 

Academia has produced prebuilt roadmaps to help organizations overcome data science 
challenges and fulfill data analytics goals. For example, Dutta and Bose (2015) develop a 
framework that provides organizations with a roadmap for conceptualizing, planning, and 
implementing big data projects. The framework comprises three phases: strategic 
groundwork, data analytics, and implementation. They conclude that, besides other 
factors, a big data project’s success is mainly determined by a well-planned roadmap, 
active involvement of top management, and data-driven decision-making culture. 

Mousannif et al. (2016) suggest a roadmap consisting of three phases: global strategy 
elaboration, implementation, and post-implementation. The implementation and post-
implementation phases cover the lifecycle of a big data project, while the global strategy 
elaboration phase seeks answers to the following questions: 

• Why a big data project? 
• What data to use? 
• Where to store and process data? 
• How to protect data? 

O’Donovan et al. (2016) offer a three-phase methodology to develop industrial data 
analytics capabilities. These phases are: (1) classifying teams and roles, (2) implementing 
the Information Technology (IT) architecture, and (3) applying the analytics process. Rane 
and Mishra (2018) follow a staged approach to introducing a roadmap for business 
analytics implementation in organizations. The stages are Discover, Innovate, Predict, 
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Perform, and Sustain (DIPPS). Through case studies, they found that deploying DIPPS 
increased the probability of achieving analytics goals. 

The academic literature acknowledges that reaching analytics goals depends on strategy, 
skills, partnership, culture, and leadership. However, as these studies focus on offering 
prebuilt roadmaps, they disregard the iterative nature of roadmaps and the benefits of 
carrying out roadmapping activities. To the best of our knowledge, there is no 
roadmapping methodology that aims to align different perspectives, such as strategy, data, 
technology, and organization, while fostering communication and consensus throughout 
the organization. Organizations benefit the most from the process of building a roadmap 
rather than the roadmap itself (Phaal & Muller, 2009). They realize full benefits while 
devising their roadmap and customizing the roadmapping process according to their 
context. The following section elaborates on the well-established TRM framework (Phaal 
et al., 2004a). 

2.6. Technology Roadmapping 

The technology roadmap is a time-based chart comprising the market, product, and 
technology layers (Phaal et al., 2004a). The middle layer of the roadmap, typically the 
products or services, links the firm's commercial and technological functions. As 
explained in the earliest published study in this domain (Willyard & McClees, 1987), 
Motorola used the product technology roadmap to provide managers with a 
comprehensive evaluation of technologies and a long-range view of future product needs. 
Willyard and McClees (1987) find that the value lies in developing the roadmap rather 
than the finished document as with any managerial tool. The roadmapping process enables 
the communication between business functions to eliminate misalignments, create a 
shared understanding, and build consensus. This is a flexible approach. Roadmaps take 
other forms to help with various situations, including business reconfiguration, process 
development, research network development, and sector foresight (Phaal et al., 2004b). 
Roadmapping is a scalable approach. It applies to firms, supplier networks, and entire 
industries, taking multiple forms (Phaal et al., 2013). 

There are several methods for developing a roadmap: expert-based, computer-based, and 
hybrid (Pora et al., 2020). Expert-based approaches rely on qualitative analysis, such as 
brainstorming and scenario analysis. For example, workshop-based fast-start methods 
enable rapid initiation of roadmapping, bringing together diverse participants to focus on 
immediate issues and quick wins (Phaal et al., 2013). The original T-Plan (Phaal et al., 
2004a) brings together medium-sized groups in four half-day workshops focusing on 
product-technology roadmapping. In comparison, the S-Plan (Phaal et al., 2007) 
assembles large groups in a one-or two-day workshop to explore and prioritize strategic 
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issues. Computer-based methods are built upon quantitative data analysis that utilizes 
large textual databases and other novel data sources (Pora et al., 2020). These approaches 
are useful when it is challenging to articulate practitioner knowledge in roadmapping 
workshops (Park et al., 2020). The best of both worlds is possible with a hybrid approach 
that can leverage quantitative evidence to support practitioner knowledge in roadmapping 
workshops (Park et al., 2020). Nevertheless, a universal roadmapping approach that fits 
all contexts does not exist (Pearson et al., 2020), so adaptations are indispensable. 

Despite its versatility, a one-size-fits-all approach is not appropriate for roadmapping. A 
successful application requires adaptation of the roadmap structure and roadmapping 
process to suit an organization’s particular purpose and context (Pearson et al., 2020; 
Phaal et al., 2013). Numerous studies in the literature acknowledge the importance of 
customization, and they propose customization approaches to guide organizations to start 
roadmapping initiatives. Kerr et al. (2019) customized the S-Plan reference process to a 
specific organizational context by introducing pre-workshop and post-workshop steps. Al-
Ali and Phaal (2019) introduced an agile roadmapping framework customized for digital 
transformation by integrating prototyping into the process. Souza et al. (2020) developed 
an agile roadmapping approach for digital start-ups, replacing workshops with small 
meetings with the help of digital software. Pearson et al. (2020) customized the 
methodology to guide agile and lean innovation and manage uncertainty and risk at a 
fusion start-up. The roadmap development process involved successive iterations to the 
roadmap every six months following the production of the first-pass roadmap aligned with 
the build-measure-learn cycles (Ries, 2011). 

Data is a fundamental asset for businesses to stay competitive; however, the literature 
lacks studies that consider data as a distinct perspective in TRM. Han and Geum (2020) 
introduce roadmaps that add a data layer as a functional link for planning smart service 
systems and illustrate data-integrated roadmap development based on ex-post analysis of 
case studies. However, their roadmap development process does not identify the required 
technologies according to data-related processes. Additionally, the roadmap architectures, 
particularly the data layers, do not cover the data lifecycle. 

2.7. Literature Summary and Knowledge Gaps 

The shift from traditional data to big unplanned data has created business opportunities. 
Businesses have leveraged data science to extract knowledge from data, and they have 
adopted well-established process models while doing so. While adopting a suitable 
process model helps build the right capabilities, diffusion of data-driven approaches 
requires organizational transformation. The literature investigates challenges that data-
driven transforming organizations face, mainly from the big data usage perspective. On 
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the other hand, data science spans multiple fields and leverages scalable big data 
technologies to tackle business problems. 

Academia offers prebuilt roadmaps to help businesses in their data-driven transformation 
journeys. In a nutshell, a roadmap is a time-based visual tool that provides managers 
comprehensive evaluation of technologies. As with any managerial tool, the businesses 
achieve real value while developing the roadmap rather than the roadmap itself. The 
process is called roadmapping, and it eliminates information asymmetries and develops a 
shared understanding. Roadmapping needs customization to suit a particular purpose and 
context. Despite data being a fundamental asset for businesses to stay competitive, the 
roadmapping literature lacks studies to plan organization-wide data assets and data science 
projects. Consequently, this study identifies the following knowledge gaps in the 
literature: 

1. The literature lacks a study that comprehensively identifies challenges that data-
driven transforming organizations face from the data science perspective. 

2. No roadmapping framework enables organizations to plan for organization-wide 
data assets and data science projects. 

3. There is no application of roadmapping that considers data in a separate layer 
linking different functions. 
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CHAPTER 3 

 

3 RESEARCH APPROACH 

 

3.1. Research Questions and Objectives 

This study aims to facilitate data-driven organizational transformations, acknowledging 
the need from data-disadvantaged and underachiever type organizations. Three research 
questions identifying the scope of this thesis are: 

1. What factors relate to the usage of data science in organizations? 

2. What challenges do organizations face on their journey to become data-driven 
considering the data science perspective? 

3. How should an organization build a holistic roadmap that blends strategical, data-
related, technological, and organizational perspectives to facilitate its data-driven 
organizational transformation? 

Accordingly, this study has the following objectives considering the research questions 
together with the knowledge gaps in the literature: 

1. To systematically identify and categorize the challenges that data-driven 
transforming organizations face from the data science perspective. 

2. To develop a roadmapping framework to help organizations overcome data 
science challenges and become data-driven. 

3. To apply the framework in organizational settings to validate the framework’s 
applicability and usefulness. 

3.2. Research Approach 

This study began by recognizing the need for a comprehensive approach for planning 
organization-wide data science projects and data assets while collaborating with industry 
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experts on data science projects. An SLR was conducted to determine the data science 
challenges organizations face while using data-driven approaches to create business value 
and confirm the need for a comprehensive approach. The research progressed based on 
the hypothesis that the widely adopted, flexible, and customizable TRM framework (Phaal 
et al., 2004a) could help organizations deal with data science challenges since numerous 
studies successfully applied the framework in various organizational contexts for different 
purposes. 

TRM is a flexible approach; however, a successful application requires tailoring to a 
particular situation (Phaal et al., 2013). The roadmap architecture and the roadmapping 
process must provide a framework for structuring knowledge. Some studies guide and 
facilitate customization activity (S. Lee & Park, 2005; Phaal et al., 2004b). However, this 
requirement makes it challenging for organizations to start such initiatives because they 
lack expertise in roadmapping. We follow the guidelines recommended by Phaal et al. 
(2004a) to tailor-make the roadmap architecture and the standard T-Plan according to 
context, architecture, and process, leveraging CRISP-DM and DOTS research framework. 

The resulting framework provides a complete methodology comprising the macro-and 
micro-level process models developed iteratively. Several experts who carried out 
interdisciplinary work in both industry and academia provided feedback during the 
development process. These experts work in data-disadvantaged or underachiever type 
organizations and match the roles in Table 23. They are aware of the need for 
organizational transformation. They have data science sector experience, and some also 
have software engineering experience. During the development process, the primary 
researcher's interaction with experts included guiding modifications, keeping logs, and 
facilitating workshops during the application. After the methodology was sufficiently 
mature, we adopted an action research approach to refine the framework and validate 
DSR's applicability and usefulness. Action research design is suitable when the research 
question is about understanding the process of change or improvement to learn from it 
(Coughlan & Coghlan, 2002). The underlying beliefs in action research designs are 
(Easterby-Smith et al., 2015): (1) The best way to learn about an organization is by 
attempting to change it, and (2) the people implementing these changes should become 
part of the research process itself. Accordingly, action research is appropriate for 
developing practical tools such as roadmapping that require working together on "live" 
management problems and challenges (Kerr et al., 2019). 

We applied the DSR methodology with a cross-disciplinary research group with sector 
experience and an oil and gas company to plan their future data science initiatives and 
their respective resources. Figure 1 depicts the research approach adopted while 
developing and iterating on DSR using a timeline. All meetings were recorded for 
evaluation purposes. We also kept journals capturing information and experiences. In both 
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iterations, we asked the participants questions Kerr and Phaal (2019) suggested and 
collected unstructured qualitative data about their roadmapping experience. We report the 
results and discuss the implications for research and practice in the respective sections.  

 

Figure 1: Research approach adopted in this thesis 
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CHAPTER 4 

 

4 DOTS RESEARCH FRAMEWORK 

 

4.1. The Need for a Systematic Approach 

As paradigm shifts, including digital transformation and Industry 4.0, are reshaping the 
competition, businesses try to create cross-functional and strategic business value from 
unplanned data (Rogers, 2016). However, they face numerous obstacles, leveraging data-
driven approaches. Numerous studies investigate these challenges considering the big data 
perspective (Section 2.4). On the other hand, the data science perspective is critical since 
data science leverages big data technologies to tackle business problems while spanning 
multiple fields. In an attempt to systematically identify all the challenges and provide 
directions for data-driven transforming organizations, this study applies systematic 
literature review method to answer the following research questions: 

• RQ1: What are the factors identified in the literature related to the usage of data 
science in organizations? 

• RQ2: In a broader sense, what are the challenges that organizations face on their 
journey to become data-driven? 

4.2. SLR Methodology 

4.2.1. Planning the Review 
To account for all relevant prior work and present results as valuable insights to 
researchers and practitioners, the systematic review method recommended by Tranfield et 
al. (2003) is used. This section elaborates on the planning, conducting, and reporting steps 
of the systematic review. 

This study begins with an extensive search for prior reviews on the subject topic. After 
the research gap is identified, in an iterative process, the review protocol is prepared, 
clarifying (1) the specific research questions, (2) the sample of studies, (3) the search 
strategy, and (4) the criteria for inclusion & exclusion of studies. The systematic search 
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comprises Scopus, Web of Knowledge, and IEEE Xplore electronic databases. Following 
search strings and rules are used during this process: 

1. In title, abstract, or keywords, at least one occurrence of the following keywords 
is demanded: (business* OR organi?ation* OR enterprise) 

2. In title, abstract, or keywords, at least one occurrence of the following keywords 
is asked for: (“data science” OR analytics) The keyword analytics spans other 
keywords like “data analytics”, “big data analytics”, “business analytics”, 
“business intelligence and analytics”. 

3. In all of the text, at least one occurrence of the following keyword is asked for: 
(“case stud*”). The focus is real case scenarios to increase the applicability of the 
study’s findings. 

4. Since this is a cross-disciplinary study, the subject area is limited to business, 
engineering, computer science, social science, and decision science. 

5. The document types are limited to journal articles, conference papers, and book 
chapters to put a threshold on quality. Conference proceedings are excluded only 
for the IEEE database. 

In the first pass, the inclusion and exclusion of studies are done based on the title. In the 
second pass, abstracts and keywords are examined. Among the criteria defined to 
minimize researcher bias, there are: 

1. Any study that explores factors related to the usage of data science in an 
organization is included. 

2. Any study that explores the challenges confronted by businesses trying to become 
data-driven organizations is included. 

3. All studies that focus on business intelligence & analytics, big data, and data 
analytics are included. 

4. Studies related to smart cities are excluded. 

An extended set of criteria is applied to the remaining sample considering abstract and 
keywords in the second pass. The full text is also considered if a decision cannot be made 
based on abstract and keywords. There are additional criteria: the article must be in 
English, and full text must be available. 
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4.2.2. Conducting the Review 
The search is done in the first quarter of 2019. At the end of stage one, 2,153 papers are 
found. At stage two, 557 articles are found relevant, applying the first set of criteria. At 
stage three, 288 articles remained, applying the second set of criteria. The remaining 
articles are extended through backward citations and articles that are assessed as crucial 
to this research. The diagram of the selection process is delineated in Figure 2. 

 

Figure 2: The study selection process [based on (Mikalef, Pappas, et al., 2018; Surbakti et al., 2019)] 

4.2.3. Reporting and Dissemination 
Synthesizing findings, factors (see RQ1), and challenges (see RQ2) are extracted from 
studies. In a bottom-up approach, similar factors and challenges are aggregated together. 
Broader categories started to appear, but it took several iterations and meetings to reach a 
consensus among researchers for these categories. Eventually, these categories are fit into 
four prominent themes, which are named “Data,” “Organization,” “Technology,” and 
“Strategy.” Accordingly, DOTS research framework is composed, titled after the initials 
of the four themes. 

4.3. DOTS Research Framework 

Upon aggregating factors influencing the usage of data science in organizations, four 
themes emerge. In the DOTS research framework, four pillars of a data-driven 
transformation are “Data,” “Organization,” “Technology,” and “Strategy.” Figure 3 
delineates the primary dimensions of each theme. The following subsections summarize 
each theme's key findings, accompanied by secondary dimensions and these dimensions' 
references. 
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Figure 3: Primary dimensions of DOTS themes 

4.3.1. Data Theme 
The data theme accounts for the data science lifecycle and data governance. The latter 
attempts to overcome data quality, sensitivity, security, reliability, accessibility, 
availability, and usability challenges (Ardagna et al., 2016b). It emphasizes master data 
management (L. K. W. Fernando & Haddela, 2017), well-defined standards and guidelines 
(Ardagna et al., 2016b), and metadata management (L. K. W. Fernando & Haddela, 2017). 
Some practical challenges in different phases of a data science process (for the CRISP-
DM) are as follows: 

• Business understanding: Organizations should identify valuable use cases while 
identifying the data objects that business functions should store and prioritize 
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(Pape, 2016). Since data science involves a degree of uncertainty, exploratory 
analysis of available data at this stage may lead to counterintuitive findings 
(Alexander & Lyytinen, 2017). 

• Data understanding: Accessing data may be a challenge if it requires other 
organizations' involvement. Data might be unavailable or proprietary (Golightly 
et al., 2018). 

• Data preparation: Every data source in a heterogeneous system may require a 
dedicated data collector (Derguech et al., 2014), and the level of detail (i.e., data 
granularity) can vary among data sources (Gopalkrishnan et al., 2012). 
Fragmented data across vendors, business functions, and services raise integration 
challenges (Malaka & Brown, 2015). 

• Modeling: The characteristics of data and modeling may necessitate the use of 
specific approaches. For example, a large-scale business analytics problem may 
force modelers to employ scalable and fault-tolerant mechanisms. Tool selection 
is a problem since many tools and application frameworks implement data 
analytics architecture components in a distributed system (Gökalp et al., 2019). 
Additional challenges include experimental tracking and code reusability (Google, 
2020). 

• Evaluation: It is challenging to examine the models' generalizability and validate 
their performance under different conditions since we create a model based on the 
available data. Furthermore, unlike software systems, systems with machine 
learning components are usually non-deterministic and may not reproduce the 
same results, making these systems challenging to test and verify (Ozkaya, 2020; 
Sculley et al., 2015). Moreover, only the proper representation of the data 
products, such as insights or recommendations to domain experts, increases the 
enterprise's analytics adoption (Daradkeh, 2019). 

• Deployment and maintenance: Models in production are usually ephemeral due 
to the context-dependent nature of data. Delivering production models requires 
automated training and validation steps performed manually by data scientists. A 
continuous delivery mechanism that leverages best practices, such as continuous 
integration and testing, is necessary. However, applying DevOps principles to 
artificial intelligence systems does not guarantee returns since AI systems differ 
from software systems (Google, 2020). 
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Figure 4: Secondary dimensions of data theme and number of articles that reference each secondary 
dimension 

Table 1: The definitions and references for the primary dimension: Data governance 

Secondary 
Dimension 

Definition and references 
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Data quality Data quality has several dimensions, including accuracy (error-free data), timeliness 
(up-to-date data), consistency (same format), and completeness (Hazen et al., 
2014). Poor data quality decreases the reliability of results and increases time spent 
in preprocessing. 

(Mikalef, Pappas, et al., 2018), (Liu & Shi, 2015), (Batra, 2017), (Rao et al., 2018), 
(Kowalczyk & Buxmann, 2015a), (S. Verma et al., 2018), (Amankwah-Amoah & 
Adomako, 2019), (Ardagna et al., 2016b), (F. Fernando & Engel, 2018), (Koronios 
et al., 2014), (Muhammad Habib ur et al., 2016), (Rikhardsson & Yigitbasioglu, 
2018), (Malaka & Brown, 2015), (Tucker et al., 2017), (Miller, 2018), (V. Grover et 
al., 2018), (Hee Yeong Kim et al., 2018a), (Kasim et al., 2012), (Pérez-González et 
al., 2019), (Seddon et al., 2017), (L. K. W. Fernando & Haddela, 2017), (M.-K. 
Kim & Park, 2016), (Dwivedi & Kulkarni, 2008), (Mounir et al., 2018), (Segooa & 
Kalema, 2018), (Lam et al., 2017), (Vidgen et al., 2017), (Khatri, 2016), 
(Kademeteme et al., 2017), (Lamba & Singh, 2018), (Ji-fan Ren et al., 2017), 
(Kowalczyk & Buxmann, 2015a), (Rubab et al., 2019), (Shanmuganathan, 2019), 
(Seddon & Constantinidis, 2012), (Hazen et al., 2017), (Lai et al., 2018), (Riungu-
Kalliosaari et al., 2017), (Zahid et al., 2018), (Janssen et al., 2017), (Baars & Ereth, 
2016), (Ramesh & Ramakrishna, 2018), (Lismont et al., 2017), (Baesens et al., 
2016), (Li et al., 2019) 

Sensitivity Security, privacy, and sensitivity challenges are highlighted when cloud computing 
is used to perform parallel processing on Big Data (Chaoui & Makdoun, 2017). 
Additional challenges include data loss, data breach, and data theft (Ardagna et al., 
2016b). 

(Banda & Ngassam, 2017), (Iqbal et al., 2018), (Liu & Shi, 2015), (Chong & Shi, 
2015), (Y. Wang, Kung, & Byrd, 2018), (S. Verma, 2017), (Kimble & Milolidakis, 
2015), (Koronios et al., 2014), (Al-Hakimi, 2017), (Gopalkrishnan et al., 2012), 
(Maleki et al., 2016), (Malaka & Brown, 2015), (Tucker et al., 2017), (Miller, 
2018), (V. Grover et al., 2018), (Sivarajah et al., 2017), (Roderick et al., 2017), 
(Hee Yeong Kim et al., 2018a), (Carter & Sholler, 2015), (Kasim et al., 2012), 
(Günther et al., 2017), (Bihl et al., 2016), (Coleman et al., 2016), (M.-K. Kim & 
Park, 2016), (Lamba & Singh, 2018), (Vo et al., 2017), (Schüll & Maslan, 2018), 
(Fromm et al., 2012), (Angelopoulos et al., 2016), (Goben & Raszewski, 2015), 
(Zahid et al., 2018), (Bygstad et al., 2019), (Li et al., 2019), (Atyeh et al., 2017) 

Existing data 
integration 

Since big data is collected from heterogeneous sources, the integration of data 
stored in different business divisions’ storage is a challenge. Data virtualization is 
an approach to provide encapsulated views for data stored in a heterogeneous set of 
data stores (Janković et al., 2018). 

(J. Y. Lee et al., 2017), (Batra, 2017), (Rao et al., 2018), (Phillips-Wren & 
Hoskisson, 2015), (Derguech et al., 2014), (Jose et al., 2017), (V. Grover et al., 
2018), (Shanks & Sharma, 2011), (Hee Yeong Kim et al., 2018a), (Phillips-Wren & 
Hoskisson, 2014), (Coleman et al., 2016), (M.-K. Kim & Park, 2016), (Mounir et 
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al., 2018), (Khatri, 2016), (Roy et al., 2014), (Aldea et al., 2018), (Bygstad et al., 
2019), (Baars & Ereth, 2016), (H. M. Chen, Schutz, et al., 2016) 

Meta-data 
management 

Proper meta-data should be implemented to support data preservation and re-use 
(Kasim et al., 2012). 

(J. Y. Lee et al., 2017), (Spruit & Sacu, 2015a), (Coleman et al., 2016), (L. K. W. 
Fernando & Haddela, 2017), (Khatri, 2016), (Vo et al., 2017), (Chung & Chung, 
2013), (Beheshti et al., 2018), (Baars & Ereth, 2016), (Ramesh & Ramakrishna, 
2018) 

Data lifecycle 
management 

Data lifecycle management is the process of managing data throughout its lifecycle 
from collection to ingestion, processing, archiving, and disposal (Y. Wang, Kung, 
& Byrd, 2018). 

(Maleki et al., 2016), (Hee Yeong Kim et al., 2018a), (Günther et al., 2017), (L. K. 
W. Fernando & Haddela, 2017), (Khatri, 2016), (Goben & Raszewski, 2015), 
(Baars & Ereth, 2016), (Li et al., 2019) 

Standards and 
guidelines 

There are legal issues with data analytics, such as accounting for intellectual 
properties. Well-defined and internationally recognized standards and guidelines 
can help with legal and regulatory compliance (Ardagna et al., 2016b). 

(S. Verma, 2017), (Kimble & Milolidakis, 2015), (Maleki et al., 2016), (Hee Yeong 
Kim et al., 2018a), (Günther et al., 2017), (Spruit & Sacu, 2015a), (Li et al., 2019) 

Availability The extent of readily available high-quality data increases data analytics benefits 
(Seddon et al., 2017). 

(Al-Hakimi, 2017), (Hee Yeong Kim et al., 2018a), (Carter & Sholler, 2015), (Lam 
et al., 2017), (Rubab et al., 2019), (Zahid et al., 2018) 

Accessibility Quality of data access affects traceability and analytics quality (Kowalczyk & 
Buxmann, 2015a). On the other hand, while proprietary data sets owned by 
organizations limit what questions can be asked, privileged access to data is a 
strong incentive to work for an organization (Carter & Sholler, 2015). 

(Iqbal et al., 2018), (Chong & Shi, 2015), (Gudfinnsson & Strand, 2018), (Lavalle 
et al., 2011) 

Data value As data is being created through social media and the Internet of Things, companies 
need to evaluate their data assets and quantify their value (Enders, 2018). 

(Baesens et al., 2016) 



25 

 

Usability Data usability may increase with a more compact description of the dataset 
(Ardagna et al., 2016b). 

Table 2: The definitions and references for the primary dimension: Development 

Secondary 
Dimension 

Definition and references 

Data analysis This activity collects programming models, algorithms, and techniques (e.g., 
machine learning, deep learning) to process, make sense of, and gain insights from 
data. 

(Mikalef, Pappas, et al., 2018), (J. Y. Lee et al., 2017), (Dittert et al., 2018), (Lu, 
2018), (Iqbal et al., 2018), (Liu & Shi, 2015), (Holsapple et al., 2014), (Derguech 
et al., 2014), (Arora & Malik, 2015), (Hazen et al., 2018), (Wu et al., 2016), (Choi 
et al., 2018), (Vashisht & Gupta, 2016), (Chong & Shi, 2015), (Y. Wang, Kung, & 
Byrd, 2018), (S. Verma, 2017), (F. Fernando & Engel, 2018), (Assunção et al., 
2015), (Sá et al., 2015), (J. Y. Lee et al., 2017), (Gopalkrishnan et al., 2012), 
(Maleki et al., 2016), (Huang et al., 2009), (Bedeley et al., 2018), (Y. Wang & 
Byrd, 2017), (H. Chen et al., 2012), (Mishra & Saini, 2016), (Alade, 2017), 
(Raffoni et al., 2018), (Nalchigar & Yu, 2018), (Malaka & Brown, 2015), (Sahu et 
al., 2017), (Nalchigar & Yu, 2017), (Sivarajah et al., 2017), (Roderick et al., 
2017), (Kasim et al., 2012), (Bihl et al., 2016), (Sangupamba Mwilu et al., 2016), 
(Zafeiropoulos et al., 2018), (Pérez-González et al., 2019), (Coleman et al., 2016), 
(Hamister et al., 2018), (Khatri, 2016), (Dutta & Bose, 2015), (Roy et al., 2014), 
(Newman et al., 2016), (Vo et al., 2017), (Chung & Chung, 2013), (Blake & 
Gabb, 2014), (Rubab et al., 2019), (Milosevic et al., 2016), (Laha, 2016), (Mowrer 
et al., 2017), (Goben & Raszewski, 2015), (Shanmuganathan, 2019), (Flath & 
Stein, 2018), (Gončarovs & Grabis, 2017), (Janssen et al., 2017), (K. Kim & Lee, 
2018), (Olszak, 2016), (Bi et al., 2016), (Duke & Ashraf, 2019) 

Data preparation Before analysis, a data preparation step is critical where data preprocessing 
techniques improve the quality of data. These techniques include but are not 
limited to noise reduction, outlier detection, and feature extraction (Muhammad 
Habib ur et al., 2016). 

(J. Y. Lee et al., 2017), (Iqbal et al., 2018), (Liu & Shi, 2015), (F. L. Wang, 
Rischmoller, Reed, et al., 2018), (Hazen et al., 2018), (Vashisht & Gupta, 2016), 
(S. Verma, 2017), (Assunção et al., 2015), (Nalchigar & Yu, 2018), (Nalchigar & 
Yu, 2017), (Sivarajah et al., 2017), (Sun et al., 2014), (Ordonez & Garcia-Garcia, 
2016), (Goben & Raszewski, 2015), (Gončarovs & Grabis, 2017), (Janssen et al., 
2017), (K. Kim & Lee, 2018), (Olszak, 2016) 

Parallel 
processing 

Parallel or distributed processing provides a high degree of flexibility by having 
the big dataset analyzed at the same time by multiple distributed processors (Choi 
et al., 2018). 
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(Rahman & Aldhaban, 2015), (Wu et al., 2016), (Mishra & Saini, 2016), (Brichni 
& Guedria, 2018a), (Kasim et al., 2012), (Zafeiropoulos et al., 2018), (Pérez-
González et al., 2019), (Gupta et al., 2013), (L. K. W. Fernando & Haddela, 
2017), (S. Shah et al., 2018), (Pusala et al., 2016), (Rubab et al., 2019), (Milosevic 
et al., 2016), (Rekha & Parvathi, 2015), (Bi et al., 2016), (H. M. Chen, Kazman, et 
al., 2016), (Ren et al., 2014) 

Tool selection There is an abundance of tools and application frameworks for every data 
analytics architecture component (Gokalp et al., 2016). Selecting the right tools 
and programming models helps prevent technical debt (Sculley et al., 2014). 

(Chong & Shi, 2015), (P. Grover & Kar, 2017), (Alade, 2017), (O’Donovan et al., 
2016), (Ricardo et al., 2008), (Sahu et al., 2017), (Bihl et al., 2016), 
(Zafeiropoulos et al., 2018), (Aho & Uden, 2014), (Gupta et al., 2013), (Coleman 
et al., 2016), (Schüritz et al., 2017), (Vidgen et al., 2017), (Rubab et al., 2019), 
(Atyeh et al., 2017) 

Model validation Data scientists need to provide reliable and relevant results (Riungu-Kalliosaari et 
al., 2017). After training a model, it is essential to evaluate it before putting the 
model into service (Gončarovs & Grabis, 2017). 

(H. M. Chen, Kazman, et al., 2016), (J. Y. Lee et al., 2017), (Spruit & Sacu, 
2015a), (Tao & Gao, 2016), (Baesens et al., 2016) 

Data ingestion For real-time data moving at high velocity (e.g., large-scale continuous sources 
such as event logs (Beheshti et al., 2018)), a fault-tolerant ingestion mechanism is 
necessary to get data from sources to processing. 

(Zahid et al., 2018), (Milosevic et al., 2016), (O’Donovan et al., 2016) 

Table 3: The definitions and references for the primary dimension: Data collection 

Secondary 
Dimension 

Definition and references 

Data acquisition Data acquisition is a complex problem since a massive amount of structured, 
semi-structured, and unstructured data is produced by heterogeneous sources 
(Chong & Shi, 2015). For every data source, the design of a dedicated data 
collector may be required (Derguech et al., 2014). 

(J. Y. Lee et al., 2017), (Lu, 2018), (Altarturi et al., 2018), (Liu & Shi, 2015), 
(Vashisht & Gupta, 2016), (Y. Wang, Kung, & Byrd, 2018), (S. Verma, 2017), 
(Sá et al., 2015), (Muhammad Habib ur et al., 2016), (Mishra & Saini, 2016), 
(Maturana & Asenjo, 2015), (Sahu et al., 2017), (Debortoli et al., 2010), 
(Sivarajah et al., 2017), (Roderick et al., 2017), (Kasim et al., 2012), (Pérez-
González et al., 2019), (Coleman et al., 2016), (Sun et al., 2014), (M.-K. Kim & 
Park, 2016), (Dwivedi & Kulkarni, 2008), (Mounir et al., 2018), (Brennan et al., 
2018), (Khatri, 2016), (Lamba & Singh, 2018), (Chung & Chung, 2013), (Rubab 
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et al., 2019), (C. K. M. Lee et al., 2015), (Watson, 2018), (Janković et al., 2018), 
(Goben & Raszewski, 2015), (Castellanos et al., 2017), (Tanwar et al., 2015), 
(Zahid et al., 2018), (Zhao et al., 2018), (Baars & Ereth, 2016), (Lavalle et al., 
2011), (Hartmann et al., 2016), (Olszak, 2016), (Gear et al., 1982), (H. M. Chen, 
Kazman, et al., 2016), (Atyeh et al., 2017) 

Data discovery Heterogeneous sources generate big data. Organizations can discover data 
passively by listening to social media and available tools or actively engaging 
customers and employees with technological platforms (Troisi et al., 2018) and 
crowdsourcing techniques. Accessing the data may be a challenge – it might 
require the manufacturer or supplier's involvement (Golightly et al., 2018). 

(Liu & Shi, 2015), (Kowalczyk & Buxmann, 2015a), (Phillips-Wren & Hoskisson, 
2015), (Derguech et al., 2014), (Kretzer et al., 2014a), (P. Grover & Kar, 2017), 
(Y. Wang, Kung, & Byrd, 2018), (Sá et al., 2015), (Jose et al., 2017), (Muhammad 
Habib ur et al., 2016), (Gopalkrishnan et al., 2012), (Nanjappan et al., 2017), 
(Maleki et al., 2016), (Edge et al., 2018), (Huang et al., 2009), (Božič & 
Dimovski, 2019), (H. Chen et al., 2012), (Mishra & Saini, 2016), (Nino et al., 
2015), (Tucker et al., 2017), (Hee Yeong Kim et al., 2018a), (Kasim et al., 2012), 
(Günther et al., 2017), (Spruit & Sacu, 2015a), (Mounir et al., 2018), (Khatri, 
2016), (Dutta & Bose, 2015), (N. Verma & Voida, 2016), (Vo et al., 2017), 
(Schüll & Maslan, 2018), (Watson, 2018), (Mowrer et al., 2017), (Goben & 
Raszewski, 2015), (Popovič et al., 2018), (Flath & Stein, 2018), (Riungu-
Kalliosaari et al., 2017), (Bygstad et al., 2019), (Janssen et al., 2017), (Hartmann 
et al., 2016), (Duke & Ashraf, 2019) 

New data 
integration 

Data is found in fragmented sources across vendors, business functions, tools, and 
services (Malaka & Brown, 2015). Integrating new data is vital before 
commencing further activities. 

(Lu, 2018), (Liu & Shi, 2015), (Kretzer et al., 2014a), (Vashisht & Gupta, 2016), 
(Chong & Shi, 2015), (Assunção et al., 2015), (Muhammad Habib ur et al., 2016), 
(Gopalkrishnan et al., 2012), (Nanjappan et al., 2017), (Maleki et al., 2016), 
(Božič & Dimovski, 2019), (Nino et al., 2015), (V. Grover et al., 2018), (Sivarajah 
et al., 2017), (Pérez-González et al., 2019), (Coleman et al., 2016), (Brennan et al., 
2018), (Chung & Chung, 2013), (Niño et al., 2016), (Zahid et al., 2018), (H. M. 
Chen, Kazman, et al., 2016) 

Data granularity As volume and diversity of data keep growing in some industries, the detail level 
also increases (Jose et al., 2017). In some cases, granularity varies among data 
sources (Gopalkrishnan et al., 2012). 

(F. L. Wang, Rischmoller, Reed, et al., 2018), (Günther et al., 2017) 

Data monitoring After the data is discovered, acquired, and integrated, a monitoring infrastructure 
is necessary (Huang et al., 2009). A change in the configuration in the source can 
make the acquisition and integration mechanism obsolete. 
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(Brennan et al., 2018) 

Table 4: The definitions and references for the primary dimension: Insights 

Secondary 
Dimension 

Definition and references 

Presentation Insights from data should be presented to domain analysts in the form of 
dashboards or reports (C. K. M. Lee et al., 2015). Useful visual representation of 
data with a friendly interface can increase the analytics adoption in the enterprise 
(Daradkeh, 2019). 

(Mikalef, Pappas, et al., 2018), (Golightly et al., 2018), (Liu & Shi, 2015), (F. L. 
Wang, Rischmoller, Reed, et al., 2018), (Phillips-Wren & Hoskisson, 2015), 
(Hazen et al., 2018), (Y. Wang, Kung, & Byrd, 2018), (S. Verma, 2017), 
(Assunção et al., 2015), (N. Shah et al., 2017), (Sá et al., 2015), (J. Y. Lee et al., 
2017), (Gopalkrishnan et al., 2012), (Maleki et al., 2016), (Edge et al., 2018), (Y. 
Wang & Byrd, 2017), (Rikhardsson & Yigitbasioglu, 2018), (Mishra & Saini, 
2016), (Alade, 2017), (Sahu et al., 2017), (Sivarajah et al., 2017), (Brichni & 
Guedria, 2018a), (Kasim et al., 2012), (Phillips-Wren & Hoskisson, 2014), (Bihl 
et al., 2016), (Pérez-González et al., 2019), (Coleman et al., 2016), (Lizotte-
Latendresse & Beauregard, 2018), (Hamister et al., 2018), (Magee et al., 2016), 
(Vidgen et al., 2017), (Khatri, 2016), (Dutta & Bose, 2015), (Vo et al., 2017), 
(Mowrer et al., 2017), (Endert et al., 2014), (Ghose & Dam, 2014), (Smuc et al., 
2008), (Ashraf & Khan, 2015), (Lavalle et al., 2011), (Olszak, 2016) 

Insights to action It is necessary to take timely action according to insights from data analytics 
(Mikalef, Pappas, et al., 2018). 

(Golightly et al., 2018), (Lu, 2018), (Liu & Shi, 2015), (Hazen et al., 2018), 
(Assunção et al., 2015), (Y. Wang & Byrd, 2017), (Sivarajah et al., 2017), (Pérez-
González et al., 2019), (Coleman et al., 2016), (Seddon et al., 2017), (Dutta & 
Bose, 2015), (Lamba & Singh, 2018), (Flath & Stein, 2018), (Janssen et al., 2017) 

Timeliness of 
results 

In the big data era, some high-speed data must be processed timely as the value of 
insights diminish over a short period. Therefore, analytics systems should provide 
information promptly (S. Verma et al., 2018). 

(Jose et al., 2017), (Maturana & Asenjo, 2015), (Tucker et al., 2017), (Trieu, 
2017), (G. Park et al., 2017) 

Table 5: The definitions and references for the primary dimension: Design 

Secondary 
Dimension 

Definition and references 

Architecture Architecture refers to the physical and logical views of information and databases 
(Lavalle et al., 2011) or a blueprint representing the system's fundamental 
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components and their interactions with each other (Sangupamba Mwilu et al., 
2016). 

(J. Y. Lee et al., 2017), (Zorrilla & García-Saiz, 2013), (Kridel & Dolk, 2013), (Y. 
Wang, Kung, & Byrd, 2018), (Sá et al., 2015), (Muhammad Habib ur et al., 2016), 
(O’Donovan et al., 2016), (Maturana & Asenjo, 2015), (Ereth & Baars, 2015), 
(Miller, 2018), (Zafeiropoulos et al., 2018), (Glissmann et al., 2012), (Spruit & 
Sacu, 2015a), (Dwivedi & Kulkarni, 2008), (Khatri, 2016), (Pusala et al., 2016), 
(Vo et al., 2017), (C. K. M. Lee et al., 2015), (Watson, 2018), (Angelopoulos et 
al., 2016), (Zahid et al., 2018), (Aldea et al., 2018), (Zhao et al., 2018), (Baars & 
Ereth, 2016), (H. M. Chen, Kazman, et al., 2016), (H.-M. Chen, Kazman, et al., 
2016) 

Framework Organizations can build or benefit from frameworks to understand best practices 
and techniques and reduce the required engineering effort (Zhu et al., 2016a). 

(Lu, 2018), (Yasin et al., 2018), (Llave, 2017), (Vera-Baquero et al., 2015), 
(Nalchigar & Yu, 2017), (Nalchigar & Yu, 2018), (Hee Yeong Kim et al., 2018a), 
(Sangupamba Mwilu et al., 2016), (Bhattacharya et al., 2009), (L. K. W. Fernando 
& Haddela, 2017), (Pape, 2016), (Nalchigar et al., 2014), (G. Park et al., 2017) 

Standards Enterprise-wide standards (for development processes, data acquisition, reporting, 
etc.) may be necessary (Spruit & Sacu, 2015b) to pay down avoid or settle data 
debt. 

(Zhu et al., 2016b), (Kretzer et al., 2014b), (Ardagna et al., 2016a), (Shanks et al., 
2012a), (O ’donovan et al., 2016), (Brichni & Guedria, 2018b), (Hee Yeong Kim 
et al., 2018b), (Ali et al., 2016a) 

Table 6: The definitions and references for the primary dimension: Requirements collection 

Secondary 
Dimension 

Definition and references 

Business case 
evaluation 

A thorough understanding of the business problem is vital (Dutta & Bose, 2015). 
Since data science projects deal with a degree of uncertainty (Riungu-Kalliosaari 
et al., 2017), exploratory analysis of available data at this stage may lead to 
counter-intuitive findings (Alexander & Lyytinen, 2017). 

(Altarturi et al., 2018), (Kowalczyk & Buxmann, 2015a), (Gopalkrishnan et al., 
2012), (Maleki et al., 2016), (Božič & Dimovski, 2019), (Vidgen et al., 2017), 
(Lakoju & Serrano, 2018), (Li et al., 2019) 

Requirements 
elicitation 

Requirements elicitation activity focuses on how to define the requirements of the 
resulting data analytics system. This activity becomes more complex as traditional 
software engineering methodologies may not be sufficient for implementing big 
data systems (Altarturi et al., 2018). 
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(Rohleder et al., 2014), (Batra, 2018), (Kretzer et al., 2014a), (Yasin et al., 2018), 
(Nalchigar & Yu, 2017), (Spruit & Sacu, 2015a), (Hazen et al., 2017), (Lavalle et 
al., 2011) 

Use case 
identification 

Organizations should identify valuable use cases before or in conjunction with 
checking available data sources (Yasin et al., 2018). 

(Power, 2015), (Golightly et al., 2018), (Rahman & Aldhaban, 2015), (Schüritz et 
al., 2017), (Altarturi et al., 2018), (Lavalle et al., 2011) 

Partnership with 
stakeholders 

In data-driven environments, stronger partnerships with customers and 
stakeholders lead to improved benefits (Zhan et al., 2018). 

(F. L. Wang, Rischmoller, Reed, et al., 2018), (Batra, 2017), (Rao et al., 2018), 
(Jose et al., 2017), (Dutta & Bose, 2015), (Truong & Dustdar, 2014), (Riungu-
Kalliosaari et al., 2017) 

Identification of 
data objects 

This activity is interested in the data items that business functions should store & 
prioritize (Pape, 2016) based on functional and non-functional requirements 
(Yasin et al., 2018). 

(Golightly et al., 2018), (Gopalkrishnan et al., 2012), (Glissmann et al., 2012), 
(Goben & Raszewski, 2015), (Gončarovs & Grabis, 2017), (Schuff et al., 2018) 

Table 7: The definitions and references for the primary dimension: Deployment 

Secondary 
Dimension 

Definition and references 

Delivery This activity is concerned with deploying the models to a production environment 
(Gončarovs & Grabis, 2017). 

(Golightly et al., 2018), (H. M. Chen, Kazman, et al., 2016), (J. Y. Lee et al., 
2017), (Dutta & Bose, 2015), (Riungu-Kalliosaari et al., 2017) 

 

4.3.2. Organization Theme 
To create sustainable value with data-driven approaches, an organization needs various 
skills in many fields, such as data science, big data, and software engineering. Data 
scientists who build exploratory models on data are not as experienced as software 
engineers when building production services (Google, 2020). Additionally, there is likely 
an expertise gap between the analytics unit and business functions. One owns 
programmers who have the knowledge and experience in data science, while the other has 
domain specialists with expertise and in-depth knowledge in a particular domain (Gokalp 
et al., 2016). IT personnel should be capable of deploying and configuring distributed 
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systems, storage solutions, and programming environments. Social skills, such as 
storytelling (Knaflic, 2015), play a critical role in communicating analytics results and 
relevant data products to end-users. Project management skills should support the iterative 
development process to mitigate risks while managing scope and expectations (Batra, 
2017). The human resources department should develop strategies to acquire and retain a 
workforce if there is a shortage of cloud computing, big data, and data science skills in 
the market. For example, an easier way to retain data scientists is to make them work on 
exciting problems (Vidgen et al., 2017). 

Adopting big data analytics necessitates an organizational transformation (Mikalef, van 
de Wetering, et al., 2018). Such a transformation usually involves changing the 
organization’s structure and culture. For example, the organization can deploy analytics 
teams in different modes: centralized, a center of excellence, local, or hybrid (Lismont et 
al., 2017). Choosing the right one depends heavily on the organizational context. Since 
building systems with machine learning components involve risks, success also rests on a 
suitable culture whose traits are experimentation, continuous learning, data literacy, trust, 
and openness (Anderson, 2015). 

Top management must lead the changing processes and practices through transformation 
(Golightly et al., 2018). Senior executives should override their intuition when evidence 
obtained from data analytics shows quite the opposite (Anderson, 2015). In data-driven 
environments where all units are supposed to share data, a shared understanding among 
stakeholders is critical, and leadership is necessary to manage conflicts (Batra, 2017). 
Finally, models do not make decisions but provide actionable insights to decision-makers 
to do so. Decisions based on models to gain insights for ill-intended purposes are not 
helpful (Hazen et al., 2018). 
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Figure 5: Secondary dimensions of organization theme and number of articles that reference each secondary 
dimension 

Table 8: The definitions and references for the primary dimension: Expertise 

Secondary 
Dimension 

Definition and references 

Data science 
expertise 

Data science expertise refers to the analytical, statistical, and hacking knowledge 
and skills of people in the organization (Chatfield et al., 2014). 

(Mikalef, Pappas, et al., 2018), (Golightly et al., 2018), (Iqbal et al., 2018), (Liu & 
Shi, 2015), (F. L. Wang, Rischmoller, Reed, et al., 2018), (Ramanathan et al., 
2017), (Kridel & Dolk, 2013), (S. Verma, 2017), (Koronios et al., 2014), 
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(Krishnamoorthi & Mathew, 2018), (Božič & Dimovski, 2019), (H. Chen et al., 
2012), (Malaka & Brown, 2015), (Tucker et al., 2017), (Miller, 2018), (Shanks & 
Sharma, 2011), (Brichni & Guedria, 2018a), (Aho & Uden, 2014), (Coleman et 
al., 2016), (Schüritz et al., 2017), (Akter et al., 2016), (Cegielski & Jones-Farmer, 
2016), (Vidgen et al., 2017), (Lamba & Singh, 2018), (J. S. Saltz & Grady, 2017), 
(Garmaki et al., 2016), (Mikalef, Giannakos, et al., 2018), (Popovič et al., 2018), 
(Koelbl et al., 2018), (Baškarada & Koronios, 2017), (Schuff et al., 2018), (Trieu, 
2017), (Ramesh & Ramakrishna, 2018), (Lismont et al., 2017) 

Other expertise Other expertise includes domain expertise, business expertise, and project 
management expertise. 

(Zorrilla & García-Saiz, 2013), (Liu & Shi, 2015), (F. L. Wang, Rischmoller, 
Reed, et al., 2018), (Batra, 2017), (Rao et al., 2018), (Kowalczyk & Buxmann, 
2015a), (Kridel & Dolk, 2013), (Wamba et al., 2017), (Koronios et al., 2014), 
(Shanks et al., 2012b), (Božič & Dimovski, 2019), (H. Chen et al., 2012), (Miller, 
2018), (Debortoli et al., 2010), (Roderick et al., 2017), (Carter & Sholler, 2015), 
(Chatfield et al., 2014), (Aho & Uden, 2014), (Coleman et al., 2016), (Akter et al., 
2016), (Cegielski & Jones-Farmer, 2016), (Vidgen et al., 2017), (Mowrer et al., 
2017), (Garmaki et al., 2016), (Mikalef, Giannakos, et al., 2018), (Koelbl et al., 
2018), (Baškarada & Koronios, 2017), (Smuc et al., 2008), (K. Kim & Lee, 2018) 

Big data expertise Big data expertise refers to the skills required to process data in a distributed 
fashion. 

(Mikalef, Pappas, et al., 2018), (Iqbal et al., 2018), (Amankwah-Amoah & 
Adomako, 2019), (Wamba et al., 2017), (Ardagna et al., 2016b), (S. Verma, 
2017), (F. Fernando & Engel, 2018), (Koronios et al., 2014), (Al-Hakimi, 2017), 
(Malaka & Brown, 2015), (Debortoli et al., 2010), (V. Grover et al., 2018), 
(Dubey & Gunasekaran, 2015), (Coleman et al., 2016), (Lamba & Singh, 2018), 
(Schüll & Maslan, 2018), (Mowrer et al., 2017), (Garmaki et al., 2016), (Mikalef, 
Giannakos, et al., 2018), (Aldea et al., 2018), (Adrian et al., 2017) 

Capabilities Organizational capabilities are a collection of routines purposely built by focusing 
on complex interactions. The resource-based view posits that organizations 
achieve a competitive advantage based on the capabilities under their control. In 
contrast, the dynamic capabilities view posits firms achieve that advantage by 
adapting to changing environments (Mikalef, Pappas, et al., 2018). 

(Miller, 2018), (V. Grover et al., 2018), (Seddon et al., 2017), (Raguseo & Vitari, 
2018), (Ji-fan Ren et al., 2017), (Bekmamedova & Shanks, 2014), (Kurniawati et 
al., 2013), (Popovič et al., 2018), (Shanks et al., 2010), (Cao et al., 2019), (Seddon 
& Constantinidis, 2012), (Y. Wang & Hajli, 2017), (Shuradze & Wagner, 2016), 
(Shanks & Bekmamedova, 2012a), (D. Q. Chen et al., 2015), (Sena et al., 2019) 
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Social skills In addition to technical skills, softer skills (e.g., communication, story-telling) 
play a role when the analytics process and its products are communicated to end-
users (Khachatryan & Karst, 2017). 

(Mikalef, Pappas, et al., 2018), (Liu & Shi, 2015), (Batra, 2018), (Koronios et al., 
2014), (H. Chen et al., 2012), (Willcocks et al., 2012), (Tucker et al., 2017), 
(Chatfield et al., 2014), (Thirathon et al., 2018), (Magee et al., 2016), (Vidgen et 
al., 2017), (J. S. Saltz et al., 2016), (Endert et al., 2014), (Baškarada & Koronios, 
2017), (Riungu-Kalliosaari et al., 2017) 

IT competence The firm should possess personnel capable of deploying and configuring 
necessary platforms and services such as cloud computing, storage solutions, and 
programming environments. 

(Mikalef, Pappas, et al., 2018), (Golightly et al., 2018), (Liu & Shi, 2015), 
(Ramanathan et al., 2017), (Batra, 2018), (Wamba et al., 2017), (Koronios et al., 
2014), (H. Chen et al., 2012), (Willcocks et al., 2012), (Miller, 2018), (Debortoli 
et al., 2010), (Pérez-González et al., 2019), (Cegielski & Jones-Farmer, 2016), 
(Garmaki et al., 2016), (Baškarada & Koronios, 2017) 

Training Significant returns on big data are not possible without appropriate training 
(Dubey & Gunasekaran, 2015). On the other hand, data scientists should be aware 
of the term continuous learning, in which they iteratively gain an understanding of 
the business problem and application domain (Riungu-Kalliosaari et al., 2017). 

(Phillips-Wren & Hoskisson, 2015), (Tan & Haji, 2017), (N. Shah et al., 2017), 
(Maleki et al., 2016), (Malaka & Brown, 2015), (Brichni & Guedria, 2018a), (Hee 
Yeong Kim et al., 2018a), (Günther et al., 2017), (Phillips-Wren & Hoskisson, 
2015), (Schüritz et al., 2017), (Carillo, 2017), (Alexander & Lyytinen, 2017), 
(Giacumo et al., 2018) 

Knowledge 
management 

Capturing and maintaining knowledge about the complexity of solutions, analysis, 
and underlying IT resources is critical for the long-term utilization of analytics 
results (Golightly et al., 2018). 

(Depeige & Doyencourt, 2015), (Kretzer et al., 2014a), (Gunasekaran et al., 2017), 
(Koronios et al., 2014), (Gudfinnsson & Strand, 2018), (Tucker et al., 2017), 
(Bhimani & Willcocks, 2014), (Spruit & Sacu, 2015a), (Schüritz et al., 2017), 
(Intezari & Gressel, 2017), (Kamoun-Chouk et al., 2017), (Janssen et al., 2017), 
(Del Vecchio et al., 2018) 

Consultancy Data analytics consulting services can be provided by consulting firms (Iqbal et 
al., 2018) or academia. 

(H. M. Chen, Kazman, et al., 2016), (Bhimani & Willcocks, 2014), 
(Bekmamedova & Shanks, 2014), (H. M. Chen, Schutz, et al., 2016) 



35 

 

Expertise gap The expertise gap is prominent in managerial thinking and domain knowledge that 
data scientists should possess (Mikalef, Giannakos, et al., 2018). 

(Kowalczyk & Buxmann, 2015a), (Kridel & Dolk, 2013), (Riungu-Kalliosaari et 
al., 2017) 

Case study 
development 

Development of internal (& incorporation of external) representative case studies 
and success stories can be stimulating and trend-setting for organizations (Iqbal et 
al., 2018). 

(Rikhardsson & Yigitbasioglu, 2018), (Coleman et al., 2016), (Zimmermann et al., 
2016) 

Table 9: The definitions and references for the primary dimension: Organizational culture 

Secondary 
Dimension 

Definition and references 

Nature of 
decision-making 
processes 

Models do not make decisions but provide insights to decision-makers to do so. 
Decisions based on models used to gain insight on ill-intended problems would 
not be useful (Hazen et al., 2018). Besides, decisions should not be based on 
superiority or experience. They should instead be fact-based decisions aligned 
with business goals (Giacumo et al., 2018). 

(Power, 2015), (Kowalczyk & Buxmann, 2015a), (Wamba et al., 2017), (S. 
Verma, 2017), (Kowalczyk & Buxmann, 2014), (Krishnamoorthi & Mathew, 
2018), (V. Grover et al., 2018), (King, 2016), (Plomp, 2017), (Thirathon et al., 
2018), (Cao & Duan, 2017), (Intezari & Gressel, 2017), (Zimmermann et al., 
2016), (N. Verma & Voida, 2016), (Kowalczyk & Buxmann, 2015b), (Popovič et 
al., 2018), (Koelbl et al., 2018), (Jaklič et al., 2018), (Grund & Meier, 2016), 
(Shanks & Bekmamedova, 2012a), (Lavalle et al., 2011) 

Organizational 
change 

There are several factors to accomplish and sustain organizational change (N. 
Shah et al., 2017). This activity is related to organizational learning, 
organizational readiness (Giacumo et al., 2018), organizational inertia, and new 
knowledge diffusion (Mikalef, van de Wetering, et al., 2018). 

(Mikalef, Pappas, et al., 2018), (Shanks & Bekmamedova, 2012b), (Ramanathan 
et al., 2017), (Phillips-Wren & Hoskisson, 2015), (Brock & Khan, 2017), 
(Gunasekaran et al., 2017), (Al-Hakimi, 2017), (Božič & Dimovski, 2019), (V. 
Grover et al., 2018), (Phillips-Wren & Hoskisson, 2014), (Seddon et al., 2017), 
(Ahmad et al., 2016), (Lam et al., 2017), (Vidgen et al., 2017), (Brennan et al., 
2018), (Caesarius & Hohenthal, 2018), (Koelbl et al., 2018), (Seddon & 
Constantinidis, 2012), (Fosso Wamba et al., 2015), (D. Q. Chen et al., 2015) 

Organizational 
values 

Values are organizational norms, values, and behavioral patterns resulting in 
systematic ways of analyzing data and making insights available for the right 
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audience (Krishnamoorthi & Mathew, 2018). Goals-first, trusting questioning, and 
iterative approaches are valuable in the data-driven paradigm (Anderson, 2015). 

(Batra, 2017), (N. Shah et al., 2017), (Tucker et al., 2017), (Spruit & Sacu, 2015a), 
(Al-Hitmi & Sherif, 2018), (Brennan et al., 2018), (Bekmamedova & Shanks, 
2014), (Jaklič et al., 2018) 

Employee 
attitudes 

Employees as individuals are directly dependent upon themselves to accomplish 
organizational transformation (N. Shah et al., 2017). 

(Golightly et al., 2018), (S. Verma et al., 2018), (Brock & Khan, 2017), 
(Gunasekaran et al., 2017), (Carter & Sholler, 2015), (Al-Hitmi & Sherif, 2018), 
(Mushore & Kyobe, 2017), (Daradkeh, 2019) 

Transparency Organizations should be transparent about how data is used to generate trust 
(Vidgen et al., 2017). 

(Batra, 2017), (Kretzer et al., 2014a), (Gopalkrishnan et al., 2012), (Fosso Wamba 
et al., 2015) 

Table 10: The definitions and references for the primary dimension: Project management 

Secondary 
Dimension 

Definition and references 

Agile techniques Companies routinely launch new products as quickly as possible, gather feedback, 
and quickly relaunch in an iterative cycle. In data-driven environments, feedback 
from stakeholders can be collected quickly (Zhan et al., 2018). Hence agile 
techniques can be incorporated into data-driven workflows easily. 

(Golightly et al., 2018), (Liu & Shi, 2015), (F. L. Wang, Rischmoller, Reed, et al., 
2018), (Batra, 2017), (Batra, 2018), (Sharma et al., 2017), (Rao et al., 2018), 
(Koronios et al., 2014), (Willcocks et al., 2012), (Ereth & Baars, 2015), 
(Kisielnicki & Misiak, 2016), (Shcherbakov et al., 2014), (Vidgen et al., 2017), 
(Paschke, 2016), (Koch & Peters, 2017), (Fabijan et al., 2017), (Serrato & 
Ramirez, 2016), (Gončarovs & Grabis, 2017), (Smuc et al., 2008), (Riungu-
Kalliosaari et al., 2017), (Fosso Wamba et al., 2015), (Ramesh & Ramakrishna, 
2018), (J. S. Saltz & Shamshurin, 2018), (H. M. Chen, Kazman, et al., 2016) 

Methodology Methodology refers to proper planning, process definition, or roadmap for 
developing data science capabilities in organizations. 

(Belfo & Andreica, 2018), (Dittert et al., 2018), (J. Saltz et al., 2017), (Ghabri et 
al., 2018), (Sharma et al., 2017), (Rao et al., 2018), (Kridel & Dolk, 2013), (H. M. 
Chen, Kazman, et al., 2016), (Nino et al., 2015), (O’Donovan et al., 2015), 
(Hindle & Vidgen, 2018), (Spruit & Sacu, 2015a), (Bhattacharya et al., 2009), 
(Shcherbakov et al., 2014), (Dutta & Bose, 2015), (Rane & Mishra, 2018), 
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(Gončarovs & Grabis, 2017), (Schuff et al., 2018), (Zahid et al., 2018), (Nalchigar 
& Yu, 2013), (Ramesh & Ramakrishna, 2018), (Braganza et al., 2017) 

Constraints Constraints can be budget, schedule, quality, and other novelty and complexity 
factors (Batra, 2018). 

(Miller, 2018), (S. Shah et al., 2018) 

Risk management This activity copes with identifying, monitoring, and controlling risk (Rekha & 
Parvathi, 2015). Given the complexity of data science projects, risk management 
should be implemented as part of the organization's project management. 

(Golightly et al., 2018), (Batra, 2018) 

Process quality High-quality processes are essential for the success of data science initiatives. For 
example, Malaka and Brown (Malaka & Brown, 2015) report, participants in their 
case study main business challenge to the adoption of big data analytics arises 
from unclear communication channels, unclear distribution of data within the 
organization, and the unclear process of getting data into a big data solution., 

(Spruit & Sacu, 2015a), (Cao & Duan, 2017), (Tao & Gao, 2016) 

Table 11: The definitions and references for the primary dimension: Managerial issues 

Secondary 
Dimension 

Definition and references 

Top management 
commitment 

Senior people (especially at the top) must support the delivery of technology and 
lead the changing processes and practices (Golightly et al., 2018). 

(Mikalef, Pappas, et al., 2018), (Shanks & Bekmamedova, 2012b), (Batra, 2017), 
(Ramanathan et al., 2017), (Batra, 2018), (Rao et al., 2018), (Phillips-Wren & 
Hoskisson, 2015), (F. Fernando & Engel, 2018), (Gunasekaran et al., 2017), (N. 
Shah et al., 2017), (Koronios et al., 2014), (Al-Hakimi, 2017), (Krishnamoorthi & 
Mathew, 2018), (Shanks et al., 2012b), (Miller, 2018), (Phillips-Wren & 
Hoskisson, 2014), (Spruit & Sacu, 2015a), (Jobs et al., 2016), (Lamba & Singh, 
2018), (Schüll & Maslan, 2018), (Popovič et al., 2018), (Koelbl et al., 2018), 
(Barahona et al., 2016), (Seddon & Constantinidis, 2012), (Lai et al., 2018), 
(Shanks & Bekmamedova, 2012a), (Ramesh & Ramakrishna, 2018), (D. Q. Chen 
et al., 2015) 

Corporate 
governance 

Corporate governance is concerned with specifying accountability and decision 
rights to ensure that value is obtained from IT investments (Shanks et al., 2012b). 

(S. Verma, 2017), (V. Grover et al., 2018), (Hee Yeong Kim et al., 2018a), 
(Lamba & Singh, 2018), (Koelbl et al., 2018), (Mikalef, Pappas, et al., 2018), (Yu 
et al., 2012), (Ramesh & Ramakrishna, 2018) 
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Collaboration 
with data 
scientists 

Collaboration among analysts and decision-makers is key to creating a value chain 
(Janssen et al., 2017). Higher quantitative skills of managers and particular soft 
interaction skills of analysts create an incentive for managers to make analytics-
based decisions (Thirathon et al., 2018). 

(Kowalczyk & Buxmann, 2015a), (Kowalczyk & Buxmann, 2015b), (Bygstad et 
al., 2019) 

Coordination Actions should be taken to create a shared vision within the enterprise and ensure 
coordination between different silos or business units. Coordination is crucial for 
data-driven environments where all units are supposed to be sharing data (Batra, 
2017). 

(Wamba et al., 2017), (Akter et al., 2016), (Riungu-Kalliosaari et al., 2017) 

Ethics Dishonesty, deception, lack of intellectual integrity, and failure to exercise 
judgment have implications for the information systems discipline (Pauleen et al., 
2017). 

(Vidgen et al., 2017), (Angelopoulos et al., 2016) 

Table 12: The definitions and references for the primary dimension: Organizational structure 

Secondary 
Dimension 

Definition and references 

Organizational 
setup 

Organizational setup is concerned with the way communities and teams are 
formed for reasoning, decision making, development, and other activities. For 
example, a centralized analytics team can offer economies of scale and scope 
(Lismont et al., 2017). 

(Mikalef, Pappas, et al., 2018), (Sharma et al., 2017), (O’Donovan et al., 2015), 
(Debortoli et al., 2010), (Shanks & Sharma, 2011), (Roderick et al., 2017), (Ereth, 
2018), (Günther et al., 2017), (Spruit & Sacu, 2015a), (Coleman et al., 2016), 
(Vidgen et al., 2017), (J. S. Saltz et al., 2016), (Baškarada & Koronios, 2017), 
(Bygstad et al., 2019) 

Collaboration 
across 
organization 

Collaboration across the organization, such as creating consistent shared 
standardized reports and data repositories, can accelerate the core business's 
ability to perform a full range of analytics (Shanmuganathan, 2019). 

(Zhan et al., 2018), (Batra, 2017), (Kowalczyk & Buxmann, 2015a), (N. Shah et 
al., 2017), (Koronios et al., 2014), (Gopalkrishnan et al., 2012), (Božič & 
Dimovski, 2019), (Tucker et al., 2017), (Vidgen et al., 2017), (Dutta & Bose, 
2015), (Alexander & Lyytinen, 2017), (Pickering, 2013) 
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Organization size Start-ups, small and medium-sized enterprises, and larger firms may possess and 
need different analytics competencies and resources (Amankwah-Amoah & 
Adomako, 2019). 

(Tan & Haji, 2017), (Llave, 2017), (Gudfinnsson & Strand, 2018), (Thirathon et 
al., 2018), (Coleman et al., 2016), (S. Shah et al., 2018), (Trieu, 2017), (Hartmann 
et al., 2016) 

Level of 
autonomy 

Greater independence and autonomy for teams can play an essential role in 
stimulating innovation (Zhan et al., 2018). 

(Batra, 2017), (Shanks & Sharma, 2011), (Shcherbakov et al., 2014) 

Center of 
excellence 

Analytics competency centers are considered a practical approach to deal with the 
shortage of analytical skills, housing expertise, and providing service to business 
units (Günther et al., 2017). 

(Schüritz et al., 2017), (Lismont et al., 2017) 

Vertical structure Ever the last decade, horizontal rather than vertical structures are gaining 
acceptance in organizations (Lamba & Singh, 2018). 

(Amankwah-Amoah & Adomako, 2019) 

Table 13: The definitions and references for the primary dimension: HR Management 

Secondary 
Dimension 

Definition and references 

Defining roles 
and 
responsibilities 

This activity aims to define the roles and responsibilities such as deep knowledge 
analyst, data-savvy user, technology support specialist, and data science researcher 
(Cegielski & Jones-Farmer, 2016). In this context, DataOps is an emerging 
discipline that takes cues from DevOps that aims to improve quality, speed, and 
collaboration in data-driven environments (Ereth, 2018). 

(Golightly et al., 2018), (Altarturi et al., 2018), (Kowalczyk & Buxmann, 2015a), 
(H. M. Chen, Kazman, et al., 2016), (N. Shah et al., 2017), (Maleki et al., 2016), 
(J. Saltz et al., 2017), (Koelbl et al., 2018), (Baškarada & Koronios, 2017), 
(Riungu-Kalliosaari et al., 2017), (Zahid et al., 2018), (Bygstad et al., 2019), 
(Zhao et al., 2018), (H.-M. Chen, Kazman, et al., 2016) 

Acquiring talent There exists a skills shortage for cloud computing, big data, and data science skills 
(Willcocks et al., 2012). Organizations have to develop strategies to acquire talent 
in such an environment to develop the necessary expertise. 

(Koronios et al., 2014), (Günther et al., 2017), (Coleman et al., 2016), (Vidgen et 
al., 2017), (H. M. Chen, Schutz, et al., 2016) 
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Retention strategy Once acquired, organizations need to retain their workforce. For example, data 
scientists are retained if given exciting problems and have career paths (Vidgen et 
al., 2017). 

(Willcocks et al., 2012), (Giacumo et al., 2018) 

Performance 
management 

Performance management is the process of discovering crucial human 
performance gaps and designing & implementing cost-effective & ethically 
justifiable interventions to close these gaps (Giacumo et al., 2018). 

 

4.3.3. Technology Theme 
The technology architecture must meet requirements such as timely response, flexibility, 
scalability, and multi-tenancy (Maturana & Asenjo, 2015). Open-source tools and 
platforms make data analytics technologies more accessible to organizations (Rao et al., 
2018), but the configuration and orchestration of various distributed technologies are 
complicated. There is an abundance of open-source tools and application frameworks for 
processing big data (Gökalp et al., 2019). Organizations should build their technology 
architecture with suitable technologies that satisfy data science requirements. 

Ensuring security and privacy is particularly critical when dealing with sensitive data. Due 
to regulations, there are industries where it may be risky to store sensitive data on the 
public cloud. In this case, setting up and managing on-premises resources is a viable 
option. Organizations should still be aware of architecture and infrastructure lock-in in all 
setups (Pérez-González et al., 2019) and the IT debt associated with changing the 
underlying technologies while the operations persist. 

 

Figure 6: Secondary dimensions of technology theme and number of articles that reference each secondary 
dimension 
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Table 14: The definitions and references for the primary dimension: Software management 

Secondary 
Dimension 

Definition and references 

Development 
tools 

Development tools include storage platforms such as Hadoop Distributed File 
System (Rubab et al., 2019), big data processing tools such as Spark, 
programming languages such as Python, machine learning libraries such as 
BigML, and source code management platforms such as GIT (Zahid et al., 2018). 

(Batra, 2017), (Ramanathan et al., 2017), (Kridel & Dolk, 2013), (Wu et al., 
2016), (Ardagna et al., 2016b), (Choi et al., 2018), (Chong & Shi, 2015), (P. 
Grover & Kar, 2017), (S. Verma, 2017), (F. Fernando & Engel, 2018), (H. M. 
Chen, Kazman, et al., 2016), (Assunção et al., 2015), (Muhammad Habib ur et al., 
2016), (Nanjappan et al., 2017), (Maleki et al., 2016), (Krishnamoorthi & 
Mathew, 2018), (Bedeley et al., 2018), (Y. Wang & Byrd, 2017), (Božič & 
Dimovski, 2019), (Alade, 2017), (Ricardo et al., 2008), (Sahu et al., 2017), 
(Brichni & Guedria, 2018a), (Hee Yeong Kim et al., 2018a), (Bihl et al., 2016), 
(Zafeiropoulos et al., 2018), (Rosenthal et al., 2015), (Spruit & Sacu, 2015a), 
(Gupta et al., 2013), (Cegielski & Jones-Farmer, 2016), (Khatri, 2016), (Pusala et 
al., 2016), (Roy et al., 2014), (Vo et al., 2017), (Chung & Chung, 2013), 
(Milosevic et al., 2016), (Janković et al., 2018), (Convertino & Echenique, 2017), 
(Rekha & Parvathi, 2015), (Ali et al., 2016b), (Schuff et al., 2018), (Zhao et al., 
2018), (Ramesh & Ramakrishna, 2018), (Lavalle et al., 2011), (G. Park et al., 
2017), (H.-M. Chen, Kazman, et al., 2016) 

Open-source Open-source platforms make data analytics technologies more accessible to 
organizations with fewer resources, and they enhance agility by solution 
experimentation (Rao et al., 2018). Hence, open-source has become the de-facto 
processing platform for big data (Davenport & Dyché, 2013). 

(Wu et al., 2016), (H. M. Chen, Kazman, et al., 2016), (N. Shah et al., 2017), 
(Maturana & Asenjo, 2015), (Ricardo et al., 2008), (Brichni & Guedria, 2018a), 
(Zafeiropoulos et al., 2018), (Gupta et al., 2013), (Akter et al., 2016), (Roy et al., 
2014), (Schüll & Maslan, 2018), (Rubab et al., 2019), (Ghose & Dam, 2014), 
(Zahid et al., 2018) 

Architecture As data collected from machines and applications scale-up, a proper architecture 
should satisfy timely response, flexibility, scalability, and reusability (Maturana & 
Asenjo, 2015). 

(Mikalef, Pappas, et al., 2018), (Batra, 2017), (Rao et al., 2018), (S. Verma et al., 
2018), (Wamba et al., 2017), (Božič & Dimovski, 2019), (Malaka & Brown, 
2015), (Willcocks et al., 2012), (Ereth & Baars, 2015), (Brichni & Guedria, 
2018a), (Kasim et al., 2012), (Glissmann et al., 2012), (Akter et al., 2016), 
(Janssen et al., 2017) 
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Everything-as-a-
service 

Everything-as-a-service is about presenting cloud-based services such as Business 
Intelligence as a Service to lower costs and improve service quality (Sangupamba 
Mwilu et al., 2016). 

(Depeige & Doyencourt, 2015), (Rao et al., 2018), (Kridel & Dolk, 2013), 
(Ardagna et al., 2016b), (H. M. Chen, Kazman, et al., 2016), (Assunção et al., 
2015), (Tucker et al., 2017), (Kasim et al., 2012), (Bhattacharya et al., 2009), 
(Dwivedi & Kulkarni, 2008), (Truong & Dustdar, 2014) 

Self-service Self-service BI&A are concerned with giving business users the analysis and 
reporting tools without requiring IT intervention. This concept is also related to 
democratizing analytics (Schuff et al., 2018). 

(Zorrilla & García-Saiz, 2013), (F. L. Wang, Rischmoller, Reed, et al., 2018) 

Table 15: The definitions and references for the primary dimension: Hardware management 

Secondary 
Dimension 

Definition and references 

Cloud 
management 

Characteristics of cloud computing make it the most accessible infrastructure, 
especially for small and medium-sized enterprises to implement big data analytics 
(Wu et al., 2016). 

(Banda & Ngassam, 2017), (Chaoui & Makdoun, 2017), (Ardagna et al., 2016b), 
(Y. Wang, Kung, & Byrd, 2018), (H. M. Chen, Kazman, et al., 2016), (Assunção 
et al., 2015), (Sá et al., 2015), (Muhammad Habib ur et al., 2016), (Maleki et al., 
2016), (Llave, 2017), (Maturana & Asenjo, 2015), (Willcocks et al., 2012), (Ereth 
& Baars, 2015), (Kasim et al., 2012), (Sangupamba Mwilu et al., 2016), (Pérez-
González et al., 2019), (Gupta et al., 2013), (Coleman et al., 2016), (J. Y. Lee et 
al., 2017), (Paschke, 2016), (Milosevic et al., 2016), (Watson, 2018), (Radha et al., 
2015) 

On-premise 
resource 
management 

For some instances, on-premise deployment is more suitable. In this case, 
organizations face various choices for BI&A deployment (Banda & Ngassam, 
2017). 

(Chong & Shi, 2015), (Koronios et al., 2014), (Shanks et al., 2012b), (Spruit & 
Sacu, 2015a), (Coleman et al., 2016), (Riungu-Kalliosaari et al., 2017) 

Table 16: The definitions and references for the primary dimension: IT governance 

Secondary 
Dimension 

Definition and references 

Integration Integration is about IT integration with the organizational processes (Lamba & 
Singh, 2018) and other IT systems (S. Verma et al., 2018). 
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(Koronios et al., 2014), (Willcocks et al., 2012), (Dutta & Bose, 2015), (Ji-fan Ren 
et al., 2017), (Atyeh et al., 2017) 

Configuration 
management 

Proper configurations should be set for the cloud infrastructure (Banda & 
Ngassam, 2017) and the development tools used for analytics. 

(Derguech et al., 2014), (Huang et al., 2009), (Willcocks et al., 2012), (Paschke, 
2016), (C. K. M. Lee et al., 2015) 

Security Security management is critical, and it has several components: authentication, 
authorization, tool-based security, and role-based security (Spruit & Sacu, 2015a). 

(C. K. M. Lee et al., 2015), (Banda & Ngassam, 2017), (Miller, 2018) 

IT debt Organizations should be aware of architecture and infrastructure lock-in (Pérez-
González et al., 2019). IT debt is the cost associated with changing the underlying 
technologies while operations persist. 

(Banda & Ngassam, 2017), (Huang et al., 2009) 

System quality System quality involves reliability, adaptability, accessibility, and response time 
(Ji-fan Ren et al., 2017). 

Usability Usability is concerned with the simplicity and ease of using a tool or platform 
(Atyeh et al., 2017). 

 

4.3.4. Strategy Theme 
Exploiting data can enable an organization to offer new products and services, save costs, 
and improve decision-making (Davenport, 2014). However, blindly collected and 
analyzed data without an appropriate business strategy has no value (Liu & Shi, 2015). 
The business strategy should explain the potential benefits and how to realize them 
together with well-defined key performance indicators (KPIs) (Mikalef, Pappas, et al., 
2018). Senior management can then prioritize data science initiatives according to the 
business strategy. 

Finally, the market structure (e.g., regulations, competition intensity, disruption potential, 
macro-uncertainties) governs the full value realization from data (Fosso Wamba et al., 
2015). Enterprises are facing digital transformation as a substantial paradigm shift that 
reshapes industries and disrupts businesses. This phenomenon affects business models and 
cross-organizational relationships. The boundaries between sectors, partners, and 
competitors are blurring (Rogers, 2016). Thus, realizing value from data is only possible 



44 

 

through data flow across the value chain, which depends on collaborative relationships 
(Golightly et al., 2018). 

 

Figure 7: Secondary dimensions of “strategy theme” and number of articles that reference each secondary 
dimension 

Table 17: The definitions and references for the primary dimension: Business value 

Secondary 
Dimension 

Definition and references 

Improved 
decision-making 

Faster and better decisions can be made if semi-structured and unstructured data 
can be incorporated into the decision-making process (Davenport, 2014). 

(Altarturi et al., 2018), (Liu & Shi, 2015), (Holsapple et al., 2014), (Rialti et al., 
2018), (Kowalczyk & Buxmann, 2014), (Tan & Haji, 2017), (Acharya et al., 
2018), (Esswein & Chamoni, 2018), (Y. Wang & Byrd, 2017), (Božič & 
Dimovski, 2019), (Goul, 2010), (Gudfinnsson & Strand, 2018), (Furtado et al., 
2016), (V. Grover et al., 2018), (Muhammad et al., 2010), (Segooa & Kalema, 
2018), (Mushore & Kyobe, 2017), (Brennan et al., 2018), (Bayamlıoğlu & Leenes, 
2018), (Cao et al., 2019), (Jelonek et al., 2019), (Serrato & Ramirez, 2016), 
(Seddon & Constantinidis, 2012), (Shollo, 2011), (Fosso Wamba et al., 2015), (Ji-
fan Ren et al., 2017), (Troilo et al., 2016), (Engelseth & Wang, 2018) 

Value type Data analytics methods can be classified as descriptive (what happened), 
diagnostic or inquisitive (why it happened), predictive (what is likely to happen), 
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or prescriptive or pre-emptive (what actions to take) (Sivarajah et al., 2017). 
Accordingly, the analytics activity's value can be a piece of information, an 
insight, a decision, or an action. 

(Holsapple et al., 2014), (Derguech et al., 2014), (Y. Wang, Kung, Wang, et al., 
2018), (Arora & Malik, 2015), (Kridel & Dolk, 2013), (Hazen et al., 2018), 
(Kowalczyk & Buxmann, 2014), (Assunção et al., 2015), (O’Donovan et al., 
2015), (Al-Hakimi, 2017), (Aydiner et al., 2019), (Bedeley et al., 2018), (Raffoni 
et al., 2018), (Malaka & Brown, 2015), (Günther et al., 2017), (Phillips-Wren & 
Hoskisson, 2014), (Bihl et al., 2016), (Cao & Duan, 2017), (Pusala et al., 2016), 
(Daily & Peterson, 2017), (Nair, 2015), (Hosoya & Kamioka, 2018), (Tanwar et 
al., 2015), (Ramesh & Ramakrishna, 2018), (Lavalle et al., 2011), (H.-M. Chen, 
Kazman, et al., 2016), (H. M. Chen, Schutz, et al., 2016) 

Other benefits Incorporation of data-driven approaches might have other benefits such as IT 
infrastructure benefits (e.g., building flexible architecture), operational benefits 
(e.g., cycle time reduction, risk management), managerial benefits (e.g., improved 
decision making), strategic benefits, and organizational benefits (e.g., knowledge 
creation, organizational learning) (Y. Wang, Kung, & Byrd, 2018). 

(Y. Wang, Kung, Wang, et al., 2018), (Wamba et al., 2017), (F. Fernando & 
Engel, 2018), (Gunasekaran et al., 2017), (Tan & Haji, 2017), (Krishnamoorthi & 
Mathew, 2018), (Y. Wang & Byrd, 2017), (Goul, 2010), (V. Grover et al., 2018), 
(Melville, 2015), (Seddon et al., 2017), (Kurniawati et al., 2013), (Müller et al., 
2018), (Popovič et al., 2018), (Ziora, 2015), (Hosoya & Kamioka, 2018), (Y. 
Wang & Hajli, 2017), (Fosso Wamba et al., 2015), (Engelseth & Wang, 2018) 

Innovation Davenport (Davenport, 2014) describes the most ambitious thing an organization 
can do with big data is to deliver new product and service offerings based on data. 

(Zhan et al., 2018), (Y. Wang, Kung, & Byrd, 2018), (H. M. Chen, Kazman, et al., 
2016), (Tan & Haji, 2017), (Johnson et al., 2017), (Muhammad Habib ur et al., 
2016), (Božič & Dimovski, 2019), (Schuh et al., 2015), (Gudfinnsson & Strand, 
2018), (Furtado et al., 2016), (Melville, 2015), (Cao & Duan, 2017), (Raguseo & 
Vitari, 2018), (Ziora, 2015), (Lehrer et al., 2018), (Fosso Wamba et al., 2015) 

Capabilities 
development 

Capabilities development is about creating enhanced capabilities and know-how. 

(Shanks & Bekmamedova, 2012b), (Rao et al., 2018), (Y. Wang, Kung, Wang, et 
al., 2018), (Wamba et al., 2017), (Y. Wang, Kung, & Byrd, 2018), (Gunasekaran 
et al., 2017), (Johnson et al., 2017), (Acharya et al., 2018), (Krishnamoorthi & 
Mathew, 2018), (Božič & Dimovski, 2019), (Melville, 2015), (Ji-fan Ren et al., 
2017), (Y. Wang & Hajli, 2017), (D. Q. Chen et al., 2015), (Braganza et al., 2017) 

Return on 
investment 

Investment in data-related activities involves costs of various processes, and very 
few companies take steps to measure return on investment for their data analytics 
efforts (V. Grover et al., 2018). 
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(Shanks & Bekmamedova, 2012b), (Rao et al., 2018), (Phillips-Wren & 
Hoskisson, 2015), (Bumblauskas et al., 2017), (Koronios et al., 2014), 
(Gopalkrishnan et al., 2012), (Krishnamoorthi & Mathew, 2018), (Malaka & 
Brown, 2015), (Nalchigar & Yu, 2017), (Phillips-Wren & Hoskisson, 2014), 
(Rohleder et al., 2014), (Mikalef, Pappas, et al., 2018), (Ramesh & Ramakrishna, 
2018), (Baesens et al., 2016) 

Business model Business models express how an organization creates and delivers value. 
Companies only recently started to make use of data sources (Hartmann et al., 
2016). Hence, data-driven business models are needed. For example, Nino et al. 
(Nino et al., 2015) introduce the case of a manufacturing company trying to 
change its business model leveraging the power of data analytics and big data 
technologies. 

(Muhammad Habib ur et al., 2016), (Maleki et al., 2016), (Günther et al., 2017), 
(Hindle & Vidgen, 2018), (Schüritz et al., 2017), (Ji-fan Ren et al., 2017), 
(Schuritz & Satzger, 2016), (Ziora, 2015), (Serrato & Ramirez, 2016) 

Increased 
profitability 

Cost reduction can be achieved by implementing distributed storage clusters 
(Davenport, 2014), or differentiated products/services can be sold at higher prices 
(F. Fernando & Engel, 2018), leading to increased profitability. 

(Altarturi et al., 2018), (Gunasekaran et al., 2018), (Furtado et al., 2016), (Miller, 
2018), (Jonas, 2018), (Muhammad et al., 2010), (Lam et al., 2017), (Daily & 
Peterson, 2017), (Sena et al., 2019) 

Improved 
products and 
services 

Through data-enabled service innovation, tailored services can be provided 
consistently in response to triggers (e.g., customer’s current location) (Lehrer et 
al., 2018). 

(Gunasekaran et al., 2018), (Muhammad et al., 2010), (Raguseo & Vitari, 2018), 
(Lam et al., 2017), (Ji-fan Ren et al., 2017), (Kurniawati et al., 2013), (H. M. 
Chen, Schutz, et al., 2016), (Del Vecchio et al., 2018) 

Table 18: The definitions and references for the primary dimension: Strategic objectives 

Secondary 
Dimension 

Definition and references 

Strategy 
development 

Without an appropriate business strategy, blindly collected and analyzed data is 
without value (Liu & Shi, 2015). 

(Mikalef, Pappas, et al., 2018), (Foshay et al., 2015), (Rao et al., 2018), (Phillips-
Wren & Hoskisson, 2015), (Johnson et al., 2017), (Koronios et al., 2014), (Maleki 
et al., 2016), (Krishnamoorthi & Mathew, 2018), (Esswein & Chamoni, 2018), 
(Shanks et al., 2012b), (Goul, 2010), (Nalchigar & Yu, 2017), (Phillips-Wren & 
Hoskisson, 2014), (Melville, 2015), (Cao & Duan, 2017), (Vidgen et al., 2017), 
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(Lamba & Singh, 2018), (Ji-fan Ren et al., 2017), (Fraser, 2017), (Popovič et al., 
2018), (Li et al., 2019), (Duke & Ashraf, 2019) 

KPIs Having a good understanding of and knowing how to measure and improve key 
performance indicators (KPIs) is essential (Mikalef, Pappas, et al., 2018). 

(Zorrilla & García-Saiz, 2013), (Bumblauskas et al., 2017), (Vera-Baquero et al., 
2015), (Ricardo et al., 2008), (Lizotte-Latendresse & Beauregard, 2018), (C. K. 
M. Lee et al., 2015), (Pape, 2016), (Popovič et al., 2018), (Zahid et al., 2018), 
(Veneberg et al., 2014), (G. Park et al., 2017) 

Stakeholder 
engagement 

Partnership with stakeholders and the ability to understand and co-create with 
customers lead to accelerated innovation in data-driven environments (Zhan et al., 
2018). 

(Rao et al., 2018), (F. Fernando & Engel, 2018), (Troisi et al., 2018), (Božič & 
Dimovski, 2019), (Miller, 2018), (Günther et al., 2017), (Alexander & Lyytinen, 
2017), (Fromm et al., 2012), (Koch & Peters, 2017), (Y. Chen et al., 2008), 
(Mohapatra & Ghosh, 2016), (H. M. Chen, Schutz, et al., 2016), (Del Vecchio et 
al., 2018) 

Maturity 
assessment 

Maturity assessment identifies the current state of where the organization stands in 
terms of data science capabilities (Gökalp et al., 2020). 

(Rao et al., 2018), (Al-Hakimi, 2017), (Krishnamoorthi & Mathew, 2018), (Llave, 
2017), (Gudfinnsson & Strand, 2018), (Spruit & Sacu, 2015a), (Coleman et al., 
2016), (Comuzzi & Patel, 2016), (Brennan et al., 2018), (Rane & Mishra, 2018), 
(Shanks et al., 2010), (Lismont et al., 2017), (Olszak, 2016) 

Prioritization Project selection should be done according to business objectives like efficiency 
goals and growth objectives (Krishnamoorthi & Mathew, 2018). 

(Mikalef, Pappas, et al., 2018), (Liu & Shi, 2015), (Batra, 2017), (Rao et al., 
2018), (Malaka & Brown, 2015), (Gudfinnsson & Strand, 2018), (Hee Yeong Kim 
et al., 2018a), (Glissmann et al., 2012), (Shollo, 2011), (Shanks & Bekmamedova, 
2012a), (Ramesh & Ramakrishna, 2018), (Gear et al., 1982) 

Clarity An analytics strategy should clearly explain how and where the value will be 
created (Vidgen et al., 2017). 

(Altarturi et al., 2018), (Kowalczyk & Buxmann, 2015a), (Hazen et al., 2018), (F. 
Fernando & Engel, 2018), (Koronios et al., 2014), (Gopalkrishnan et al., 2012), 
(Miller, 2018), (Rohleder et al., 2014), (Lakoju & Serrano, 2018) 

Enterprise 
architecture 

Enterprise architecture is a set of frameworks, methods, models, and tools to help 
organizations deal with IT capabilities and understand the impacts of changes 
related to IT on business strategy & performance (Aldea et al., 2018). Long-term 
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goals (strategy) can be conceptualized as an enterprise architecture (Shanks & 
Bekmamedova, 2012a). 

(Veneberg et al., 2014), (Yu et al., 2012), (Nalchigar & Yu, 2013) 

Table 19: The definitions and references for the primary dimension: Environment 

Secondary 
Dimension 

Definition and references 

Regulations Developers, lawyers, and subjects of decisions by data-driven automated decision-
making systems should pay attention to the rule of law and regulations 
(Bayamlıoğlu & Leenes, 2018). 

(Iqbal et al., 2018), (Ramanathan et al., 2017), (Ardagna et al., 2016b), (Pauleen et 
al., 2017), (Krishnamoorthi & Mathew, 2018), (Tucker et al., 2017), (M.-K. Kim 
& Park, 2016), (Vidgen et al., 2017), (Trieu, 2017), (Li et al., 2019) 

Industry analysis The value realization from data will be subject to the industry structure (e.g., the 
intensity of competition, performance transparency, disruption potential, macro 
uncertainties) (Fosso Wamba et al., 2015). 

(Ramanathan et al., 2017), (Amankwah-Amoah & Adomako, 2019), (Johnson et 
al., 2017), (Pauleen et al., 2017), (Krishnamoorthi & Mathew, 2018), (Schüll & 
Maslan, 2018), (Ghose & Dam, 2014), (Trieu, 2017), (D. Q. Chen et al., 2015), 
(Baesens et al., 2016) 

Cross-
organizational 
collaboration 

There are fragmented business functions across organizations as well as partners 
and suppliers. Development & deployment of predictive and prescriptive activities 
requires a flow of information between partners. Knowledge of design and 
functional elements should be spread across the supply chain (Golightly et al., 
2018). 

(Zhan et al., 2018), (Tan & Haji, 2017), (Günther et al., 2017), (M.-K. Kim & 
Park, 2016), (Hamister et al., 2018), (Vidgen et al., 2017), (Janssen et al., 2017), 
(Ramesh & Ramakrishna, 2018), (Braganza et al., 2017) 

Table 20: The definitions and references for the primary dimension: Transformation 

Secondary 
Dimension 

Definition and references 

Digital 
transformation 

Digital transformation is a more comprehensive organizational transformation as 
its complexity exceeds IT-enabled transformation, and the range of potential 
impact and benefits is higher (Ismail et al., 2017). Data is suggested to be one of 
Rogers's five domains of digital transformation (Rogers, 2016). 
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(Brichni & Guedria, 2018a), (Jonas, 2018), (Bhimani & Willcocks, 2014), 
(Zimmermann et al., 2016), (Serrato & Ramirez, 2016), (Aldea et al., 2018) 

Industry 4.0 Different sensors implanted in different machines throughout the entire production 
value chain produce data. Data analytics is the essential part of the next industrial 
revolution, where machines will be transformed into fully integrated and 
automated facilities (Brichni & Guedria, 2018a). 

(Yasin et al., 2018), (Nino et al., 2015), (O’Donovan et al., 2015), (De Oliveira 
Cordeiro et al., 2017), (Rubab et al., 2019), (Niño et al., 2016), (Aldea et al., 2018) 

Organizational 
transformation 

Business analytics systems support alignment between business and IT strategy, 
enabling organizational transformation (Shanks et al., 2012b). 

(Schuh et al., 2015), (Fraser, 2017), (Lavalle et al., 2011), (Baesens et al., 2016) 

IT-enabled 
transformation 

Data analytics capabilities can be linked to IT-enabled transformation practices at 
both evolutionary and revolutionary levels (Y. Wang, Kung, Wang, et al., 2018). 

(Mikalef, van de Wetering, et al., 2018), (N. Shah et al., 2017) 

 

4.4. Discussion 

Amassing over the body of knowledge to answer RQ1 and RQ2, DOTS research 
framework comprises 20 primary and 105 secondary dimensions. A summary capturing 
the key points and the trend is presented in this section. Then the decisions while 
developing the DOTS research framework are discussed. 

As paradigm shifts force organizations to become data-driven, focusing solely on data 
analysis is not enough for an organization to transform to become data-driven. To 
implement successful data-driven operations to create business value, an organization 
must also concentrate on other factors and solve different challenges. These factors and 
challenges include strategic, environmental, cultural, human, and technological elements. 
Nevertheless, the prominent dimensions are data quality, data discovery and acquisition, 
data science expertise, and the development tools used for data science. 

The given themes are not mutually exclusive. For example, stakeholder engagement exists 
under data and strategy themes as a secondary dimension. Software architecture, 
development tools, and tool selection are categorized under data and technology themes 
with their respective descriptions. The analytics level (descriptive, diagnostic, predictive, 
and prescriptive) is categorized under the strategy theme to represent the value type. 
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However, it can also be considered under data theme, under development subdimension. 
Hence, the four themes interact to complement one another towards successful data-driven 
organizational transformation. 

The categorization presented in this study identified four themes, but there may be more 
than four themes, such as data governance can be separated from data analytics. In the 
book Analytics at Work, Davenport et al. (2010) describe the DELTA model in which five 
generic themes are Data, Enterprise, Leadership, Targets, and Analysts. The DOTS 
research framework considers enterprise, leadership, and analysts under the organization 
theme. It is intended to keep it simple and memorable for practitioners. 

4.5. Limitations 

The following limitations are identified: (1) The review and coding processes are based 
on human judgment. This limitation is mitigated by developing a solid research protocol 
and regularly meeting with contributing researchers between iterations. (2) There may be 
factors and challenges that are not published in the literature or detected by the systematic 
method. (3) Application of the framework and relevance of dimensions can differ among 
industries since there may be more domain-specific subdimensions. 

This chapter introduces a comprehensive research framework to guide data-driven 
transforming organizations. However, the DOTS research framework addresses the 
"what" questions (see RQ1 & RQ2), but not the "how" questions. For example, not every 
item in the framework is equally important for every organization. Furthermore, each 
item's prominence can change during the organization's transformation journey. In 
Chapter 5, the DSR framework development is explored, synthesizing the DOTS research 
framework with the widely adopted TRM to address the "how" question. 
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CHAPTER 5 

 

5 DEVELOPMENT OF DSR FRAMEWORK 

 

5.1. Customizing TRM for Data Science 

TRM is a flexible approach; however, a successful application requires tailoring to a 
particular situation (Phaal et al., 2013). The roadmap architecture and the roadmapping 
process must provide a framework for structuring knowledge. Some studies guide and 
facilitate customization activity (S. Lee & Park, 2005; Phaal et al., 2004b). However, this 
requirement makes it challenging for organizations to start such initiatives because they 
lack expertise in roadmapping. To tailor-make the roadmap architecture and the standard 
T-Plan process according to the data science context, we follow the guidelines 
recommended by Phaal et al. (2004a): 

a) Context: Context refers to the nature of the issue that triggered roadmapping 
(Phaal et al., 2004b). It accounts for the scope, focus, aims, and roles. The aims 
and scope heavily depend on the organizational context, and they are topics of 
discussion for kickoff. We provide practitioners with specifications and templates 
(Tables 21, 22, 23, and 24) to help with these discussions using DOTS themes. 

b) Architecture: The timeframe (in the horizontal axis) and the layers (in the vertical 
axis) define the roadmap's structure. The layers comprise the purpose, value, and 
resources. The roadmap also shows the linkages between these layers. 
Accordingly, we modify the business reconfiguration template (Phaal et al., 
2004b) to explore the strategic, data-related, technological, and organizational 
migration paths and bridge the gaps. 

c) Process: The roadmapping process contains the macro-level and micro-level sets 
of staged activities (Phaal et al., 2004b). The former accounts for planning, 
workshops, and review activities, whereas the latter emphasizes the workshops' 
agenda. This study leverages two industry best practices to customize the 
roadmapping process for DSR: CRISP-DM and workshop-based T-Plan. 
Consequently, the process backs up practitioner knowledge with quantitative 
evidence throughout the workshops. The DOTS themes determine the consecutive 
workshops' agenda. Inspired by Kerr et al. (2019), we also inserted a pre-workshop 
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step to incorporate data preparation and analysis activities into the macro-process. 
Overall, extensible process models, which account for organizational stakeholders, 
macro-and micro-level tasks, and data flow between these tasks, emerged. BPMN 
(White, 2004) enabled the graphical representation of business processes and made 
it easier to obtain feedback from industry experts and apply changes throughout 
the applications. Figures 11-17 depict the micro-level processes. 

5.2. DSR Context 

The context defines the nature of the issue that triggered the need to develop a roadmap, 
and it accounts for the focus, scope, objectives, and participants. Accordingly, this section 
explains the DSR context and provides practitioners with specifications and templates 
(Tables 21, 22, 23, and 24) to help them employ the DSR methodology in their businesses. 

5.2.1. Focus and Scope 
The outputs of data science activities, which are data products and services, should align 
with the organization's business strategy. Data-related, technological, and organizational 
resources should support data science processes throughout the roadmap. 

The DOTS themes determine the roadmapping initiative boundaries. Not all topics must 
be within the scope of a roadmapping initiative. For example, a pilot study that involves 
the data and technology layers can help the organization understand how roadmapping 
can deliver value, gain stakeholder buy-in, and further customize the process to better suit 
the context. Table 21 can help the scope of an initiative at the kickoff. The scope should 
comprise the requirements of data science processes that potentially create business value. 

Table 21: Template for scoping DSR 

Theme Topic 

Data 

Data science processes 

Data and metadata objects 

Data sources 

Data governance 

Organization 

Skills and competences 

Managerial issues 
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Human resources management 

Project management 

Organizational structure 

Organizational culture 

Financial resources 

Technology 

Technology architecture 

Infrastructure management 

Technology governance 

Strategy 

Business trends and drivers 

Market trends and drivers 

Data science maturity 

5.2.2. Aims 
The aims of roadmapping initiatives differ depending on the context and organization 
(Kerr & Phaal, 2019). The aims and expectations are the kickoff activity discussions, and 
Table 22 provides some short-, mid-, and long-term sample objectives for a DSR initiative. 

Table 22: Sample objectives for DSR 

Horizon Objective 

Short-term 

• Identify business problems and opportunity scenarios created by data 
science. 

• Analyze data products that can address business and market drivers/trends. 

• Pinpoint strategic, data-related, technological, and organizational gaps. 

• Determine and prioritize valuable internal and external data sources. 

• Find and experiment with tools that can support data science projects. 

• Support communication between different business functions. 
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• Prioritize data science projects and collect the quick-wins. 

• Get stakeholder buy-in. 

Mid-term 

• Find sponsorship and funding to make data science projects sustainable. 

• Build the right technological and organizational capabilities that align with 
the business strategy. 

• Understand the organizational bottlenecks that hinder the value of data 
products. 

• Adjust the organizational culture and structure to support the use of data-
driven approaches. 

Long-term 

• Get ready for paradigm shifts. 

• Add data-driven features to products and services. 

• Explore data-driven business models. 

• Enable domain experts to create data science workflows through self-
service architecture. 

• Embrace a data-driven culture. 

5.2.3. Roles and Responsibilities 
Who takes part in a roadmapping initiative heavily depends on the organizational context. 
To this end, we guide organizations to plan initiatives by defining their roles. Tables 23 
and 24 explain the roles and show their involvement in teams throughout roadmapping. 

Table 23: Groups, group members, and their responsibilities in the roadmapping process 

Group Members Group’s responsibilities 

Executive committee CEO, Head of Analytics/AI, 
Head of IT, and COO/Head of 
Human Resources (HR) 

To scope the initiative, assign the 
roadmap champion, and review the 
results. 

Technical and domain 
experts 

IT experts, HR specialists, 
data owners, domain experts, 
and end users of data 
products/services 

To provide pre-workshop inputs and 
attend respective workshops. 
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Data experts Data scientists/analysts, data 
engineers, and machine 
learning engineers 

To attend pre-workshop and respective 
workshops. 

Roadmap champion Head of Analytics/AI, Head of 
Digital Transformation, or 
similar 

To own the business problem, the 
roadmapping process, and the roadmap. 
To keep the roadmap up-to-date after 
roll-out. The champion has the span of 
influence to get active involvement from 
a range of business units. 

Roadmapping experts Consultants To coordinate the initiative and facilitate 
workshop activities. 

Table 24: Members of the roadmapping board 

Team Members 

Kickoff team 
Executive committee 

Roadmapping experts 

Planning team 

Roadmap champion 

Roadmapping experts 

Head of Analytics/AI 

Pre-workshop team 

Roadmap champion 

Roadmapping experts 

IT experts 

Data experts 

Domain experts 

Data owners 

Workshop teams Strategy workshop team 

Roadmap champion 

Roadmapping experts 

Executive committee 
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Nice to have: Data experts 

Data workshop team 

Roadmap champion 

Roadmapping experts 

Head of Analytics/AI 

Head of IT 

Data experts 

End users of data products/services 

Nice to have: IT experts 

Technology workshop team 

Roadmap champion 

Roadmapping experts 

Head of Analytics/AI 

Nice to have: Data experts 

Organization workshop team 

Roadmap champion 

Roadmapping experts 

COO/Head of HR 

Head of Analytics/AI 

HR specialists 

Nice to have: Data experts 

Post-workshop team 

Roadmap champion 

Roadmapping experts 

All stakeholders of roadmapping board 

Review committee 
Executive committee 

Roadmap champion 
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Roadmapping experts 

5.3. DSR Architecture 

On the horizontal axis, timeframes depend on the organizational context and the scope of 
the initiative. Suppose the scope spans organization and strategy themes. In that case, as 
Phaal and Muller (2009) suggest, five timeframes may be appropriate: the past, 1-year 
(short-term budget horizon), 3-year (mid-term strategy horizon), 10-year (long-term radar 
horizon), and vision. The business reconfiguration template (Phaal et al., 2004b) is 
suitable to explore the migration paths to bridge the gap between the company's current 
position and its strategic vision. Since successful adoption and diffusion of data-driven 
approaches necessitate organizational transformation (Mikalef, van de Wetering, et al., 
2018), the business reconfiguration template can serve as a guideline. However, it needs 
to be modified to explore strategic data-related, technological, and organizational 
migration paths according to data science processes and data management strategies. 

Strategy, data, technology, and organizational layers cover purpose, value, and resource 
perspectives in the vertical axis. The strategy constitutes the purpose layer in the roadmap 
architecture (Figure 8), comprising business and market trends and drivers. Data science 
processes consume data and metadata objects created by numerous data sources to 
produce data products and services, aligning data layers with business strategies. 
Therefore, the data layer crosscuts the value and resource layers. The technology layer 
comprises the infrastructure, platforms running on the infrastructure that provide a range 
of functionalities, and tools not part of those platforms providing specific functionalities. 
Public or private clouds, workstations, edge devices, hardware acceleration, interconnects, 
storage devices, high-performance computing centers may be part of the infrastructure 
depending on the data management strategy, data science process requirements, and IT. 
Platforms run on top of the infrastructure and implement virtualization, containerization, 
container orchestration, resource management, model lifecycle management, version 
control, master data management, batch and stream processing, data ingestion, etc. Chosen 
tools may provide additional functionalities, such as time-series analysis and visualization 
libraries. Finally, the organizational gaps and migration paths are depicted at the bottom. 
Organizational structure, capabilities, values, project management, and partnerships need 
to change to create sustainable business value from data science activities. Section 5.4 
explains the macro-and micro-level set of activities (Figures 10-17), bringing together 
members of the roadmapping board (Table 24) in a series of workshops, exploring the 
gaps, and creating migration paths. 
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Figure 8: Modified roadmap architecture for DSR [based on (Phaal et al., 2004a)] 

5.4. DSR Process 

Workshops are recommended for applying a strategic management toolkit (Kerr et al., 
2013). They provide a structured setting where people solve inherently complex problems 
through the combined effort and mutual reliance. In the context of roadmapping for data-
driven organizational transformation, workshops can facilitate communication among 
business functions, generating consensus among all stakeholders (Table 24). Therefore, 
DSR modifies the workshop-based T-Plan process according to the data science context 
and adds activities to back up practitioner knowledge with quantitative evidence, creating 
a hybrid roadmap development method. 

The T-Plan has a three-stage process: planning, workshops, and reviewing outcomes 
(Phaal et al., 2004a). Similarly, the S-Plan, which brings together large groups in a one-or 
two-day workshop to explore and prioritize strategic issues, also has a three-stage process. 
Customizing the S-Plan, Kerr et al. (2019) inserted the pre-workshop and post-workshop 
activities. By capturing participant perspectives before the workshops, the pre-workshop 
work helped the pre-population of the roadmap landscape. Before the review meeting, the 
data captured in the workshops were analyzed and synthesized during the post-workshop 
activities. We argue that pre-workshop work is much more relevant for DSR. The three 
initial steps of the CRISP-DM process model (Wirth & Hipp, 2000) are business 
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understanding, data understanding, and data preparation. Executing these three steps in 
the pre-workshop step would identify quick-win opportunities and resource requirements 
before the workshops begin (Figure 13). Moreover, CRISP-DM also provides a guideline 
for data workshop deep-dive activity integrating build-measure-learn cycles (Ries, 2011) 
with the roadmap development process (Figure 15). Figures 9 and 10 illustrate the macro-
process for DSR, and the following sections elaborate on the steps as needed. 

 

Figure 9: The agenda for strategy, data, technology, and organization workshops [based on (Kerr et al., 
2019; Phaal et al., 2004a)] 
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Figure 10: The macro-level process model for carrying out DSR 

5.4.1. Kickoff and Planning 
Kerr and Phaal (2019) recommend starting roadmapping with the question, "why is 
roadmapping needed?." At the DSR kickoff, it is crucial to establish the rationale for using 
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roadmapping as a management tool. If the underlying reason is "seeing what it can do," 
we recommend adopting an agile approach by keeping the scope small for a pilot study. 
Data experts can identify short-term problems and focus on a few data science problems 
to provide immediate value with roadmapping. This approach would obtain stakeholder 
buy-in for the next iteration. 

The roadmap champion and roadmapping experts prepare the roadmap landscape at the 
beginning of the planning activity according to the scope. They discuss internal and 
external data sources they can use in the pre-workshop and data workshop steps, determine 
the remaining stakeholders of the roadmapping board, and decide on the workshops' 
schedule. They should also review managerial and technical tools that can support this 
initiative. These tools are necessary for exploratory data analysis, meetings, and 
collaborative decision-making. When the final plan is ready, the planning team briefs all 
the stakeholders. Upon feedback from stakeholders, the plan may need to be revised. 

 

Figure 11: The recommended process model for kicking off DSR 
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5.4.2 Pre-Workshop 
The pre-workshop is a critical step that governs the successful application of the DSR 
roadmapping initiative. The pre-workshop team should answer two fundamental questions 
in this step: can they create business value with the data they have, and are there any 
opportunities that they could not see before. Accordingly, the data experts meet with the 
data owners to determine data objects, metadata objects, and data sources according to 
possible scenarios. They should gather internal and external data and access the IT 
environment before the workshops begin. They make sense of data, do some data 
preparation, and create exploratory models. Executing much of the first three phases 
defined by CRISP-DM is a good idea since they are cumbersome for a single workshop. 
This pre-work maximizes the value of time spent together in strategy, data, and technology 
workshops. Figure 13 shows the recommended process model for the pre-workshop step. 

5.4.3 Workshops 
The four workshops in the T-Plan process are market, product, technology, and 
roadmapping, with a product workshop focusing on the value layer. It is appropriate for 
data science initiatives to consider data sources and related data products in a single 
workshop. Therefore, the customized process for DSR comprises of strategy, data, 
technology, and organization workshops. 

The landscaping and landmark exploration activities are suitable to define workshop 
structures (Kerr et al., 2019). We recommend starting a workshop with all the participants 
reviewing the landscape while brainstorming and prioritizing landmarks across the 
landscape. Small groups can deep-dive into landmarks and create business cases. The 
participants can then come together to discuss business cases and agree on a way forward. 
Turning workshops into small one-to-two-hour meetings can make the process much more 
agile by leveraging iterations between deep-dive and landscaping activities (Figure 14). 
A single workshop can comprise the following parts, especially if the workshops are 
online. 

1. All participants review the landscape and brainstorm landmarks on the landscape. 
2. Small groups deep-dive into landmarks. 
3. All participants come together to discuss the business cases and update the 

landscape. 
4. Repeat steps two and three as many times as necessary, as suggested by Pearson 

et al. (2020). 

The deep-dive activity for the data workshop (Figure 15) requires particular consideration. 
This may be straightforward, depending on the quality and completeness of the pre-
workshop. However, the agreed pathways in the strategy workshop may require further 
data analysis. If this is the case, the data experts can leverage the CRISP-DM process 
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model during deep-dive activities, creating minimum viable data products between 
landscaping meetings. Data owners and data experts also need to create a data 
management plan vital for the next technology and organization workshops. 

5.4.4 Post-Workshop, Review Meeting, and Keeping the Roadmap Alive 
Up to this point, workshops should generate many outputs, but not the roadmap. A series 
of post-workshop activities is necessary to develop a proper roadmap for the final review 
meeting. (Kerr et al., 2019). These activities include analyzing workshop data, 
synthesizing the roadmap draft, and iterating the roadmap with stakeholders' feedback. 
Finally, the review committee evaluates the roadmap regarding the objectives of this 
initiative. The committee may require updates from the post-workshop team according to 
the comments until the roadmap is final. After the roadmap is ready for publication, they 
should also discuss how to keep the roadmap alive, open issues for the next iteration, the 
responsible party for keeping the roadmap alive, and the time (sprint length) to meet for 
the next iteration. The recommended sprint length would be three to six months, or 
meetings can be held upon request. The planning team then publishes the roadmap and 
runs a retrospective session. They document and store lessons learned about the 
roadmapping experience and the organization for the next iteration.
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Figure 12: The recommended process model for planning workshops 
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Figure 13: The recommended process model for carrying out pre-workshop 
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Figure 14: The recommended process model for carrying out strategy, technology, and organization workshops 
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Figure 15: The recommended process model for carrying out data workshop 
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Figure 16: The recommended process model for carrying out post-workshop 
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Figure 17: The recommended process model for reviewing the roadmap
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CHAPTER 6 

 

6 APPLICATION OF DSR FRAMEWORK 

 

6.1. Action Research Design 

This study adopts the action research design to refine the process models and validate 
DSR’s applicability and usefulness. Using action research design is suitable when the 
research question is about understanding the process of change or improvement to learn 
from it (Coughlan & Coghlan, 2002). The underlying beliefs in action research designs 
are (Easterby-Smith et al., 2015): (1) The best way to learn about an organization is by 
attempting to change it, and (2) the people implementing these changes should become 
part of the research process itself. Accordingly, action research is appropriate for 
developing practical tools such as roadmapping that require working together on "live" 
management problems and challenges (Kerr et al., 2019). 

We collaborated with a cross-disciplinary research group and an oil and gas downstream 
company through three action research cycles (Figure 18). The research group first applied 
DSR in a pilot study to understand the shortcomings of the process models and see if DSR 
can deliver a quick win. Following the adjustments, the group utilized DSR in a second 
iteration with a broader scope, refining the framework. Lastly, the oil and gas company 
employed DSR to create its first-pass data science roadmap. The following section 
elaborates on the backgrounds of both organizations. 
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Figure 18: The action research cycle spiral [based on (Altrichter et al., 2002)] 

6.2.  Organization Backgrounds 

6.2.1. The Cross-Disciplinary Research Group 
The research group studies Industry 4.0, digital transformation, and data science domains 
in Turkey. The goal is to produce high-quality research output while addressing real 
industrial problems. They also provide high-quality courses for M.S. and Ph.D. students. 
With these courses, the research group can attract skillful students, some of whom are 
research assistants. The group has ongoing industry collaborations in which they use data 
science to create value for organizations. The group has a technology infrastructure for 
research projects and courses. Furthermore, the group's research lab has various IoT 
devices, including Raspberry Pi1 units and sensors. 

The group was suffering from the lack of a master research plan: when a new student 
wanted to join the group, they could not immediately suggest a research topic. When there 
was a potential research topic, the group could not immediately assign it to a student. 
Furthermore, the group responded to industry problems in an ad hoc manner. Usually, the 

 

1 https://www.raspberrypi.org/ 



73 

 

resulting research projects do not align academic interests with industry problems. Finally, 
the technology infrastructure and IoT devices were underutilized since they did not meet 
the research project requirements. Using DSR, the research group wanted to create a 
master plan to address these shortcomings. 

6.2.2. The Oil and Gas Downstream Company 
The oil and gas company refines crude oil and distributes gasoline and diesel products. 
The company has data assets in heterogeneous data warehouses, and the data sources 
include the Industrial Internet of Things (IIoT) and business processes (e.g., sales and 
logistics). The company established data analytics centers in two university technoparks 
in 2018 to become a data-driven organization in collaboration with technology provider 
SMEs and academia. Since then, the analytical activities have increased, but the data 
experts have faced challenges at a large and traditional organization operating with siloed 
business units. The data analytics team wanted to employ DSR to create a first-pass 
roadmap to plan two to three projects and see the results. 

6.3. First Iteration: Pilot Study for Planning Newsletters for the Research Group 

Members 

6.3.1. Kickoff and Planning 
This iteration's motivation was to create automatic reports identifying and categorizing 
critical data objects and capturing data sources. Based on these, the group would 
determine the data products (newsletters). These newsletters could provide academic and 
industry trends, drawing a holistic picture for the next iteration (Section 6.4). The 
executive committee also wanted the group members to experiment with open-source 
tools to harvest data from sources. Accordingly, this initiative's objectives were as 
follows: 

• Understand the key professionals in the industry and researchers in academia. 
• Understand the top conferences and journals in respective fields. 
• Capture the data science technology landscape, particularly open-source. 
• Capture the data sources in the roadmap landscape. Agree on how to use these data 

sources, such as how to remove noise and clutter. 
• Agree on the automated reports (newsletters) and prioritize the development of 

these newsletters. 
• Perform experiments with open-source tools that will collect the data. 
• Reach a common understanding among all the group members. 
• Document the roadmap so that all stakeholders can objectively review the plan. 
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The planning team agreed on the roadmap architecture to include the following layers 
from top to bottom: newsletters, newsletter projects, data objects, data sources, tools, and 
platforms. The timeframe would be six months, and the tools that would support this 
initiative were as follows: 

• Zoom2: It was impossible to arrange physical workshops because of the COVID-
19 pandemic3. Instead, the group relied on virtual arrangements and real-time 
online tools, where physical meetings were impossible. 

• Coda 4 : The group needed a flexible sticky-note-like capability during the 
workshops. Coda enabled the group to prepare swimlane-like roadmaps using card 
components. 

• diagrams.net5: This tool allowed the post-workshop team to produce the roadmap 
properly during the post-workshop. 

• Huginn6: Huginn is an open-source tool that enables users to build agents that 
perform automated tasks online. The agents create and consume events, 
propagating them on a directed graph. 

• Signavio7 : Signavio allowed the facilitator team to graphically represent the 
macro-level and micro-level roadmapping processes (Figures 10-17), 
incorporating roles in Table 24 and the data flow between steps. The graphical 
representations made it easier to get feedback during the application, custom-make 
the process models in the pilot, and save revisions together with comments as 
lessons learned. 

6.3.2. Pre-Workshop and Workshop Activities 
The pre-workshop team determined a representative sample of data objects and data 
sources based on kickoff and planning discussions. The team also deployed Huginn and 

 

2 https://zoom.us/ 

3 https://www.who.int/health-topics/coronavirus 

4 https://coda.io/ 

5 https://www.diagrams.net/ 

6 https://github.com/huginn/huginn 

7 https://www.signavio.com/ 
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accessed the Huginn dashboard to create sample scenarios that aggregated and propagated 
new publications and events from selected data sources. Finally, they pre-populated the 
roadmap landscape based on this proof-of-concept implementation. 

The pilot study's scope comprised only data and technology workshops. The workshop 
teams were able to conduct them consecutively on the same day. In both workshops, the 
workshop teams first reviewed the roadmap landscape, adding and arranging landmarks. 
Some data sources required more focus, such as WikiCFP8, which publishes calls for 
papers. Since category-based scraping would produce many events causing cluttering in 
the reports, the team selected those conferences that mattered most. 

6.3.3. Results of the Pilot Study 
One week later, the review committee met again to evaluate the roadmap produced during 
the post-workshop. The review committee reflected on questions: what was delivered, 
what did they not get, what were the actual outcomes, what were the successes, what has 
been the impact, and were they satisfied with roadmapping (Kerr & Phaal, 2019). They 
agreed that this iteration satisfied all the objectives determined at kickoff. The actual 
outcomes were newsletters, work packages, schedules, and consensus around the data 
sources. When asked if they were satisfied with this initiative, the participants answered: 

• It has been good seeing which steps would bring the outcomes and when. The 
roadmap and proof-of-concept newsletters are useful in the end. 

• The DSR has been adequate for this particular project. We will see how it performs 
when there is a portfolio of projects. 

• This initiative will carry data utilization to the next level. We had known the data 
sources on the roadmap all along, but the roadmapping helped our group and 
cleaned them up. Now, we have an idea about what to do with them. 

• During the roadmapping initiative, we have seen new possibilities emerge as we 
combine information that originates from diverse data sources. We could not see 
these actionable possibilities before this initiative. 

The rationale for deploying DSR was to see if it could deliver a quick win for the research 
group. The executive committee kept the scope small for the first iteration, the 
recommended mode of deployment. After the review meeting, we organized a 
retrospective session with the research group and applied changes to the DSR framework, 
particularly the process models. They agreed to move on to the second iteration, which 

 

8 http://www.wikicfp.com/cfp/ 
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would add the strategy and organization layers. Moreover, the outputs of the first iteration 
helped determine the high-level trends for the second iteration. 

6.4. Second Iteration: Building a Comprehensive Data Science Roadmap 

6.4.1. Kickoff and Planning 
The second iteration’s motivation was to create a strategy considering three verticals: 
academic research, education, and industry collaboration. The three goals applicable to 
each vertical are creating value, managing resources, and staying up-to-date. The 
expectation is to produce high-quality research while creating an industrial impact. Table 
25 explains the objectives and outcomes of this iteration. After the kickoff team 
determined the scope using the scoping template (Table 21), they assigned the roadmap 
champion and settled the tentative schedule. 

Table 25: Objectives and expected outcomes for the second iteration 

Objectives Expected outcomes 

• To plan the data science projects that will 
have an academic impact and industrial value 

• To adjust course offerings according to the 
research plan 

• To follow the high-level trends, and also lead 
the change if there is an opportunity 

• To plan data-related, technological, and 
organizational resources 

• To lead the industry partners and students 

• To create a shared understanding 

• A system for staying up-to-date 

• A roadmap where puzzle pieces fit together 

• Data-driven decision making for ad-hoc 
opportunities 

• New methods and data science projects that 
have practical implications for the industry 

• New research ideas 

• Understanding of how to involve students in 
research projects 

The planning team agreed that the roadmap should plan up to 2023 since they could not 
see the high-level trends beyond 3-years. After determining the roadmap architecture 
layers (Figures 20-22), they discussed the data objects and the internal and external data 
sources they could use in the pre-workshop. They decided on all stakeholders of the 
roadmapping board and then clarified the tentative schedule. 

6.4.2. Pre-Workshop and Workshops 
The research group had already identified the data sources they could analyze to determine 
high-level trends in the pilot study. They analyzed and synthesized these trends by pre-
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populating the landscape. Furthermore, they had ongoing data science activities from 
active industry collaborations. They met with data owners to pre-populate the following 
roadmap landscape layers regarding industry collaborations: data products, data science 
processes, data and metadata objects, and data sources. The current sections of the 
remaining layers were pre-populated based on discussions at the planning activity. 

The workshop teams gathered four workshops: strategy, data, technology, and 
organization. All the workshops followed the same structure. Initially, all participants 
reviewed the landscape, adding, arranging, and adjusting the landmarks. They judged 
whether small group focus activities were necessary, and if not, agreed on a way forward 
for the next workshop. For example, the strategy workshop team decided that no focus 
activity was necessary. However, they put some research items in the academic research's 
vision section and requested the following workshop teams to figure out how to bridge 
the gaps in the layers below. 

Meanwhile, small group focus activities were necessary for data workshops. Working 
with the data sources, small groups iteratively determined the viable data products and 
data science processes and when possible. Some of the processes mapped the strategic 
trends, such as rising data privacy (IEEE Computer Society, 2021). The research group 
hypothesized the new data objects and data sources to bridge these gaps. The requirements 
from the first two workshops, together with high-level strategic trends, set the agenda for 
the technology workshop. The group forecasted open-source data science technologies 
and updated the current infrastructure and platforms to prepare for the strategic trends and 
data layer requirements such as High-Performance Computing (HPC) and AI convergence 
(Georgiou et al., 2020), GPU-accelerated computing paradigm, and updated data science 
processes. In the next organization workshop, the research group figured out how to bridge 
the gaps to satisfy the plans in the respective data and technology layers. 

The final roadmap is shown in Figures 20-22. Some details are aggregated and hidden, 
respecting the group's privacy. However, it is possible to see specific open-source 
technologies that map high-level strategic trends. Moreover, Figure 19 presents a deep 
dive into a time-series analytics study. The group planned the respective data and 
technology layers below for this study to obtain more accurate forecasts and create a 
reproducible production workflow. The time-series analytics processes in Figure 19 are 
part of the data science workflows for partner projects in the final roadmap (Figure 21). 
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Figure 19: Deep-dive into a time-series analytics study. Specific details are hidden, respecting the group's 
privacy. 

6.4.3. Results of the Second Iteration 
The workshops produced many outputs, such as meeting records, journals, and Kanban 
boards, but not the roadmap. The post-workshop team carefully analyzed the outputs, 
synthesizing the roadmap for the review meeting. Several iterations with stakeholders 
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were necessary before the final review. Since the roadmap was information-heavy, they 
also discussed how to present the roadmap to different stakeholders. Finally, they color-
coded three strategic verticals and agreed on stories to tell at the review meeting. Figures 
20-22 illustrate the final roadmap. 

 

Figure 20: The final roadmap developed by the research group. Some details are aggregated and hidden, 
respecting the group’s privacy. 

The review committee met to decide whether the roadmap was ready for publication. We 
asked the committee to reflect on the objectives, actual outcomes, successes, and impact 
like the pilot study. The participants answered: 
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• Even though the academic research layer's landmarks may be subject to frequent 
changes, this is a good picture of what is possible. 

• Until now, we planned all the layers in an ad hoc manner. In this initiative, we 
could collect all of them together and see the relationships. 

• Roadmapping enabled group mind-mapping. The group members could align their 
perspectives together and reach a consensus. From now on, we can communicate 
in a more structured manner. 

• We already achieved some of the objectives discussed at the kickoff. We also 
addressed the remaining objectives of this initiative, and they look promising. 
Nevertheless, these objectives are possible if we can keep the roadmap alive. 

We also asked them what they did not get. In this initiative, the group could not explore 
all the research paths corresponding to the high-level trends. They had put too many 
targets ambitiously, and now they could see more realistically. Some of the items they put 
on the roadmap require more research, time, and effort. They could not involve all the 
students and partners, so there could be misalignments on that front. In summary, the 
group agreed to keep the roadmap alive and assigned the roadmap champion responsible 
for keeping the roadmap alive. Only successive iterations can enable the group to reach 
some objectives and share the outcomes with partners and students. They determined the 
sprint length to be at most six months or upon request by the roadmap champion, and 
some open issues were settled for the next iteration. 
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Figure 21: The final roadmap developed by the research group (cont.). Some details are aggregated and 
hidden, respecting the group’s privacy. 
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Figure 22: The final roadmap developed by the research group (cont.). Some details are aggregated and 
hidden, respecting the group’s privacy. 
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6.5. Third iteration: Producing a First-Pass Roadmap for the Oil and Gas 
Company 

6.5.1. Kickoff and Planning 
The data analytics team at the oil and gas company wanted to employ DSR to create a 
first-pass roadmap to see what it could do. Therefore, they agreed on adopting an agile 
approach to plan a small number of projects. This planning would evaluate data science 
processes, identify gaps and improvement potentials, and align strategy, data, technology, 
and organization perspectives accordingly. Furthermore, the team could customize and 
experience the DSR process to prepare for a more extensive iteration. 

There has been a negative trend at the sectoral level since the beginning of the COVID-
19 pandemic. Digital transformation is happening faster, and technology trends steer 
organizations to use internal and external data more effectively. The sector players know 
they need to get more agile, lean, and data-driven to stay competitive, making data- and 
technology-oriented investments. Sustainability is a significant concern with regulations 
such as net-zero carbon on the horizon. 

The oil and gas company is well aware of the trends and transformations at the sectoral 
level. It has strategies for reaching net-zero carbon, improving process efficiencies, and 
minimizing waste. However, the analytics team has experienced challenges due to 
communication difficulties and lack of consensus between siloed business units. The two 
data analytics centers in the university technoparks are relatively new with a narrow area 
of influence. Table 26 shows the agreed objectives and expected outcomes at the kickoff 
considering the motivation to deploy DSR and the market-business trends and drivers. 
The kickoff team also determined the scope (Table 27) using the corresponding template 
(Table 21). 

Table 26: Objectives and expected outcomes for the third iteration 

Objectives Expected Outcomes 

• To determine short-, mid-, and long-term 
project portfolios strategically. 

• To connect data science processes and 
outcomes to business strategy. 

• To understand the technological and 
organizational resource requirements and 
plan how to bridge the gaps. 

• The first-pass data science roadmap 

• Systematic approaches for collaborating 
with partner organizations 

• Elimination of information asymmetries 
and consensus between stakeholders 
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• To enable sustainability and monitoring 
of data-related managerial and 
operational projects. 

• To design systems to motivate people in 
the organization and lead cultural 
change. 

• To decrease the turnover rate. 

• To enhance relationships with partner 
organizations and better understand how 
they bridge the gaps. 

• To move data science and related 
technology projects from pilot to 
production. 

• Better communication and collaboration 
between business units 

 

 

Table 27: Scope of the third iteration 

Data Organization Technology Strategy 

Data science processes 

Data and metadata 
objects 

Data sources 

Data governance 

Skills and HR 

Organizational 
structure and culture 

Finance 

Project management 

Technology 
architecture 

Infrastructure 
management 

Technology 
governance 

Business trends and 
drivers 

Market trends and 
drivers 

The planning meeting started with assigning the roadmapping coordinators who will 
facilitate the workshops in this iteration. The participants decided on the timeframes and 
market-data-technology-organization layers that constitute the roadmap architecture. 
Next, the planning team discussed internal and external data sources for the pre-workshop 
and data workshop. After assigning the roles for the roadmapping board, they added the 
following to the tools to support this initiative (in addition to the tools depicted in Section 
6.3.1): 
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• Jupyter Notebook9: A web-based interactive, flexible notebook-like development 
environment for data science. The team utilized Jupyter Notebook for data 
analysis. 

• Figjam10: An online whiteboard for teams to brainstorm together. Figjam provided 
the sticky-note-like capability during the workshops in this iteration. 

6.5.2. Pre-Workshop and Workshops 
The objective of the pre-workshop was pre-populating the roadmap landscape to make the 
workshops effective and to discover unanticipated opportunities. In the beginning, the 
roadmapping board agreed on planning two analytics projects in the scope of this iteration 
to demonstrate the agile capabilities of the roadmapping process: Projects A and B. 
However, during the pre-workshop, the corresponding team faced difficulties transferring 
data related to Project B. They also discovered short-term plans and implementations 
related to the big data system driven by Project A. The pre-workshop team decided to keep 
the scope limited to Project A, the big data system, and Project A-related integrations from 
data sources to the big data system. Then they pre-populated the roadmap landscape 
relying on iterative data analysis and strategic, data-related, technological, and 
organizational discussions with corresponding stakeholders. 

The teams gathered for four workshops as planned. In each workshop, the participants 
reviewed the landscape and landmarks and put new landmarks as necessary. If deep-dive 
was necessary for the landmarks, small teams did so until the next workshop and presented 
their cases before the next workshop began. The online nature of the workshops enabled 
this approach. Sectoral and business trends and drivers were discussed at the strategy 
workshop. A deep-dive was particularly necessary for the data workshop for creating the 
data science process models and a high-level data management plan to determine 
requirements for the next technology workshop. The technology workshop team debated 
the current test big data system environment, the required technology categories, and how 
to bridge the gaps according to data-level requirements, considering the data science 
trends at the strategy (market) level. The last organization workshop discussions 
comprised the organizational structure and culture, related business units and partners, and 
the distinct methodologies for working with different business units. 

6.5.3. Results of the Third Iteration 

 

9 https://jupyter.org/ 

10 https://www.figma.com/figjam/ 
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As was the case with the first two iterations, the workshops produced lots of data in terms 
of logs, sticky notes, and recordings, but not the roadmap. Several iterations were 
necessary at the post-workshop stage with related stakeholders to produce the final 
roadmap. The four main paths or stories aligned strategy, data, technology, and 
organization layers: HPC-High-Performance Data Analytics (HPDA)-AI convergence, 
becoming lean, infrastructure, and analytics (Figure 25). These paths were not separate 
from each other but rather complementary. They facilitated the build-measure-learn cycles 
in the post-workshop stage with distributed stakeholders with limited time. We used these 
stories as assumptions and tested them quickly without long meetings. Several open issues 
that required more research, effort, and stakeholder involvement, were agreed on and 
included in the final version of the roadmap. Figures 23-25 illustrate the final roadmap. 

The participants discussed whether to publish the roadmap with minor revisions in the 
final review meeting. We asked the company about the benefits, outcomes, and impact 
following the roadmap presentation. They answered: 

• This roadmap helps us understand the current situation, long-term goals, and 
team directions (as a newcomer to the team). 

• The roadmap illustrates the whole picture by considering the transformation end-
to-end. A complex problem becomes manageable and monitorable. It is like 
opening the headlights while driving in the dark. 

• It adequately shows what we need to do to bridge the gaps. We want to paint the 
whole picture by putting the rest of the projects in the roadmap. 

• We believe roadmapping would boost other business units as they see the 
complete image and which puzzle piece they own. 

• Up until now, we had projects started with specific goals in mind. We had not 
thought about how these goals, resources, and data services connect strategically. 
We will get buy-in from the digital transformation leader in the next iteration. 

 
We also wanted the participants to debate how to communicate, transfer, and sustain the 
benefits of the roadmapping process. 

• The roadmap is highly dynamic, which would increase the amount of effort 
required. The roadmapping methodology we followed can cope with this level of 
dynamism. Still, we need to consider the subsequent iterations carefully. 

• The top management should not consider the items in this roadmap as strict 
deadlines and goals. If the plans do not meet reality, instead of focusing on the 
problem, we should do a retrospective and evaluate the lessons learned, what 
went wrong, and how to best update the roadmap. 

• We may need to divide some of the packages into manageable chunks. We 
discussed many stakeholders connected to items in multiple layers. Instead of 
involving everyone at once, we can take the baby steps, pick the critical paths, 
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and start working with one or two business units. We can use the roadmap to 
justify why we currently work with a particular business unit to the top 
management. 

6.6. Discussion 

We collaborated with two organizations in three iterations to refine the process models 
and validate DSR's applicability and usefulness. Although the complexity and scope of 
the final roadmap increased through iterations, all three DSR initiatives mostly met the 
expectations in terms of objectives and outcomes. We reflected revisions to the process 
models according to feedback during applications following the action research design 
(Table 28). Most revisions correspond to the first two iterations. 

The two goals of DSR are to generate consensus among all stakeholders, including top 
management, data experts, domain experts, and IT experts, and back up practitioners with 
quantitative evidence, providing more confidence around decisions. Therefore, the 
roadmapping process customizes the workshop-based T-Plan and integrates the CRISP-
DM, which results in a hybrid roadmap development methodology. The framework 
enables organizations to strategically plan their organization-wide data science initiatives 
and data assets to become data-driven. The roadmap development method is also data-
driven. There are also opportunities to support the framework further, taking advantage of 
large textual databases (Geum et al., 2015; Jeong & Yoon, 2015), decision-making 
approaches (Daim et al., 2018; Daim & Oliver, 2008), and other management tools (J. H. 
Lee et al., 2013). We intend to explore integrating these supporting mechanisms with DSR 
and other data-integrated roadmap types (Han & Geum, 2020) as part of future work. 

This study has implications for practice and research. It portrays that becoming a data-
driven organization requires overcoming DOTS challenges and connecting business 
strategies with data-related, technological, and organizational resources. Our prior 
experience has shown a challenging and long journey, especially for data-disadvantaged 
and underachiever organizations. The technology architecture and organizational structure 
must evolve to satisfy the data science and data management plan requirements. 
Technology forecasting becomes particularly important in this context since many data 
science tools and application frameworks continue to emerge. It is costly to change the 
underlying technologies while operations persist. High-level strategic trends are also 
subject to rapid change. 

The research group identified these trends during DSR application (Figure 20) and 
planned the data layers accordingly. The technologies in Figures 21 and 22 correspond to 
the high-level strategic trends and data science process requirements. Similarly, the oil 
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and gas company planned the technology layers (Figures 24 and 25) according to strategy-
level data science trends and data-level requirements (Figure 23). Nonetheless, the 
development of DSR also reveals new research directions. The framework can be 
supported further, particularly for technological and organizational planning, with 
quantitative assessment and forecasting tools integrated into the methodology. These 
quantitative approaches need to be evaluated and customized to plan technology and 
organizational layers for many IT and organizational contexts. 

Furthermore, organizational restructuring is necessary but insufficient to become a data-
driven organization. Such a transformation also involves significant social change for 
organizations to create a data-driven culture. The success of the transformation depends 
on data literacy, leadership skills, trust-oriented decisions, openness, and the continuous 
learning capacity of stakeholders. The data-driven transformation phenomenon affects the 
entire organization and necessitates data-driven and trust-oriented leadership. By applying 
DSR, the research group recognized the academic and industrial high-level trends 
(explainable, trustworthy, and ethical AI) on the roadmap and planned the layers below 
accordingly (Figures 20-25). DSR adopts a workshop-based process to catalyze the 
required social change by establishing communication channels between business 
functions and mitigating information asymmetries. It should also be emphasized that 
during the application, both the research group and the oil and gas company realized that 
they could not explore all the paths that correspond to the high-level trends even though 
the workshop processes were agile. Achieving some objectives and sharing outcomes with 
students and partners required the roadmap to be kept alive. Therefore, both organizations 
published open issues together with the roadmap (Figures 22 and 25) to be resolved until 
the next iteration, agreed on the schedule to review the roadmap, and assigned the roadmap 
champion responsible for keeping the roadmap alive. All three iterations recognized that 
the first developed roadmap is like a minimum viable product (Ries, 2011), promoting a 
lean approach and minimizing waste during workshops. We argue that becoming a data-
driven organization similarly necessitates lean and agile approaches incorporated into the 
organizational processes, as the research group and the oil and gas company recognized 
in their final roadmaps. 

Table 28: Feedback on the processes and agreed major revisions to the process models through iterations 

Process – Step Feedback on the process Agreed major revisions to the 
process model 

Pre-workshop – Request data 
for workshops 

"At the beginning of the pre-
workshop, the data experts and 
the domain experts need to 
determine data sources. That 
would allow the data experts to 

Data experts from the pre-
workshop team and data owners 
determine data sources at the 
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define requirements concerning 
the IT environment for the 
workshops." 

beginning of the pre-workshop 
in a separate pool (Figure 13). 

Strategy workshop – Review 
landscape 

"It would be possible to prepare 
beforehand if we saw the pre-
populated roadmap landscape 
before this workshop began." 

Add the last step for the pre-
workshop: Mail pre-populated 
landscape to the strategy 
workshop team (Figure 13). 

Strategy and data workshops – 
Synthesize cases on landscape 

“We can leverage an agile 
methodology adding iterations 
to the workshops after 
synthesizing cases on the 
landscape.” 

After synthesizing cases on the 
landscape, add a possible 
iteration path to small group 
deep-dives. Turn workshops 
into two short big group 
meetings with small group deep-
dives in between (Figures 14 
and 15). 

Data workshop –Review 
landscape 

“The pre-workshop process 
would be more thorough if we 
discussed some data sources 
earlier.” 

In the planning process, add the 
following step before 
determining stakeholders: 
discuss internal and external 
data sources. 

Data workshop - Select 
landmarks to deep-dive 

“We need to evaluate and plan 
data and metadata objects 
independent of the data source 
since the data source is subject 
to change.” 

In pre-workshop and data 
workshop, treat data sources and 
data and metadata objects 
differently (Figures 13 and 15). 

Technology workshop – Review 
landscape 

“It is hard to understand 
technology requirements 
without a data management 
plan, which could be discussed 
earlier.” 

Add a pathway to data 
workshop deep-dive activity 
after making sense of data: 
Outline high-level data 
management plan (Figure 15). 

Review the roadmap – 
Document comments 

"It was not possible to explore 
all the high-level strategic 
trends. Some of the items on the 
roadmap require more research 
and effort. We can do so until 
the next update on the 
roadmap." 

In the review meeting, add a last 
activity for the review 
committee: determine when to 
review and update the roadmap 
(the sprint length). The review 
committee should also 
document the open issues 
published together with the 
roadmap (Figures 22 and 25). 
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Review the roadmap – 
Document lessons learned 

“It would be nice to run a 
retrospective session as part of 
the review process after 
publishing the final roadmap.” 

After the review committee 
meeting, the planning team 
publishes the roadmap, runs a 
retrospective session, documents 
lessons learned, and updates the 
lessons learned database. 

 

6.7. Evaluation of the Action Research’s Quality 

Compared with other research approaches, action research is a more imprecise, uncertain, 
and unstable activity (Coughlan & Coghlan, 2002). Coghlan and Brannick (2009) discuss, 
the main characteristics of good action research are; the researcher intends to change the 
organization, the project has implications beyond those involved in it, and the project aims 
to develop a theory as well as it is beneficial for the organization. Zuber-Skerritt and 
Fletcher (2007) add the following to quality and rigor criteria: 

• The design, explanation, and justification of the methodology 

• The individuality and originality of contributions 

• The use of relevant literature that justifies the candidate's choice 

• The clearness and soundness of writing style 

This study starts with an actual need from the industry. A conceptual framework is 
developed synthesizing the systematic literature review results (reported in Chapter 4), 
well-established TRM, big data, data science, and data-driven organization literature. The 
resulting DSR framework comprises a complete methodology with macro and micro-
process models. The graphical representations of business processes with BPMN make it 
easier to iterate on the process models. The action research approach refines these process 
models, validating DSR's applicability and usefulness through three iterations with two 
organizations. Nevertheless, the action research projects have significant practical 
implications beyond the two organizations since they aim to transform both organizations 
to become data-driven while developing theory. 

6.8. Limitations and Future Research 

Roadmapping applications require customization for a specific organizational context and 
purpose. Therefore, one limitation of this study is that the methodology and application 
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context may not be directly applicable to other data-disadvantaged or underachiever 
organizational settings. For example, for public organizations, data might be more 
sensitive, and organization structure and culture might be more rigid. Accordingly, the 
architecture and process models may require minor customizations regarding the 
organizational context. While both organizations want to keep the developed data science 
roadmap alive, this study does not explore the integration of DSR into business processes. 
Therefore, this study sets forth the need for roadmapping to facilitate data-driven 
transformations in organizations. However, we will explore the generalizability and 
adoption of DSR. All things considered, further research directions are as follows: 

1. Follow up on the next iteration with the oil and gas company and see how open 
issues are resolved. 

2. Apply DSR in businesses from other data-disadvantaged and underachiever 
sectors. 

3. Explore the planning of data and respective technology layers in other data-
integrated roadmap types. 

4. Research technology assessment and forecasting tools that complement data-
integrated roadmap development. 
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Figure 23: The final roadmap developed by the oil and gas company. Some details are aggregated and hidden, respecting company privacy. 
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Figure 24: The final roadmap developed by the oil and gas company (cont.). Some details are aggregated and hidden, respecting company privacy. 
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Figure 25: The final roadmap developed by the oil and gas company (cont.). Some details are aggregated and hidden, respecting company privacy.
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CHAPTER 7 

 

7 CONCLUSION 

 

7.1. Summary 

While organizations had traditionally produced data with careful planning, data has 
become a strategic asset for contemporary organizations because of the paradigm shifts, 
such as digital transformation, that produce big data without planning. Businesses have 
leveraged data science to gain a competitive edge in the marketplace by extracting 
knowledge from big data. However, not all sectors are well-suited to big data, and many 
industries, such as manufacturing and healthcare, have dragged behind. They still strive 
to become data-driven by overcoming data-related, organizational, technological, and 
strategic challenges. 

Organizations from the not-so-well-suited sectors need to plan organization-wide data 
assets and data science projects to leverage data science in their processes effectively. 
They need a comprehensive approach to align their business strategy with data-related, 
technological, and organizational resources. This study begins after recognizing the 
industrial necessity for such planning. Literature review reveals the lack of studies that 
comprehensively identify the challenges for data-driven transforming organizations from 
the data science perspective. Furthermore, while prebuilt roadmaps in the literature 
acknowledge that reaching analytics goals depends on strategy, skills, and culture, these 
roadmaps disregard the iterative nature of roadmaps. In successive iterations, a successful 
approach should build trust and consensus between stakeholders and business functions. 

Accordingly, this study develops the DOTS research framework using a systematic 
approach to identify the factors related to data science usage in organizations and the 
challenges that organizations face on their journey to become data-driven. Then it puts 
forth the need for roadmapping to facilitate data-driven organizational transformation. 
With contributions from industry and academia, we have developed the DSR framework 
by customizing TRM to help organizations connect business strategies with data-related, 
technological, and organizational resources. The proposed roadmapping framework 
provides a methodology that synthesizes the DOTS research framework with two industry 
best practices: CRISP-DM and the workshop-based T-Plan. 
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The framework has been refined and validated in three consecutive applications in real-
world organizational settings, collaborating with a cross-disciplinary research group and 
an oil and gas company. The results show that the proposed framework facilitates DSR 
initiatives by creating a comprehensive roadmap capturing strategy, data, technology, and 
organizational perspectives. However, becoming data-driven also necessitates significant 
social change toward openness and trust. The DSR initiative facilitates this social change 
by opening communication channels, aligning perspectives, and generating consensus 
among stakeholders. 

7.2. Contributions 

This study contributes to the literature by bridging multiple research gaps. First, it 
systematically identifies the challenges that data-driven transforming organizations face 
and organizes them into the DOTS research framework. Second, the development of DSR 
is the first study that focuses on digitally transforming data-disadvantaged or 
underachiever organizations to plan organization-wide data science endeavors and data 
assets, aligning business strategy with data-related, technological, and organizational 
resources. Third, we provide extensible and detailed process models (Figures 10-17) for 
agile planning of the data layer, segmented to account for data sources, data and metadata 
objects, data science processes, and data products and services (Figure 8). We provide 
practitioners with specifications and templates (Tables 21, 22, 23, and 24) to make it easier 
to initiate roadmapping initiatives. Fourth, the development of DSR presents novel 
applications for the hybrid agile roadmapping methodology that output data-integrated 
roadmaps. Finally, to the best of our knowledge, this is the first roadmapping study that 
uses BPMN to delineate micro-level roadmapping activities via visual process models. 
BPMN has made getting feedback during the development process and applying the 
agreed revisions (Table 28) more manageable. Additionally, more systematic method 
development has been enabled, as researchers and practitioners can see all the comments 
and revisions of the process models. We also believe that the graphical representation of 
process models can aid practitioners and researchers in customizing and executing 
roadmapping initiatives as a valuable addition to checklist-based templates (Kerr & Phaal, 
2019) 

7.3. Limitations and Future Work 

The following limitations are identified regarding this study: (1) The DOTS research 
framework may lack some domain-specific factors, not published in the literature, or 
cannot be detected by the systematic method. (2) Any roadmapping application requires 
customization to a specific organizational context and purpose. Consequently, the 
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methodology and the presented application contexts may not immediately apply to other 
settings, such as the public sector, where the business builds data science capabilities. (3) 
The follow-up on the successive iterations with the research group and the oil and gas 
company on roadmapping is not observed. We do not investigate mechanisms that drive 
and sustain the adoption of DSR. (4) This research does not explore the technology 
assessment and forecasting tools that complement DSR. 

This study sets forth the need for roadmapping to help organizations become data-driven 
and provides practitioners a framework to initiate roadmapping for data science projects. 
The following opportunities are identified corresponding to the limitations of the study: 

1. Adoption of DSR after the production of the first-pass roadmap 

2. Generalizability of DSR by application in organizations from different sectors 

3. Development of data and technology layers in various data-integrated roadmaps 

4. Development of technology assessment and forecasting tools that complement 
data-integrated roadmapping 
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