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ABSTRACT

PREDICTING MULTIPLE TYPES OF BIOLOGICAL RELATIONSHIPS WITH
INTEGRATIVE NON-NEGATIVE MATRIX FACTORIZATION

Kartl &, Onur Savack
MSc., Department of Bioinformatics
SupervisokrAssoc. Prof Dr. Yekim Aydén Son
CoSupervisor: Assoc. Prof Dr. Tunca D

May 2022, 111 pages

Integrative research on muthodal biological data is difficult due to their complexity and
diverse structure. A critical issue in bioinformatics and computational biology is that many
of the associations/relationships between biologicaiponents and concepts (i.e., genes,
proteins, drugs, diseases, etc.) are still unknown dueedigh costs and temporal
requirements of wedab experiments that uncover them. This thesis aims to predict
unknown relationships in biological data by leverggilocumented proteiprotein, drug

target, genalisease, and drugjde effect associations. To accomplish this task, first,
biological datasets are obtained from UniProt, String, Stitch, Sider, Drugbank,
Drugcentral, DisGENET, and KEGG databasesl theirrelationships are extracted and
re-formatted as multiple pairwise relationship matrices. Some of these matrices contain
continuous values to be used as association weights. We obtain highly sparse matrices
mainly due to the high amount of missing data ioldgical databases. Second, we
predicted missing relationships via integrative matrix factorization, usiegnon
negative matrix trfactorization algorithm which is shown to successfully solve similar
problems in the literature. For this, a prediction elas trained and evaluated using both
classification and regressiirased metrics. Subsequently, lasgale prediction of
pairwise relationships between proteins, drugs, diseases, and side effects is accomplished
using the optimized model. We obtaineew predictions for drugide effect, drug
disease, drugarget proteinand gene/protetdisease interactions. We evaluatkdtop

250 predictions witlthehighest scores and validated selected onesthetiterature. We

hope that the results of this thesis study kelp life scientists in planning experimental
work by providing preliminary sets of biological associations.

Keywords: Nonnegative matrix factorization, multelational data, drutarget
interactions, drugide effects relationships, gedisease associations
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CHAPTER 1

1. INTRODUCTION

1.1 Motivation

The integrative study of multimodal biological data is challenging because of its
complexity and diversity. A critical issue in bioinformatics and computational biology is
that many relationships betweiological components and concepts (i.e., genes, proteins,
drugs, diseases, etc.) are still unknown due to high costs and time requirements. There are
not enough financial budgets to carry out all the laboratory experiments that can reveal
these relationsps. Even if such a budget exists, experiments take a long time to yield
results. Sometimes it is necessary to make a decision very quickly. During the Covid19
pandemic between 2019 and 2022, drugs such as favipiravir, which are known to be
effective for d@her viruses, were tested on humans, and it was observed that they were not
effective for Covid19. An essential part of the systematic analysis of these data is
integrating the different components of biological data and revealing the relationships
betweerthese components through computational biology methods. All this increases the
importance of computational biology day by day and motivates researchers to investigate
biological data with different computational biology methods. In this thesis;gideg

effect relationships, drudisease relationships, drpgotein relationships, protejorotein
relationships, and proteitisease relationships obtained from different biological
databases were integrated into a model. The nonnegative matrix tri fachor{xMiTF)

was performed algorithm determined new relationships between these components.

1.2Biological Definitions

The first dataset discussed in this thesis is the dataset that expresseglareifect
relationships. A drug is a chemical preparation thakes it possible to treat a disease,
reduce its symptoms or prevent it by affecting living cells. The drug consists of 2
components callefiactive substan@endficarriero An active substance is a substance or
mixture of substances that act on a livingl.c& carrier is a chemicabr mixture of
substances that allow the active substance to be taken easily by the patierdsarad do
have a separate effect.



Thefiside effecb of the drug is that the patient is harmed by the drug he is taking. This
side effect can occur when used in a single dose or for a long time or when taken at the
same time as another drug.

The second dataset is the diurgtein (target) interactions daédsin the literature, these

two problems have generally been investigated independdidiogically speaking,

these problems are two different problems; different experiments need to be done. When
considered in terms of calculation, the situation ighsly different. Both problems can

be expressed with similar mathematical models, and the result can be reached by applying
the same methods to these models.

The target may be, for example, a receptor. A receptor is a component of the body or cell.
This cmponent can receive different stimuli and can be a particular cell, a nerve ending,
a protein that carries a signal from outside the cell to the inside, or a molecule in the cell
membrane where an extracellular protein binds to enter the celleGé&gto concept was
introduced into science due to the independent studies of Langley(1905) and Ehrlich, and
Ehrlich(1877) was the first to use this notation.

A Aligandd is a molecule that binds to a macromolecule, a protein, or a nucleic acid and
has a functioal role.

When the receptor structure is known, the method of designing molecules that can affect
this receptor is callefdockingod Thanks to docking, the interaction of proteins and drugs
can be observed.

1.3Mathematical Model of the Prediction Problems in he Biological Data

Definition 1. Let V be a noempty finite set, and let E be a relation from Vto V. G=(V,
E) pair is called a graph.

For instance, let there be V={a,b,c,d} , E={(a,b),(b,c),(b,a),(c,c),(c,d),(d,a),(d,b)} In this
case, the pair G=(V, B} a graph. We can visualize the graph in this example as follows.
(Figurel.l)



Figurel.1l. Example of a directed graph

Each el ement of set V. is called fAvertex, 0

In the above emple, it can be seen that there are both (a,b) ara) @uiges between a
and b. Instead of drawing twdirectional edges from a to b and b to a, it is sufficient to
draw an undirected edge between a andsiead of (a,b), it is used ab to repreghst
edge between vertices a and b in the graph.

Example. Let the set of vertices V is V={a,b,c,d,e} and the set of edges E is E={ab, bc,
ac, bd, de, ea, be, cd} . So the graph GH)/¢can be visualized as follows.



Figurel.2. Example of an undirected graph

Definition 2. Let the graph G=(V, E) be given
(G, W) pair is called a Aweighted graph. o

An example of a weighted graph is shown below.

e

40 .

20 B0

Figurel.3. Example of a weighted graph



Definition 3. Let the graph G=(V, E) be given. A G graph is called a bipartite graph if
there are sets V1 and V2, both of which are-aopty sets and also satisfy fliedowing
conditions:

1. Vi Vo=V
2. Vi Vo=
3. If (u,v)N Eiseithert Viand W Voor w¥ Voand W Vi

The drugtarget interactiomredictionproblem can be modeled with the help of bipartite
graphs as follows

— N

Figurel.4. Example of a bipartite graph

Here, V1={D1, D2, D3, D4} is the set of drugs, and V2={T1, T2, T3, T4} is the set of
targets.If a drug acts on a target, it is a match between the drug and its target; in other
words, this drug has been combined with this target line. For example, it can be seen in
the figure that it is known that the drug D1 acts on T1 and T3 targets. It i®swnkn
whether the D1 drug acts on the T2 target, which may need to be investigated. We have
experienced this problem together during the Cdddpandemic process. For example,
hydroxychloroquine is a malaria drug, but it has been used for a long timet &

19 disease, with the thought that it can be effective against the virus.

Similarly, the favipiravir drug is an antiviral developed against the influenza virus, but it
was thought that this drug could also successfully treat EiRemdesivir, othe other

hand, was a drug used against Marburg and Ebola viruses, but this drug was found to have
an antiviral effect against coronaviruses. As can be seen from these examples, when faced
with a new disease, the effects of existing drugs are investigafere developing a new

drug.

Developing a new drug is both costly and impossible to prepare in a short enough time.
In addition, it is necessary to investigate the effects of existing drugs not only against new
diseases but also against known diseases.

5



Another similar problem is the problem of predicting the side effects of drugs. This
problem is modeled with the help of the following graph.

Figurel.5. Drugside effect prediction problem as a bipartjtaph

Here, V1={D1, D2, D3, D4} is the set of drugs, and V2={S1, S2, S3, S4} is the set of side
effects of these drugs. Each drug has been paired with the side effects seen in people who
have taken this drug, so linksk drugswith theside effects. For examglin the figure,
thedrug D3 is combined with S1 only, which means that only the S1 side effect has been
seen as a D3 drug. However, it is not known whether the D3 drug has any other side effects
and whether other side effects for each drug are the $wfjeonstant research. In real

life, drugs do not cause the same side effects in every person, and not every side effect is
necessarily seen. Side effects are generally written under the headings of common and
rarely seen side effects in drug packagerissén other words, there is an incidence of

side effects for each drug, so it would be more accurate to model the DSE prediction
problem with a weighted twoluster graph.
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Figurel.6. Example of a weighted bipartite graph

In the diagram shown in Figufie6, it is seen that the D1 drug has three side effects such
as S1, S3, anddSlt is known that among these side effects, the rate of &P4sthe rag
of S3is30%, and the rate of43s 20%.

1.4Matrix Factorization

In numerical analysis problems, writing a given matrix as the product of two matrices with
specific properties has been known as the decomposition terminus for a longdme.
example, th&.owerUpper (U) decomposition method, which is a method of solvire
system by writing the matrix of a linear system of equations as the product of the lower
and upper triangular matrices, was proposed by Banachiawik238(Schwarzenberg
Czerny (1995))In recent years, the importance of the recommender systems problem has
led to the development of the nrorgative matrix factorization (NMF) algorithm. Later,
this algorithm was also used for estimating biological data ictiere. In both problems,

we have a sparse matrix, and we are trying to predict the unfilled cells of this matrix. We
try to approximate this matrix by the product of two fm@gative matrices. In biological
data, the sparse matrix we mentioned aboveeistijacency matrix of a bipartite graph.
However, it is challenging to model the integrated data with a bipartite graph. In general,
the proposed models consist of a union of bipartite graphs.

1.5Aim of the Thesis

Investigation of integrated biological daseessential for diagnosing and treating diseases
and predicting new side effects of the drugs. In addition, these studies can help predict
connections between biomolecules such as-gratgin and proteitarget. Performing



these studies in laboratoriesdostly and may not always be reliable due to the limited
number of experiments. For this reason, computational estimation methods ftargetg
relationships have become more prevalent in recent y@arg-side effect prediction can
reveal some sideffects that may not be possible to detect in clinical trials, as some side
effects occur under certain conditions.

This thesis aims to predict unknown interactions in biological data by utilizing
documented proteiprotein, drugtarget, genalisease, andrugside-effect relationships.

To accomplish this task, firstly, biological datasets are obtained from UniProt, String,
Stitch, Sider, Drugbank, Drugcentral, DisGENET, and KEGG databases, and their binary
relationships are extracted and reformatted asipleibinary relationship matrices. These
matrices contain valudge be used as relationship weights whenever possible. We aim to
obtain relatively sparse matrices due to the high amount of missing data in biological
databases. Second, we aim to pregredict these missing relationships through
integrative matrix factorization using the NMTF method. This algorithm has been shown
in the literature to solve similar problems successfully. A prediction model is trained and
evaluated usinglassification andregressiorbased metrics such as precision, recall,
average precision accuracy, and mean absolute error. Finallystzaigeestimation of the
bilateral relationships between proteins, drugs, diseases, and adverse events are performed
using the optimizednodel. We hope that the results of this thesis will help life scientists
efficiently plan their experimental work by providing a preliminary set of biological
institutions.

1.6 Outline of the Thesis

Within the scope of the second chapter, the literature wee@ried out has been
conveyed. First of all, Nohegative Matrix Factorization is discussed, and then the
prediction problems between biological elements and their solution approaches are
mentioned.

In chapter 3, first, the biological elements and tdaiabase source and the stages of the
database assembly are explained in detail. Next, the mathematical model within the scope
of the prediction problem, the model proposed by the thesis, and the solution method are
given.

Chapter 4 presents a survey & thata obtained for testing, parameter tests applied within
the scope of NMTF, error measurements regarding these tests, and tests performed within
the designed scenarios. The results of the performances were compared, and new
interaction estimates madetivithe most appropriate one among them were explained.

The fifth and last chapter revisits the results and their discussion and proposes potential
future studies.



CHAPTER 2

2.LITERATURE REVIEW

2.1NonnegativeMatrix Factorization M ethod

The development of data science towards the end of the 20th century led to the need to
use the matrix factorization method in different ways for different problems. Paatero and
Tapper (1994) suggested npagative matrix factorization. The authors exprése
problem as the bilinear matrix equation in this study, but this study can be considered a
starting point for further studies. lat al. (2001) propose a local neregative matrix
factorization (LNMF) method for the problem of visual patteribey adl a term
representing localized features to the objective function.

Based on the fact that the matrix given in many problems is very sparse (that is, the value
in only a few cells of the matrix lsnown), Hoyer (2004) examined this proposed method
by addng a sparsity condition.

The Matrix factorization method was first explained by Simon Funk in 2006 in a blog
post about the recommendation systems competition organized by Netflix. (Funk(2006)).
After this competition, researchéiaterest in this algathm has increased considerably.

The first serious scientific study describing this method for recommender systems is done
by Salakhutdinov and Mnih (2008). The success of this method is highly dependent on
the choice of initial matrices. The dimensionstieése matrices are often called latent
vectors (variables) or hyperparameters. In recent years, studies on the choosing of latent
vectors and initial matrices have increased. Langeilal.(2006) compare the various
initialization methods and show thtae success of results depends on the choosing initial
matrices and latent vectors. Ar (2020) proposes a new method for the initial matrices that
uses the distribution of the n@mpty cells of the given input matrix. Hassahal.(2021)

modify the initalization if the kspherical Means method chooses the initial matrices.

The NMF method has also been applied to biological data and computational biology
problems. Devarajan (2008) discovered molecular patterns such as -gestein
microarray relationshg and expression profiles, crgdatform and crosspecies
analysis, functiorgene relationship, and dragrget interaction. Pehkonet al. (2005)

used this method to identify and visualize gene clusters through functional classes. They
obtained differat grouping results for a different number of clusters, that is, for a different
number of latent factors. They separated thegsters using a developed tool called
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GENERATOR, differentiahg between clusters as the number of clusters changes. They
also reported comparing their tools and other computational tools to demonstrate the
performance of their algorithm. Zhaeg al. (2020) propose a computational method to
predict circRNAdisease interactions for integrated biological data. For this, theyaise th
NMF algorithm. Before applying the algorithm, they try various approaches to create more
reliable networks. First, circRNA annotation, sequence, and functional similarity
networks are determined, and diseesdated genes and semantics are used to cahstr
disease functional and semantic similarity networks. Second, metapath2vec++ is used in
an integrated network to examine buiit features and initial prediction evaluation.
Finally, they use NMF by taking the similarity as a constraint and optimitzingproduce

final predictions. Yang and Michailidis(2016) propose a new multimodal data analysis
method designed for heterogeneous data based on the NMF method. They provide an
algorithm for collaborative decomposition of related data matrices, incl@dsgarsity
parameter for multivariate settings. The NMF method was used by Génen (2012) for the
drugtarget interaction (DTI) prediction problem. He formulates the problem, which
combines binary classification, size reduction, and matrix factorizationudds in
calculations drug similarities and genomic similarity between targets.

The NMTF algorithm, which we used in this thesis #imdk is suitable for integrated
biological data, was first proposed by Detgal.(2006). Zitniket al.(2013) use the NWF
algorithm to discover diseasdsseases interactions. Zitnigt al. (2015) apply the
algorithm to the gene prioritization problem. Disseiz al. (2019 propose a drug
repositioning algorithm based on the NMTF method for the integrated biological data.
They demonstrate how to build a gengvatpose graph covering the most critical drug
discovery aspects. They explore how initiation and termination can significantly affect the
quality of outcomes for radministration of a drug. Cedd#hal.(2020) modifythe NMTF
algorithm by taking the shortest paths to extract more connections between nodes than
those explicitly included in integrated networks. With this modification, the shortest path
NMTF method leads to discoveries of dhpigptein interactions, newrdg annotations,

and new druglisease relationships. The method concludes that drugs target proteins not
directly related to known drugs. Pin@t al.(2021) consider the problem of predicting
synergistic drug pairings in several cell lines. To solveptablem, they propose an
NMTF-based approach that uses the integration of different data types. The proposed
computational framework is based on a networked representation of existing data on drug
synergy, allowing for the integration of genomic informatimto cell lines. They
computerize the performance of his method in finding missing relationships between
synergistic drug pairs and cell lines, calculate synergy scores between drug pairs in a given
cell line, and evaluate the benefits of adding ced lenomic data to the network.

2.2Drug-Target Relationship Prediction Problem

Studies investigating the problem of dragget relationship estimation can be classified
into two groups. Studies in the first group have addressed this problem fdsniuey
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classification problema The binary classification problem investigates whether there is a
relationship between a drug and a target.

Among the studies in this group, Getoal.(2018) made predictions using artificial neural
networks. In this study, the auth@ used Al ong short term m
networksandgraphased convol uti onal neur al net wor |
structures into dense vector spaces. They made the classification with the help of the
sigmoid function. The dataset uskidthis work is the open BindingDB [Gilsost al,

2016]. This dataset contains data that includes the relationship of drug or drug candidate
molecules with the target or target candidate proteins. According to their determined
criteria, the authors took.3 million snapshots from this dataset and created a binary
classification set containing 39747 positive and 31218 negative data.

One of the studies that deal with the dtagget relationship estimation problem as a

binary classification problem is theudy of Wenet al.(2017). This study applied a deep

learning algorithm to predict new driigrget associations. The drug and target data used

in the study are from the DrugBank database (http://www.drugbank.ca), and the drug

target interactions proteinednt i f i er s section of the DrugB:
target identifiero category ( ( h-identgies)/ / www.
has been downloaded. In addition, approved drug constructs and approved target
sequences were obtainecbrh https://www.drugbank.ca/releases/latest#structures and
https://www.drugbank.ca/releases/latest#tasgefuences, respectively.

Wanget al. 2018, is one of the works classified as binary. This article is based on a
hypothesis. This hypothesis is thag ihteractions between drugs and target proteins are
closely related to the sequence of target proteins and the molecular structure of drug
compounds. The authors proposed a nestep computational method based on this
hypothesis to reveal an unknown leugrale drugtarget interaction. In the first step of the
proposed method, the target protein sequence is converted into a matrix containing
biological evolutionary information. In the second step, a deep learning algorithm is
applied to reveal hidden highvel features. In the third step, firstly, these features are
combined with drug information, the decision tree is created, and finally, the rotation
forest classifier is applied to obtain the most probable targets.

One of the studies that deal with tHeugtarget relationship estimation problem as a
binary classification problem is the study of Wadral.(2017). This study applied a deep
learning algorithm to predict new driigrget associations. The drug and target data used

in the study are from thBrugBank database (http://www.drugbank.ca)dthe drug

target interactions protein identifiers section of the DrugBank database is from the "drug
target identifier" category ((https://www.drugbank.ca/releases/latest#proggitifiers)

has been downloadedn addition, approved drug constructs and approved target
sequences were obtained from https://www.drugbank.ca/releases/latest#structures and
https://www.drugbank.ca/releases/latest#tasgefuences, respectively.
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When the drugarget relationship predictin problem is considered a binary classification
problem, it is assumed that the drug acts on a target completely or has no effect. In real
life, this is not always the case. A drug can have a specific effect on a target at a certain
level. Studies in theecond group try to estimate the degree of this effect.

Recently, deep neural networks have been used for DTI prediction problems. Deep models
are created either through graph representation (Ngtya(2020), Wanget al.(2020)

or sequence represetita of the data(Ozguet al.(2018), Zhacet al.(2020), Zenget al.
(2021)).

2.3Drug-Side Effect Prediction Problem

Related studies of these problems can be divided into four groups, including docking
based, networbased, machinkarningbased, and various approaches that differ from
these three approaches.

2.3.1 DockingBased Studies

Since docking is done directly on the drug target and is not dependent on experimental
data, this method is more likely than other methods to femew, unexpected
associations. However, a long processing time requires the 3D structure of drugs and
targets.

Chen and Ung(2001) performed the docking using a procedure that includes multiple
coupling of the shape of the conformer of the moleauith the gap, followed by
molecularmechanical optimization of bending and minimization of energy on both the
molecule and protein residues in the binding site. They selected potential protein targets
by evaluating the energy of molecular mechanics. THeg analyzed the binding
competitiveness with other ligands that bind at least one PDB entry to the same receptor
site.

2.3.2 Graphbased Studies

In this method, the DSE problem is modeled with the help of graphs. These graphs are
often bipartite graphs. The raion of a graph is also used as a network in the literature.
For this reason, the concept of netwbdsed is sometimes used instead of gizaeed.

This method requires much less processing time than the docking method and does not
require the 3D structe of drugs and proteins, but the success performance is very
dependent on the model created. For example, the network neighborhood model only
considers direct neighborhoods, which reduces the success perforidaaoeet al.

(2021) developd a new drug de effects prediction model that uses a graph attention
network to integratsimilarity information, known drugide effects information and word
embedding. Lu@t al.(2014), Yeet al.(2014), Zhacet al.(2019),andZhaoet al.(2020)
areexamples of sties published in this group in recent years.
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2.3.3 Machine Learningbased Studies

If we evaluate these studies in general, we can observe that this method has the following
advantageous features: 1) It does not need datalnstructure to reach the resujtThe

applied algorithms do not work too much in the processing time 3) It requires relatively
little supervision. 4) The data need not be very comprehensive.

Besides, this method has the following disadvantages: 1) This method involves
uncertainty and2) The succedal performance of the method depends on the diversity
and distribution of the compounds in the dataset.

These studies used machine learning methods such as support vector machine, logistic
regression, naive Bayesearest neighbor, and ramddorest methods.

Liu et al.(2012) use several machine learning classification methods to integrate different
data types into a single model.

Jahid and Ruan (2013) show how similar drugs cause similar side effects and use a
machine learning approach toegict them. However, they cannot identify the
mechanisms underlying the side effects.

Zhanget al.(2015) propose a multabel k nearest neighbor algorithm based on feature
selection to predict drug side effects.

Dmitri and Lio (2017) developed a new tool based on machine learning to solve the drug
side effects problenThey first grouped the drugsamrding to their properties and then

made sideeffect estimates based on scores. Biological validation of the resulting clusters
is performed using enrichment analysis, another feature implemented in the methodology.

2.3.4 Various Approaches

Few studies appliedparse canonical correlation analysis (SCCA; Hardoon & Shawe
Taylor, 2011) or various scorifigased algorithmd$?auwels(2011xand Yamanishiet al.
(2012) can be given as examples of such studies.

2.4 Biological Databases

This thesis collected Protefrotein hteractions, Drugf arget Protein Interactions, Drug

Side Effect Interactions, Gerigisease Interactions, Gefgotein Interactions, and Drug
Disease Interactions from certain data bafikese collected interactions were integrated,
classified as describad the following subsections, amdlatedmatrices were prepared

for testing with the NofNegative Matrix TriFactorization algorithm. In line with the
purpose of the thesis, a study was conducted to estimate unreviewed or unrecorded
potential relationsips based on the relationships present in these matdoegoal was

to improve the accurate selection of samples in Hibw-intensive laboratory
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experiments currently being carried out with limited resources. The databases from which
data are obtaineare as follows;

1. UniProt(UniProt Consortium, T. (201&nd STRING (ProtekfProtein Interactions)
2. Drugbank and Drugcentral (Drdgrget Protein Interactions)

3. Sider and STITCH (Dru&ide Effect Interactions)

4. UniProt, HGNCand NCBINIH(GeneProtein Interactions)

5. DisgenetPiferoet al.(2019)(GeneDisease Interactions)

6. KEGG(Kanehiseaet al.(2010)) Disgenet and Drugbank (Drijsease Interactions)

The databases used and their features, data acquisition, andipgpstgses are detailed

in the following sections. The numerical characteristics of the collected raw data are also
given in the same sections. The necessary elimination and editing processes performed on
the raw data, the test data obtained as a resultttee characteristics of this data are
discussed in the results section.

2.4.1 Protein-Protein Interaction Databases

The following databases were administrated for retrievdh@turrent protein list and
proteinprotein interactions.

2.4.1.1UniProt (TheUniversal Protein Resource)

The Universal Protein Resour¢eniProt) is a comprehensiverotein sequence and
annotation dataThe UniProt databases are theiProt Knowledgebase (UniProtKB)
theUniProt Reference Clusters (UniRefand theJniProt Archive (UniParc) The
UniProt consortium and host institutions EMHEBI, SIB, and PIR, are committed t
long-term preservinghe UniProt databases.

UniProt collaborates witlthe European Bioinformatics Institute (EMBEBI), theSIB
Swiss Institute of Bioinformati¢cgend theProtein Information Resource (PIRcross the
three institutesmore tharl00 peoplare involvedin different tasks such as database
curation, software delopment, and support

EMBL-EBI and SIB together used to produce SwAsst and TrEMBL, while PIR
produced the Protein Sequence Database-FHR). These two data sets coexisted with
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https://www.uniprot.org/help/uniprot_staff

different protein sequence coverage and annotation priorities. TrahsE®BL
Nucleotide Sequence Data Libraff rEMBL) was created because sequence data was
generated at a pace exceedsvgssProis ability to keep up. Meanwhile, PIR maintained

the PIRPSD and related databases, including iProClass, a database of motences

and curated families. In 2002 the three institutes decided to pool their resources and
expertise and formed the UniProt consortimow headed bxlex BatemanAlan Bridge
andCathy Wu

UniProtis a database that contains many different data classes regarding many existing
organisms and can present these data to usersdailistHere are some examples of data
classesnames and taxonomy, sequences, function, interaction, expression, gene ontology,
structure, subcellular location, famjlgnd domains.

In this thesis, protein entries were used in the acquisition of membEiE@ sapiens,
which werespecified as reviewed proteins (SwissProt) and the subsequent conversion of
proteinprotein relationships to this format.

Protein Microbial

identiﬁca' protei
Gene | data famili W

Functl % Enzyme'
|nforma faml\ Protein—pl n:a‘u

Snd do interac

Manual curation UniProt Knowledgebase

Literature-based Automated
annotation annotation
Sequence analysis Richly annotated protein s’
UniProt Archive
All the protein sequences in the ‘
InterPro classification Signal
(families, domains igna
and motifs) prediction
Other ransmembrane
predictions prediction

Protein classification

Figure 21. Sources of annotation for the UniProt Knowledgebase

(https://lwww.uniprot.org/docs/uniprot_flyer.pdf)
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2.4.1.2STRING

It is the data bank within STRING where the interaction data of human proteins are
obtained. Thanks to its scoring data feature, it has enabled the creation of matrices that
can yield more efficienresults in the NTMF algorithm. The definition of the database,
according to the website, is as follovBTRING is a database of known and predicted
proteinprotein interactions. The interactions include direct (physical) and indirect
(functional) assoct#ns; they stem from computational prediction, knowledge transfer
between organisms, and interactions aggregated from other (primary) datdleses.
STRING database currently covers 24.584.628 proteins frO805rganisms.

- Baco . M publTled -
P g L =Q, ominee,... =1 sooRi0...
Genomic Context High-throughput Lab (Conserved) Co Automated Previous Knowledge in

Predictions Experiments Expression Textmining Databases

Figure 22. Data sources of interactions in STRING (https://stdbgprg/cgi/about)

2.4.2 Drug-Target Protein Interactions

Drug-Target Protein interactions were collected and integrated from two different sources,
DrugCentral and Drugbank. In this contexte tdataset was prepared dpnsideringthe
interactions in both databases as commons and separate unique records while separating
the duplicated records. General information about the relevant data banks and the method
of obtaining data are presented ie tbllowing sections.

2.4.2.1DrugCentral

Drugcentral is aonline drug information resource created and maintainéadiyivision
of Translational Informatics dhe University of New Mexio in collaboration with the
IDG (llluminating the Druggable Genome), according to their introductory page website.

DrugCentral provides information on active ingredieci®mical entities, pharmaceutical
products, drug mode of action, indicatiorend pharmacologic action.They are
monitoing FDA, EMA, and PMDA for new drug approvaegularly to ensurethe
currency of the resource. Limited information on discontinued and drugs approved outside
theUS is also availablehowever regulatory approval inforntn cardé be verified.The
databasewvas developed and maintained by Oleg Ursu, Sorin Avram, Cristian Bologa,
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Liliana Halip, Alina Bora, Giovanni Boccand Tudor Oprea. Wedpplication developed
by Jayme anéiolmes.

Entity Count
Active Ingredients 4,714
Small molecule 3,916
Biologic 3
Other 457
FDA drug labels 105,785
Rx drug labels 37,089
OTC drug labels 65,276

Pharmaceutical formulations in FDA drug labels 129,975

Figure2.3. Summary for DrugCentral database. (https://drugcentral.org/about)

2.4.2.2DrugBank Online

DrugBank Online is a comprehensive, fteeaccess online database containing
information on drugs and drug targef®hey combine detailed drug (i.echemical,
pharmacological and pharmaceutical) data with comprehensive drug target (i.e.
sequence, structey and pathway) information as both a bioinformatics and a
cheminformatics resource.

DrugBank started in 2006 in Dr. David Wish
as a project to help academic researchers get detailed structured informatibdrags.

In 2011 it became a part of The Metabolomics Innovation Center (TMIC). The project
continued to grow in scope and popularity and was spun out into OMx Personal Health
Analytics Inc in 2015.

The latest release of DrugBank Online (version 5.lefeased 202P1-03) contains

14,595 drug entriesncluding 2,719 approved small molecule dragsi1,511 approved
biologics (proteins, peptides, vaccines, and allergenic), 132 nutraceuticals and over 6,657
experimental (discoverghase) drugs. Additiongll 5,269 norredundant protein (i.e.

drug target/enzyme/transporter/carrier) sequences are linked to these drug entries. Each
entry contains more than 200 data fieldgh half of the information being devoted to
drug/chemical data and the other half dedao drug target or protein data.
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2.4.3 Drug-Side Effect Interactions

Drug-Side Effectinteractions were collected and integrated from two different sources,
SIDER, and STITCH Both databases were used while acquiring EBide Effect
Interaction dataGeneral information about the relevant data banks and the method of
obtaining data arexplainedn the following sections.

2.4.3.1SIDER and STITCH

STITCH is a database that mainly uses String DB infrastructure, provides chemical
interaction data, records dugvith its unique reference number system (SMILE), and
shows their interactions.

On the other hand, SIDER is a database that primarily focuses on side effects and does
this by subjecting the data obtained from articles and prospectuses to various criteria
(MedDRA, ATC) and using Stitch references.

SIDER (Side Effect Resourcejontains information on marketed medicines and their
recorded adverse drug reactions. The information is extracted from public documents and
package inserts. The available informatincludes side effect frequency, drug and side
effect classifications,ral links to further information, for example, drigrget relations.
Version 4.1, released on October 21, 2015, was administrated on thisThesielease
versionuses the MdDRA dctionary (version 16.1).

The MedDRA Concept Type data class is divided into two cldesgsesentingletailed
information LLT: Lowest Level Term and PT: Preferred Term.

According to the guidance document, all side effects are given in LLditiéwlally, in

PT, each LLT has a PT equivalent. It is said that PT filtering is preferable because the
LLT can be overly detailed at times. Both LLT and PT values were considered valuable
to avoid data loss since vadalready removed duplicate valuesm the data. When we
analyze the data from this perspective, there are 163.206 PTs, 145,742 LLTs, and 901
unclassified entries. These LLTs are equivalent for most purposes and to the same PT.
The following example can be given to the LLT, PT distinttio
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I.  C0235431 PT Blood creatinine increased
a. C0151578 LLT C0151578 Creatinine increased
b. C0235431 LLT C0235431 Blood creatinine increased
c. C0700225 LLT C0700225 Serum creatinine increased

d. C0858118 LLT C0858118 Plasma creatinine increased

2.4.4 Protein-Disease Interactions

In order to form the Protein Disease Interactions, the data obtained from the databases,
about which information is given in the following sectiarere used. First, gerfgratein
interactions and gerdisease interactions were obtained for reference mapgpigaw

data were created after these two interaction data were mapped aspacjeinalisease
network

2.4.4.1Genei NIH under(NCBI (National Center for Biotechnology Infoation))

The whole Gene ID list available has been collected from@bee which is one of the
NCBI DatabasefGene 2004)

Gene supplies gerspecific connections in the nexus of map, sequence, expression,
structure, function, citation, aritbmology data. Unique identifiers are assigned to genes
with defining sequences, genes with known map positions, and genes inferred from
phenotypic information. These gene identifiers are used throughout NCBI's databases and
tracked through updates of amaton. Gene includes genomes represented by NCBI
Reference Sequences (or RefSeqs) and is integrated for indexing and query and retrieval
from NCBI's Entrez and Htilities systems. Gene comprises sequences from thousands
of distinct taxonomic identifierstanging from viruses to bacteria to eukaryotes. It
represents chromosomes, organelles, plasmids, viruses, transcripts, and millions of
proteins.
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2.4.4.2HGNC (HUGO Gene Nomenclature Committee)

The HGNC Gene ID (Nomenclature) content offered by HNGC has heed to
understand and compare the nature of missing links and search for alternatives in areas
where the Gend and or Gene Name data classes are not available. The relevant database
is introduced in its resources as folloBweedieet al.(2021))

HGNC is a nonprofit making body jointly funded by the US National Human Genome
Research Institute (NHGRI) and Wellcome (UK). They operate under the auspices of
HUGO, with crucial policy advice from a Scientific Advisory Board (SAB), and they also
consult witha team of specialist advisors who support specific gene family nomenclature
issues. They collaborate with staff at other gene nomenclature resources, especially the
MGNC and RGNC.

The HGNC is responsible for approving unique symbols and names for human lo
including proteircoding genes, ncRNA genes, and pseudogenes, allowing clear scientific
communication. For each known human gene, HGNC approves a gene name and symbol
(shortform abbreviation). All approved symbols are stored in the HGNC database, a
curated online repository of HGN@pproved gene nomenclature, gene groups, and
associated resources, including links to genomic, proteomic, and phenotypic information.
Each symbol is unique, and they ensure that each gene is only given one approved gene
symlol. It is necessary to provide a unique symbol for each gene so that they and others
can talk about them, and this also facilitates electronic data retrieval from publications and
databases. In preference, each symbol maintains parallel constructionfeirendif
members of a gene family and can also be used in other species, especially other
vertebrates, including mice. There is an already approved almost 43,000 symbols; around
19,000 are for proteinoding genes, and the remainder includes pseudogenespdiolg

RNAs, and genomic features.

2.4.4.3DisGeNET

The DisGeNET database is vital in the thesis work, especially with the UMLS Concept

ID from the data classes it contains. Due to the subject data class, both diseases and side
effects can be mapped based on ID. In addition to getting rid of the adveesssrop
nametype naming, it is ensured that intersecting common records are not eliminated and
disrupt the interaction prediction. The brief introductory information about him is as
follows; DisGeNET is a discovery platform containing one of the largabtigty
available collections of genes and variants associated with human diseases; it integrates
data from experturated repositories, GWAS catalogs, animal models, and the scientific
literature. Stored data are homogeneously annotated with controbedbutaries and
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communitydriven ontologies. Additionally, several original metrics are provided to assist
in prioritizing genotypephenotype relationships.

The current version of DisGeNET (v7.0) contains 1,134,942-de@ase associations,
between 21,67henes and 30,170 diseases, disorders, traits, and clinical or abnormal
human phenotypes, and 369,554 vardisease associations, between 194,515 variants
and 14,155 diseases, traits, and phenotypes.

2.4.5Drug-Disease Interactions

2.4.5.1KEGG (Kyoto Encyclopedia @enes and Genomes)

Although the KEGG database has its unique identification system and does not have the
userfriendly interface used by other databases today, it has been used to provide some
fundamental data for our thesis due to its bioinformatichehts and their interaction
data.This database, which makes a difference, especially with Drug Disease Interaction
data, is defined in its resources.

KEGG is a database resource for understandinglbigk functions and utilities of the
biological systemsuch as the cell, the orgamisand the ecosystem, from genomic and
molecularlevel information. It is a computer representation of the biological system,
consisting of molecular building blocks of genes and proteins (genomic information) and
chemical sbstances (chemical information) that are integrated with the knowlddge o
molecular wiring diagrams of interaction, reactiand relation networks (systems
information). It also contains disease and drug information (health information)
perturbations tohte biological system.

KEGG is an integrated database resource consisting of sixteen databaseasttvey
are broadly categorized into systems information, genomic information, chemical
information and health informatian
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Genomes Metabolomes Personal genomes
Metagenomes Pathogen genomes

Figure 24. KEGGdatasummary (https://www.genome.jp/kegg/keggla.html)

2.5Matrix Factorization Method

In numerical analysis problems, the method of writing a given matrix as the product of

two matrices with specific properties has beeavkm as the decomposition terminus for

a long time. For example, the LU decomposition method, which is a method of solving

the system by writing the matrix of a linear system of equations as the product of the lower
and upper triangular matrices, was prambby Banachiewicz in 1938.

The development of data science towards the end of the 20th century led to the need to
use the matrix factorization method in different ways for different problems. Paatero and
Tapper (1994) suggested nonnegative matrix facttoia.

Based on the fact that the matrix given in many problems is very sparse (that is, the value
in only a few cells of the matrix lsnown), Hoyer (2004) examined this proposed method
by adding a sparsity condition.

As used in this thesis, the Matfixctorization method was first explained by Simon Funk

in 2006 in a blog post about the recommendation systems competition organized by
Netflix. (Funk(2006)). The first serious scientific study describing this method for
suggestion systems is by Salakhnti. and Mnih A (2008). The matrix factorization
method for the first time by G6nen(2012) for the DTI estimation problem.

An M matrix can represent every graph on the computer. If there are m drugs and n side
effects (or targets) in a DSE (or DTI) estinoatiproblem, the size of the M matrix will be

m x n. If there is an edge between Di drug and Sj (or Tj) in the graph, one is written in the
M matrix cell (i,j); otherwise, zero is written. Let us consider the following example.
(Figure 25)
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Figure2.5. DSE prediction example given by a bipartite graph

For this example, the matrix M is 4x3 dimensional and will look like this

M is a large and sparse matrix, which means that 1s im#tex are much less than Os.
The Matrix Factorization Method can be briefly described as follows:
Choosing k small positive integer, O<a<1, O<b<1. It is necessary to find such L and R

matrices of mxk and kxn dimensions, respectively, so that the follolwimgiion takes
the minimum value:

al(LR); - MyI°+ aﬂLHz + bHRHZ (1)

M, =1

Here |L| and||R| denote the norm of these matrices, and the norm of a matrix A is defined

as follows:
|Al= /& A 2

TheMatrix Factorization method can perform with the following steps:

Step 1. Small positive integer k and numbers a and b that meet the conditions O<a<1,
0O<b<1, and a number e close to 0 are selected.

Step 2. The mxk and kxn sized L and R matrices are taketomly
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Step 3. Calculating the P=LR matrix.

Step 4. For each (i,j) cell equal to 1 of the M matrix, the square of the diffdretveeen
Pij and Mij is calculated, and these values are collected in an E variable.

Step 5.The values ofa and b that meet the catidns O<a<l, O<b<l1 are takeand
E+|a|L|f +b||R|] is assigned to E.

Step 6.Searching for other L and R matrices that make the E value smaller.

Step 7.If the absolute value of the differenbetween two consecutive values of E is
greater than e, go to the third step; otherwise, the algorithm stops working.

The matrix factorization methathn be explained with simple example. For instance,
the following DSE prediction problem was given. (ig2.6)

Figure 26. A graph forthe explanation of MFM

The matrix of this graph will be as follows:

gl 0 1g
_¢€ u
M=90 1 0f
el 0 0y
clo
Let us takethe k=1 anda=b=0.1. Let L:SOH and R=[1 0 1]. Letus calculate the LR
el

matrix.

LR obtained as,
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el 0 1gpg
_E€ u
LR=g0 0 O
e 0 1y
If we compare LR and matrix Mhe places Wwh 1 in the M matrix, we can see that only

the value in cell (2,2) is different. For these L and R matrices, we find the E value
E=1+0.1(#1)+0.1(1+1)=1.4

ély
Now letus take L:gLH and R=[1 1 1]In this casgthe LR matrixis obtained as;
&l
e 1 1p
LR=gl 1 1
g1l

Since the matrix M has all cells equal to 1, this time, the E value will be
E=0.1(1+1+1)+0.1(1+1+1)=0.6lo smaller value can be obtained for this examplés Th
simple example concludehat everyp1, D2, and D3 drupas S1, SZAndS3 side effects.

2.6 Non-NegativeMatrix Tri -Factorization Method

Let us denote the unit matrix with I. For matrix iRwe denote the transpose of AT and
matrix A, the matrixconsiss of the interchanges of rows and columns.

e 4g
As an exampletiv =g - *fis, thenM' =gl 2 will be.
& a & 1§

If A.AT=I for a matrix A, then the matrix A is called an orthogonal masi:a definition.
c3 4o
gﬂ its matrix isan orthogonal matrix

—u
50

3
For example A= ¢& 54
5

@ (D D D D

If there are no negative numbers in the cells of the input matrix, such matrices are called
norrnegativematrices. In Ding et ab (2006) study, the matrix factorization method was
developed. Let our input matrix be the Aoggative matrix M with dimensions nxm. Let
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us pick a small numbgk. We are looking for L, SandR matrices of nxk, kxkand mxk
dimersions, respectively,

a [(LsR); - My ]? ©)

M; >0
let the expression take the smallest possible value. Here L and R matrices are orthogonal

matrices. This method is called the matrixf&dtorization method. If n=m and matrix M
is a symmetrienatrix, then L=R.
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CHAPTER 3

3.MATERIALS AND METHODS

3.1Acquisition of PPI Data

To acquire the PPI dataset, proceeded as follows;

Step 1. Downloded String DB references for 385 Human proteins on UniProtkKB
Step 2. Eliminated a total of822 protein data lines ithout STRING reference numbers

Step 3. For the remaining B%3 protein entry, the STRING reference numbeese
edited as part of the database search requirement, clearing the orgaskésand other
code expressions, 9606. and; i.e.

Step 4. This protein data was queried at ¢ RI NG dat abaseos | ow
confidence level (0.15Before this query, the protein dataneconverted into clusters of

1.800 members since the related database offers the possibility to queryQgdteriiries

within the technical possibilities.

Step 5. As a result, 5&30 PPI data were obtained, reference numlyeese switched
back to UniProt IDs, andcores were createtlO0 PPI data had to be eliminated in the
final stagebecase two different SRING crossreferencevalueswere allocatedfor
P11836 and Q9H714. Thus, tteav dateof the PPI dataset was created.

As a result, we have the following raw data regarding the network we want to create as a
result of the study;

ProteinrProtein Interactiona total of 561,330 scored relationships were obtained to form
a Laplacianmatrix with dimensions of 17,765 x 18,002 (X1: Protein, Y1: Proteinjl

the scores were above the 0.15 confidence intemfath is the lowest confidence level
STRING could proide (when we consider the matrix dimensions only to the members
with relations, the matrix dimensions). The numbers of all protein entries as classified
reviewed and SwissProt are 20.3B6t we must state that 1,823 protein entries do not
contain a STRINGeference, and 788 proteins score below 0.15.

However, this raw data has been eliminated for finding the new predictionsamith
algorithm The reasongor this process anthefinal numeric characters have been given
in theresults section.
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3.2 Acquisition of DTI Data

Step 1. Druglarget Protein interaction data extracted from literature, drug labels, and
external data sources downloaded from DrugCentral DB. This raw data includes the
following classes and contains a total of 19,379 rows of data; Drug Naroet B,
Target Name, Target Class, Accession No, Gene, Swis act value, act_unit,
act_type, act_comment, act_source, act_source_url, relation, MOA, MOA Source, MOA
Source URL, action tyg tdl,andOrganism.

Step 2. NorHomo sapiens organisms were ehiatied from the raw data content first.
(Remaining datd 4,301, eliminated data 5.077)

Step 3 Uniprot and Swis®rot references were checked; there are no empty emtries i
these classes, so there is no elimination realized.

Step 4. At this stage, more thane UniProt ID belongs to a drug in the data content; in
some drugs, these two different reference values, while in others, it regches5
values. Each interaction was converted into pairs containing singular information,
yielding 15,457 rows ofata including relundantdata.

Step 5. From the existing data, columns Struct ID, Target Name, Target Class, Gene,
SwissProt, act value, act_unit, act_type, act_comment, act source, act source_url,
relation, MOA, MOA Source, MOA Source URL, action type, &idOrganismclasses

have beememoved. Duplicate entries were eliminated, resulting in DrugCesurated

data consisting of 15,347 lines.

Step 6. DrugBank data was analyzed and processed as the second step of dataset
preparation. The downloaded d@&teexisting DrugBank ID, Typeand UniProtName
classifications were eliminated.

Step 7. The data, which includes a total of 21,626 lines, lines by parsing the data belonging
to nonthuman organisms besides theéman protein datalthough they are not reviede
(SwissProt)remaining data consists of 305 After the redundardata is eliminated, our
DrugBank data consisting of 16,7Bdes of unique data, is formed.

Step 8. Before nmrging data from both databasdsyas examined to determine how many
entrieswe got from which database and the number of those that were found in both
databases and thosathvere not. According to this;

I.  Number of Drugcentral specific DTIs: 4.508
. Number of Drugbank specific DTIs: 3.836

[ll.  Number of common DTIs regexted on botldatabases: 27,178.
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Step9. Following the merging of Drugbank and Drugcentral data (35,8BR)icate data
was removed, and 28,522 rows of DTI data were available with data from both databases

As a result, we have the following raw data regarding theorktwe want to create as a
result of the study;

Drug-Target (Protein) Interaction; a total of 28,522 relationships that will take one value
When we consider the matrix dimensions only to the members with relations, the
dimensions are 6.594 x 3.265 (X1ugr Y1:Protein)

However, this raw data includes drug names as a node referenoeistrite converted to
Drugbank IDs. For that reasagiaw datas mapped over IDs foquicky finding the new
predictions withithealgorithm The steps of this process andalinumeric characters have
been given irtheresults section.

3.3Acquisition of DSI Data

Drug Names x Stitch ID data downloaded from Sider DB and Stitch ID x ATC Code data
are integrated. Then, only Stitch ID1 and Side Effect data were extracted from ¢he tabl
containing StitchlD1, StitchID2, UMLS Concept, MedDRA Concept Type, MedDRA
Term,andSide Effect data. Sider frequencies of side effects also provide data. However,
they could not be used because they partly scored vedvallgartly in numerical groups

The use of twdlifferent Stitch IDs was researched in the data. Accordingly, a decision
has beemade to use it as a reference value iatebrate Stitch ID > Side Effect > Drug
Name. Stitch ID_1 CIDXXX format is used for flat compougdwhile Stitch ID 2
CIDOXXX represents sterexpecific compounsl E.g., CID100000085 stands for
carnitine, while CID000010917 stands foicarnitine. Since flat compound Stitch ID is

used for all other reference tables in the database, the data column X>XXIGOrmat

has been removed. In the last case, the data consisting of 309,849 lines were purified from
repetitive entries. The Dru8ide Effect Interaction data consisting of 158.209 lines were
obtained, so the third matrix to be used in the algorithm is k=ieth

Due to a gspicion of potential error in the side effect data compilation protes®rug

Name x Side Effect data was reviewed again.; The merge, elimination, and integration
sequence at different stag@®repeated. The number of duplicationgl dheir reasons

can be explained as follows:

Step 1. The raw data from Sider is divided into LLT, PT, and Non accotditigeir
fimeddra_concept_typed

Step 2. While the number of data in the LLT class is 145,742, the classes
Stitch_ID2(stereespecific conpound reference), umls_concept_|&nd meddra_term
purged. Duplications from the table of Stitch_ID1 x Side Effects clagsesliminated.

So we have 138,899 rows of unique data rowsn{bkr of Duplicated Data: 6,843)
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Step 3. While the number of datative PT class was 163.206, the same operations were
repeated in the previous item. As a result, we have 145,321 rows of unique data rows.
(Number of Duplicated Data: 17,885)

Step 4. In the NOMlass (without the meddra_concept_type classification), théoeum
of data was 901, and | repeated the same operations. As a result, we have 857 rows of
unique data rowgNumber of Duplicate Data: 44)

At this stage, we believe that the factor that causes the data number to decrease due to
duplications is eliminatinthe Stitch_ID2 class. Because one Stitch_ID1-fahpound)

data versus more than one Stitch_ID2 data and Side Effect mapped, this ensures that the
raw data is unique without the classes that which was eliminated, and as we eliminate the
classes, only theedundantdata after mapping in Stitch_ID1 x MedDRA Concept Type x

Side Effect, causing elimination.

Step 5. All the data combined. In this intermediate data form of 285,077 rows, we have
eliminated the distinctive clagdneddra_concept typedfter this process, when the
duplication elimination is realized again, we have 163.221 unique data. The large number
of duplications in this data | attributed with Stitch_ID1 x Side Effect classes to the fact
that all side effects are given as LLT and also process&, but in some cases, LLT is

the same as PT. The following statement on the Sider download page is also for this; All
side effects found on the labels are given as LLT.

Additionally, the PT is shown. There is at least one PT for every LLT, but soasetien
PT is the same as the LLT. LETare sometimes too detailed, and therefore you might
want to filter for PT. (Nurber of Duplicate Data: 121,856)

Step 6. At the last stage, the Stitch_ID1 X Side Effect data match, consisting of 163.221
lines, with theDrugNames (Stitch_ID1 x DrugNames) data | obtained from the Stitch_ID1
reference point, again via Sider DB. Again, this final form was checked in the Drug Names
x Side Effect classes for duplications. We got Side Effect data consisting of 158.209
unique Ines. (Number of Duplicate Data: 5.012) At this stage, we think that the reason
for the existing duplications may be more than one Stitch_ID1 definition for a drug name.

As a result, we have the following raw data regarding the network we want to craate as
result of the study;

Drug-Side Effect Interaction; a total of 158.209 relations were gathered to be used in a
relation matrix with dimensions of 1.345 x 6.123 (X1: Drug, Y1: Side Effect) the

value of 1 was obtained by using the data in the databases together when we apply the
matrix dimensions only to the members with relations. This raw data only consists of drug
and side effect namg®r smooth and fast test runs of our code agdrahm, all of these

nodes needed to be converted as IDs.
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Like others, this raw data also has been eliminated for finding the new predictions with
the algorithm The reasonsor this process anthe final numeric characters have been
given intheresultssection.

3.4 Acquisition of PDI Data

In creating the Protein Disease neighborhood matrix, Gene X Protein relationships should
be obtained in the first step. Data collection and preparation processes carried out in this
context are explained in the continaattiof the subsection.

As a starting point, an attempt was made to reach all of the Gene ID references
corresponding to proteins in the SwissProt (reviewed) class. Therefore, the Gene ID data
of 1.518 entries did not exist in the Protein Gene Interactiates downloaded from
UniProtKB in the first place. In the previous process, it was thought that this deficiency
could be overcome with HGNC ID, but since HGMNTand GendD data did not belong

to the same class, it was necessary to develop a differeneappWVithin the framework

of this approach, the following stages were followed;

In the first stage, UniProt ID / Gene Names / Gene ID / HGNC class data table was
downloaded from UniProtKB; this data contains 20.376 protein entries, including all
SwissProtlass proteins.

When examinedtherewere 1.518 protein entries without Gene ID data, 190 without
HGNC ID data, and 136 protein entries without Gene Name data. It was assumed that
protein entries missing in GenelD data should contain at least othes® three data
classes to be completed using other data refere8ogk32 entries were identified in this

table that had none of the Gene Names, Gene ID, and HGNC ID data in common; Due to
the lack of reference data on these, they were excluded feosamhple, and the remaining

data of 20.244 lines continued to be examined. (When the random entries selected in the
132 screening sample are checked retrospectively in UniProtKB, it is seen that there is no
record of the gene data.)

During the preprocesing, for 1.386 entries without Gene ID data, the tables are
completedusingGenes Names and HGNC ID referendeas this purpose, first, all Homo
sapiens gene data with organism code 9606 was obtained fromMNEBIGene DB,

and all data classes except NGBene ID / Nomenclature ID (HGNC) / Ensembl Gene

ID / Synonyms and SwissProt Accession (UniProt ID) were eliminated. As such, 198.866
lines of data were availabléfter eliminating the58.133 lines of data that did not
correspond to Swissprot Accessi@A0.733 rows of dataereleft. All data classes except
NCBI Gene ID and Swissprot Accession were eliminated, and repetitive Valude
remaining classes were eliminated, yielding 20.197 lines of unique UniProt ID / Gene ID
data. Because there wasnathan one SwissProt ID equivalent for some Gene ID values,
these data were combined into single matches, and a reference table of 20.301 rows and
nonrepeating valuew be used for completion was created.
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In the next step, the data obtained from UoiRB and the data obtained from NGRIH

were mapped to complete the missing/missing links, and as a result of this process, only
124 UniProt ID data without Gene ID counterparts remained. Thanks to-NEBdlata,

1.262 missing links were resolved.

HGNC ID data and Gene Name data wehecked for the remaining 124 UniProt ID
entries without Gene ID data. It was observed that 37 entries did not have HGNC ID data,
but all of them had Gene Name naming. A new mapping process was initiated over the
HGNC ID X Gere ID link, and 87 more lost links were recovered. The remaining 37
missing links were manually searched and reviewed one by one on both NCBI NIH and
UniProtKB, and a total of 11 more working references were found.

At the last stagd)This record has beenithdrawn by NCBI because the model on which

it was based was not predicted in later annotadioniThis record has been withdrawn

by NCBI staff. By XM_006717347.3 which is not sufficient evidence to define a distinct
gen@, it has been determined thatenence withdrawal was made for various reasons.

As a result, 20.542 rows afiteractiondata were obtained by eliminatirig8 missing

links and singularizing the Gene x Protein data with the remaining relationships. The
prediction test will not be perfored as a standalone matrix. In this data, the number of
unique proteins present is 20.218, while the number of unique gene ids is 20.287.

In the second part of the study on Protein Disease Interactions, research was conducted
within the scope of Gene Disealmteractions. DisGeNET, which has a short introductory
content in the previous section, has been used as a data bank in this sense. The research
and evaluation processes of the subject data are given below.

"Curated" Gene Disease Associations and "BéF@sne Disease Associations tables,
containing relationships from different sources, were downloaded via DisGeNET. When
the features of these tables are examined respectively, the data contained in the first one,
UniProt, see that it is supported by expartated resources such as CGl, ClinGen,
Genomics England Panel App, PsyGeNET, Orphanet, the HPO, and CTD. At the same
time, the content found in the latter is extracted glisease associations from MEDLINE
abstracts published between January 1970 awcérbieer 2019 using the BeFree system.

We see that while negations of associations were detected using patterns and keywords.

The data classdbat have beensal and have DisGeNet DB are; genelD (NCBI Entrez
Gene ldentifier), gene symbol (Official Gene SyhpbdiseaselD (UMLS concept unique
identifier), disease name (Name of the disease) evidenceindex. In particular, the
"Evidence index" (EI) scoring was used as a distinguishing factor in evaluating the data.
Because when the content of this data<ia examinedhe El indicates the existence of
contradictory results in publications supporting the gene/vadiisease associations. This
index is computed for the sources BeFree and PsyGeNET by identifying the publications
reporting & advers finding on a particular VDA or GDA. The El classification can be
summarized as follows:
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i.  El =1 indicates that all the publications support the GDA or the VDA

ii. El <1 indicates that there are publications that assert that there is no association
between the genedviants and the disease.

iii. If the gene/variant has no El value, the index has not been computed for this
association.

The EI is computed as follows; where: Npubspositive is the number of publiation
supporting a GDA in BeFree or PsyGeNET, or a VDA in Befarm# Npubstotal, is the
total number of publications in BeFree or PsyGeNET supporting that GDA, or in BeFree
for VDAs

N pUbSpozitive
N

El =
pUbSOtaI (4)

Considering Evidence Index scoring and explanations, relationships classified as EI<1 in
the BEFREHabeled data were excluded and eliminated. At the same time, there is no
excluded data in the data labeled Curated.

Table 31. The distribution of data and number of interactions within the scope of El

# El=1 El=1 MNo-El Total
Curated | 74.279 5.376 4.383 84.038
BeFree | 791.871 | 54603 0 846.474

Additionally, source ad score data classes are eliminated by DSI, DPI, disease type,

disease class, diseaseSemanticType, Yearlnitial, YearFinal, NofPmids, NofSnps, and
source and score data classes; they do not have a single classification system, and no data
separation is madaccording to them.

Before these two different tagged relationships are combined, screened, and duplication
checked, the Curated Gene Disease Association data consists of 84,038 rows that do not
contain duplicate items. The BEFREE Gene Disease Assoctitiarconsists of 846,474

rows that do not contain duplicate items. F#4t603 relationships, BEFRHRbeled data

with an El value of less thaanewere excluded. As a result of combining the remaining
relationships, 875,909 lines of Gene X Disease wata obtained. When it is combined

the data belonging to these two different classes by adding the source information, since
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they may have been registered more than once in different sources, it was determined that
41,374 relations were entered into thexards twice, so a total of 20,687 records
originating from BEFREE were excluded from the scope. As a result, a total of 855,222
lines of integrated and unique relationship data were obtained from these sources. The
numerical properties of these relatioipsh for which we did not create any matrix on their

own, appear as X1: 19.203 Geliirand Y1: 23.005 Disead®.

These two data sets, the stages of which were obtained in this way, were combined into a
single data set as Protein Disease Interaction wsbd in neighbor matrices and make
new interaction estimations. Other operations are explained in the results section.

3.5Acquisition of DDI Data

The last data set used in this thesis study, Drug X Disease Interactions, was prepared by
KEGG, Drugbank, and DisGeNET databases. Compared to our other datasets, the
following processes have been followed in order to progress with minimum loss in this
dataset, which has very few interactions and nodes and is very valuable in this sense.

Working withthe initial data set consisting of a total of 4,891 relationships on KEGG DB,
which is one of the rare sources where the subject interactions can be found holistically,
initially included 1,961 unique drugs and 544 unique disease entries. However, taese da
could not be linked with the data types in the interaction matrices created before due to
the referencing system used by KEGG DB (Drug Format: D0123, Disease Format:
HO0123). In order to meaningfully link this unique referencing with other matrices
retraspectively, the KEGG Drug ID entries, which form the first part of the matrix, were
converted into Drugbank IDs. Using the data provided by the Drugbank database access,
Drugbank ID X KEGG ID mapping of all available drugs was performed. Thanks to this
maping, 1,299 of the 1,961 unique drug entries could be referenced with the DrugbankID
data.

As can be understood from the number of entries not found, there are several reasons why
some of the KEGG Drug ID X Drugbank ID references are not responding; dnenof

is specified in a phrase that appears on the Drugbank screen while manually referencing;
“"this drug entry is a stub and has not been fully annotated. It is scheduled to be annotated
soon". These entries are mainly traditionkpaeseand Chinesetherapeuticmixtures
(specified as plant species in the contents of KEGG Easgrjisted irntable3.2.

Finally, in response to a disease entry, we would like to point out that KEGG DB has
entered drugs in X and Y format due to the combined use of moretieadrug in the
clinic; these have also been made into single links. Therefore, the total number of
relationships has been 4,948.
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Table 32. Traditionaldrugs on KEGG

KEGG Disease ID| KEGG Drug ID KEGG Drug Name KEGG Disease Name
HO01445 DO7002 Daiobotampito Acne vulgaris
HO01445 D065982 Jumihaidokuto Acne vulgaris
H01445 D06938 Keigairengyoto Acne vulgaris
H01445 DOG950 Keishibukuryogankayokuinin Acne vulgaris
H01445 DOB996 Seijobofuto Acne vulgaris
HO01445 DO07021 Tokishakuyakusan extract (JP17) Acne vulgaris
HO01445 D01996 Tosufloxacin tosylate hydrate (JP17) Acne vulgaris
HO1631 D03328 Carperitide (USAN/INN) Acute heart failure
HO1360 D0B987 Shoseiryuto extract (JP17) Allergic rhinitis
HO1632 D01691 Nipradilol (JAN/INN) Angina pectoris
HO0079 DO7030 Bakumondoto extract (JP17) Asthma
HO0079 DO7004 Daisaikoto extract (JP17) Asthma
HO0079 DO7005 Daisaikotokyodaio Asthma
HO0079 D01845 Fudosteine (JP17/INN) Asthma
HOD079 D0B955 Gokoto Asthma

Next, KEGG Drug Names were manually searched on DrugbBnfor the remaining

662 unique drug entries. Little progress has been made by mapping the KEGG Drug Name
> Drugbank Drug Name, but very little data can be referenced in this way. During the
current manual query processes, KEGG stores the Drug Nameglasse than one (up

to twelve in some drugs); an example of this situation is shatetla 3.3below.

Table 33. Examples of KEGGIrug names

KEGG DruglD KEGG Drug Hame 1 KEGG Drug Hame2
Infliximab [USAN/INN) Infliximab [genetical recombination) [JAN)
KEGG Drug Mame3 KEGG Drug Mamed
Infliximab [genetical recombination) [Infliximab biosimilar 1] [JAN) Infliximab [genetical recombination) [Infliximab biosimilar 2] [JAN)

KEGG Drug Hame5 KEGG Drug Name&

002558 Infliximakb [genetical recombination) [Infliximab biosimilar 3] [JAN) Infliximab-dyyb
KEGG Drug NMame7 KEGG Drug Mame8

Infliximab-abda Infliximab-a:xxg
KEGG Drug Named KEGG Drug Name 10

Remicade [TN) Inflectra [TH)

When searching by name on Drugbank, it has been seen that-laSalld names usually

give high results, but JAN, INN, and JNIabeled names havew responses. In addition,
TN-labeled names are thought to be different brand drugs with the same acttaasibs
produced by different companies. Searches that did not respond to the first name were
also tried with the second and third names to refer to them with the least possible loss, but
as a result, the Drugbank IDs for 152 drugs could not be found. iBhesedoubt that the
reasons mentioned above also have an impact on this issue.
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KEGG Disease ID entries, which form the second part of the matrix, were converted to
Disgenet Disease ID format. At this stagBjsgenet Disease ID X Disgenet Disease
Name X KEGG Disease Name Xy KEGG Disease ID mapping, 2,094 of 4,948
relationship data were mapped in this way, but 2,854 relationships were exposed, and it
was seen that they consisted of 330 unique diseases. Referencing these missing links was
again carried outvith manual controls. It is seen that the records entered as different
diseases in the Disgenet and KEGG records, by their nature, actually contain only minor
nuances. These are; are factors such as commas, hyphens, numbers, or inverted
expressions that ake mapping through text difficult. During the procedures, the disease
names and the MeSH (Medical Subject Headings) data included in the KEGG data were
used. MeSH data could also be used for mapping because both KEGG and Disgenet use
this data, but this &as not possible as Disgenetin does not presently have MeSH data
inaccessible data tables. As a result, reference could not be made for only five diseases,
and "KEGG Disease ID X KEGG Drug ID X Drugbank ID X Disgenet ID" data was
created. After eliminatinghe unanswered relationships and duplicate entries from any
reference point, the DrugX Disease data that will form the final neighborhood matrix
consists of 3.742 Interactions and X1: 1.447 (Drug) X2: 517 (Disease) nodes.

As it will be explained in the Reilt section, no such relationship has been made about

this data. In contrast, the relationships other than the nodes that do not have a common in
some matrices are eliminated.

3.6 Proposed Model

Our objective function is as the following:

F(HlyHz’Hsva'Alz’Azs'AzmAm):HRiz' H1AL2H2H2+HR23' H2@3H3H2+HR24- H2A24H4H2+HR34' H3A34H4H2

(5)
Our aim is to minimize this objective function under the constraint:
H,20,H,20,H,20,H,20 (6)
H/H, =1, H;H, =1, HJH, =1, H;H, =1 (7)
A2 0,A320,A,20A,20 (8)

Here R,, R, R,,, Ry, are the matrices with sizegxn,, n,xn,, n,xn,, n,xn,, respectively.

H,, H,,H;,H, are noanegative orthogonal matrices with sizggk, n,xk,, n,xk;, n,xk,
, respectively.

A, A A, A, are matrices with sizelg xk,, k,xk;, k,xk,, k;xk, , respectively.
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In the formula ofobjective functionF by the||S| we denote the Frobenius Norm of a
matrix.

S=[g],1¢i¢mic¢cjen (9)

that is

IS =

We use the random Acol initialization technique for initalues of the matrices
H,, H,, H;, H,, which was introduced by Langville et al. (2006).

(10)

In this technige H, is initialized by averagingp randomly chosen columrfsom R, .
Unlike this method, in random selection, the spa®sematrix is tried to be obtained with
the help of a denskl, matrix. The Acol method eliminates the disadvantage of random

selection. TheH and Amatrices are calculated in each subsequent step with the help of
the previous ones with the help of the following formulas:

(RiszALTz)i,j
P Hl(i'j)\/(HanszAsz)i,j .
o« N (RLH, A, + R H A + R24H4A;4)i,j (12)
20D 0 (HpROH A, + Hop Ry H A + H22R24H4A;4)i,j
o« N (RisH A + R34H4A3T4)i,j (13)
3(i.§) 3(.J) (HyRLHL A, + H33R34H4A;4)i,j
H, .« H, . (R;4H2A24+R3T4H3A34)i'j (14)
D) oD (HuRH AL+ H44R3T4H3A%4)i,j
(H/R,H,),
Ay « 'Aiz(i,j)\/(HlT|_|1AL2|_|2T|_|2)Lj (15)
(H;RgH,), |
Avgijy « Aza(i'j)\/(HzTHzAstsTHs)i,j (16)
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(H;R24H4)i,j

A g < AQ%’”\/(HZTHzAMHIHAl)M a7
(H;R34H4)i,j

A < A‘34(i'j)\/(H3TH3A34HIH4)i'j (18)

Where;Hn: Hle, H22:H2H;, H33:H3H3T, H44:H4HI.

In our model, we includmtra-data type relations, such as Bretein-Proteininteractions
with the aid of tha\, Neighborhood matrix of the proteprotein bipartite graphn a

diagonal matrixfor eachi the degree of proteinin the cell(i,i) of the matrix, that is,
the number of proteins with which ig associateds written. Let the matrixD, be the
degrees matrix of this grapiwith the help ofwW, and D, matrices, we construct the

Laplacian matrix with the formulaf L, = D, - W,. After that, we add a new term to our
objective function that corresponds to protginsteinsinteractions

F(Hl,H2,H3,H4,A12,A23,A24,A34,L3)=HR12- H1A12H2H2+HR23' H2A23H3H2+HR24' H2A24H4H2+
HR34' H3A3,4H4H2+tr(H;L3H3)
(19)

Here, tr (H; L,H,) is denotedhe sum of the diagonal elements of tHeL H, .
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CHAPTER 4

4. RESULTS

A comprehensive study was carried out withis thesis to collect thavailabledatafrom
various biological databasesthe broadest possible framework dasss to preict new
interactions with the minor datdhe numerical characteristics of the data frame that we
have as a result of this first raw data collection stage are gitaehled.1 below.

Table4.1. Characteristics ddll raw dataframe

All Raw Data Frame
No. Interaction Matrix Name No. of Interactions | Di ion1 Dii ion2 | Data Type Dimension 1| Data Type Dimension 2
Protein / Protein Interaction 561.330 17.765 (Protein)| 18.002 (Protein) UniProtiD UniProtID
2 Protein (Target) / Drug Interaction 28.522 3.265 [Protein) | 6.594 (Drug) UniPratiD Drug Name
Protein (Gene) [ Disease Interaction
3 3.1- Gene / Protein Interaction 20.542 20.218 (Protein)| 20.287 (Gene) UniProtiD GeneID

3.2 - Gene / Disease Interaction 855.222 19.203 (Gene) | 23.005 (Disease) Gene ID Disease ID

Drug / Disease Interaction 3.742 1.447 (Drug) 517 (Disease) Drughank ID UMLS Concept ID

5 Drug / Side Effect Interaction 158.209 1.345 [Drug) |6.123 [Side Effect) Drug Name Side Effect Name

The integratediata, in which the new interaction estimation is performed with the NMTF
algorithm, has been subjected to some eliminations. First of all, for the conrptits

of the dataset to be turned into neighborhood matrices, all protein data were converted to
UniProt IDs, drug data to Drugbank IDs, and disease and side effect data to UMLS
Concept IDs. Norexistent ports and interaction data from any of them habeto
eliminated. In the continuation of this elimination process, a prti@sed focus was
carried out for the rapid operation of the algorithm, and protein entries were shared within
the scope of ProteiRrotein Interaction (Laplacian, L11 matrix), TardabteinDrug
Interaction (Relation, R23 matrix), Protdinsease Interaction (R34 matrix) interactions.
Relationships that do not exist are excluded.

The disease and side effect connection points are located in th&Bease Interaction

(R24) and DrugSide Effect Interaction (R12) matrices and use the same identification
system (UMLS Concept IDAs these two databasedgersectthar areasn common on

the raw data ancklationships related to this are excluded from the scople noadverse

effect on the estimation results. Finally, we mapped the existing Gene Protein
relationships onto the Gene Disease relationships to create the Protein Disease Interaction
(R34) matrix. Meanwhile, we excluded the relationships that the reference Gene link point
did not respond to from our dataseifter evaluations, mapping, conversiaof
identification numbers, and eliminatiovere completedthe NMTF algorithm was run

The final data framandthe characteristics are giventable4.2 below.
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Table4.2. Characteristics dinal dataframeafter eliminations

All Data Frame [ Final
No. Interaction Matrix Name No. of Interactions | Dimension 1 Dimension 2 | Data Type Dimension 1| Data Type Dimension 2
1 |Protein / Protein Interaction 156.765 3097 [Pratein) | 15807 |Protein) UniProtiD UniProtiD
2 |Protein (Target) / Drug Interaction 26.977 3099 (Pratein) 6564 (Drug) UniProtiD Drugbank ID
3 |Protein (Gene) / Disease Interaction 342.146 3098 (Protein) | 17034 (Disease) UniPratiD UMLS Concept ID
4  |Drug / Disease Interaction 3.742 1447 (Drug) 517 |Disease) Drugbank ID UMLS Concept ID
5 |Drug/ Side Effect Interaction 42.209 1192 (Drug) | 3105 (Side Effect) Drugbank ID UMLS Concept ID

As can be seen from the table, the number of proteins found in common in the relevant
matrices is 3.097. However, during the control tests, itolasrved that some of the drug
nodes could not find a response in the Drug Disease Interaction and Drug Side Effect
Interaction interaction data; therefore, on the main graph created by the algorithm, the
Target Protein Drug Interaction interaction talmexhich the drug list is obtained, can be
added to each one. Drug entries from two-datasets, which were found to be missing

in this dataset, were added later, and virtual interactions were created. In order to make it
easier to find the sources redpectively when the results are received, an ID named
OSK705 was given as a protein entry for the drug nodes coming from the Drug Disease
subdataset. In contrast, an ID named OSK507 was made for the drug nodes coming from
the drug nodes stemmed from theu® Side Effect sulolataset.

In addition,sincesome disease nodes are in the Drug Disease Interaction data but not in
the Protein Disease Interaction data, they were added to the list of relations from which
the disease node list was taken, and virtagponses were giveNext, it was checked

with the relevant part of the code in which the NMTF method was applied, and the
unintentional loss of any node or interaction data was prevented. In addition, as mentioned
before, any additional loss in the DrugsBase Interaction data, which is very valuable, is
prevented. In the last case, the data frame fitted to the algorithm and recognized according
to the relevant part of the code has the following featiréh er e ar e 3. 105
6.584 drugs, 3.09proteins, and 17.034 diseasd2.209 links between side effects and
drugs, 27.356 links between drugs and proteins, 342.163 links between proteins and
diseases and 3.742 links between drugs and diséases

As we are about to focus on link prediction betvesation side effects and drugs, drugs
and diseases, diseases and protaing proteins and proteinsis essentiato have a good
understanding of these matrices.

The number of side effects associateith drugs vaies a lot. While one side effect
(C143060- Feeling Abnorm3lis associatewith 647 drugs, alsoneanother side effect
(C3665609- Conjunctival Xerosis)s in interactd with only one drug (DB01193
Acebutolol) We havesimilar varianceswhich can be betteunderstood thanks to the
following plots.
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According to Hgure 4.2, one drug is associated with 302 proteins, DB12010
FostamatinibOn the otherhand anot her d-DBOQOOTidoalpinterastion n
with one protein, Prothrombind can be given as an exampl e.
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This boxplot also shows only 1.44ifugs amon@ 6.584 drug entry list since only 1.447
memberdnteraced with the dsease before prediction test$he figure also showghat
one drug, fAPrednisol one DB0086G associated with
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Figure4.4. Proteins are ranked according to their degree against diseases
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In this figure, oneprotein i Tumor Necpos$iss aBasotcomted with
with a UniProt ID: P01374
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Figure4.5. Proteins are ranked according to their degree

According t o our i nteracti on -3phasphate one
dehydrogenase, 0 with the I D of P04406, [
weightedscore andFigure 4.5 shows this issue on a box plot.

4.1. Application of Non-Negative Tri Matrix Factorization Algorithm

Under the sutlitle of the subject, the processes and actions carried out for interaction
estimation with the NMTF method within the scope of the thesis study were examined.
After transforming the data to fit the method thas been used, we describe the different
optimizations made on the method, and then we show the main results. Accordingly, the
processes are gatheredliparts;each part has an explanation regarding the processes and
their results.

The implementation othe method was carried out using Pytt&ii.9 and Microsoft
Visual Studio Codeas anapplication programming interfac&he system configuration
used during the applicati@and testss Intel Core i#3630QM2.40GHz CPUand 16 GB
RAM operates undéindows 10 Home Edition.
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Before the application, the environment, methods, and methods used in the reference
article were examined. The necessary adaptations were made for the data set that is the
subject of the thesis.

4.2.Interaction Matrices, Masking the Data Matri cesand Initialization

First, the packages that need to be used in the method are acquired. Python
l i braries/ packages usedé mant ptl do# d,ddiestchiopdy ar e
iseablopranadas Anampy

Initially, our interaction data was heterogeneously located in different text files, with the
files named DrugsToDiseases.txt, DrugsToProteins.txt, DrugsToSideEffects.txt,
ProteinsToDiseases.txt, and ProteinsToProteindBased on the content ofie files

listed the following matrices were obtained:;

R, : InterAssociation between the Drugs and Side Effects,
R,; : Inter-Association between the Drugs and Proteins,
R,, : Inter-Association between tHarugs and Diseases,

R,, . InterAssociation between the Proteins and Diseases,

W, (L;) : IntracAssociations among Proteins.

A separate class was used to obtain the matrices from the text files we have, and in the
content of t hi s c | asisterpretiidate tand drankfarm it mto i nv o k e d
neighborhood matrices easilgain, among these processes, functions are detiriedd

the data by showing the address and creating the required matrix of the loaded data. The

data to be predicted for interaction is gathered under a single graph named G. This graph

contains all nodes related to the problem and connections between fMbderelated

graph can be represented by the figure below.
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Figure4.6. Representative nodes and connections on géaph
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A validation set is created by transforming the interaction data into related graphs and
neighborhood matrices. This set of data is used to test the NMTF algorithm.

For simplicity's sake, a random matrix M10 is first created with the sameeR12
containing 10% empty elements and 90% zeros. The indexes of the null items in this
matrix correspond to the items of the validation set.

A M matrix of the exact dimensions as tRg matrix, such asn, xn,, was created to

validate the proposed model. This is a binary type matrix with only ten percent of the
matrix elements having a value of 1. The locations obtfevaluesin the M matrix were
chosen randomly. Then, withe help of them matrix, ther, ., matrix was created

with the following formula.

_ ER[l ], if M[i,j]=0

Ri2 train _:, 0, otherwise (20)

Then, we applied the NMTF algorithm to our model by replacingRthenatrix R, i, -
After the application, we converted the obtairregd (,,, matrix into a binaryR, (o

matrix by choosing apecific threshold value and comparing this matrix's elements with
the appropriate elements of tRg matrix. There are four situations here.

Situation 1. If thdormal elements of both matrices, namedyand R, (.., Matrices, are
1, this isgenuinelypositive. Let the number of such casesabe

Situation 2 Thefalse positivesire represented hetéonly the appopriate element dhe
R rong Matrix is1. Let the number of these statesthe

Situation 3. If the appropriate elements of both matrices, nameland R, 1oung
matrices, are (Ot isthe case of a true negatj\tet the number of these statesde

Situation 4. If only the appropriate element of thgematrix is 1, it is a case of false
negativesLet the number of these statesde

With the help of these cases, we used two metrics:

Recall= —2— (21)
a+d
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Precision =2 (22)
a+b

Naturally, these valuewill vary depending on théhreshold value selected. We have
plotted the precisionecall graph in the improvements section for all the scenarios and
different models we have covered, changing the threshold value from 0O to 1. In addition,
we used the Average Precision Score (APSirimas a metric that expresses the area
under this graph. The APS formula for this chart can be defined as follows:

APS:é (Recall(i) - Recall(i - 1)) Precision(i) (23)

i=1

Here, for examplea/(a+d) theratio is marked for the threshold value selected with
Recall(i) .

After creating and importing the data and validation set in a suitable format, we started
tuning our NMTF model.

Theinitialization of the NMTF algorithm includes four different types of initialization in

the reference article and the master's the
type, one of these four methods, has been eliminated as it is no lorajkabées in the

current version of Python. The other three initialization methods with naively selected
parameters were compared, and the results given in the figure below were obtained.
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w
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w
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=
[
o

0.20
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Figure4.8. Average precision scores of initialization methods
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As can be interpreted fohagnahdenK amplaypee, among
initialization was chosen to be used in the next steps of the thesisBtedyerfemance

taken according to the Average Precision Score (APS) curves was considered in making
this decisionRandom type initiation because its performance is lower than others under
a specific iteration; On the other hand, kmeans was excluded becausenitnsesystem
resources and runs slower than oth@ree iteration takes 55 seconds under kmeans while

11 secondss required for one iteration with an acol, since kmeans initialization method
needs a clustering phasetla start Acol type initiation wagpreferred because it works

fast and gives relatively high APS in relatively few iterations. Following this selection,
attempts were made to reach the optimum number of iterations, limited to 500, within the
K value scenarios in the table below. The optimmumber of iterations was determined

for each scenario.

Table4.3. Test scenarios for optimum iterations

Optimum Iteration Test Scenarios

Type |TestScheme K1 K2 K3 K4 MB Init Maxln'!um
- Iteration

Acol Scenario 1 25 35 125 125 1 500

Acol Scenario 2 a0 20 70 a0 1 S00

Acol Scenario 3 S0 75 250 250 1 500

Acol Scenario 4 100 150 S00 S00 1 S00

Acol Scenario 5 150 225 750 750 1 500

All given test scenarios have been tested. The results given in the graphs below have been
interpreted and compared. The phase of determining the hyperparameters has been passed
with the optimum iteration numbers determined here. The valuEshle 4.4were used

in the optimum latent factor tests, which will be explained in the next section.
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Figure4.9. Test scenario:JAPSLoss with initial values
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Figure4.10. Test scenario:2APS-Loss with initial values
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Figure4.13. Test scenarié: APSLoss with initial values

Since test scenario number 5 performed very poorly when the results were evaluated and
required a very high number of iteiatis, the subsequent optimum latent factor tests were
made within the scope of correct result development and interaction estimation stages.
Therefore, the operations were continued with the remaining four scenarios.

Table4.4. Optimum iteration numbers per scermari

4.3.Analysis of Parameters (Latent Factor Tests) and Stop Criterion

The parameters that determine the model we are considering the varables,, k;, k,
It is helgful to reiterate that these variables are included in ktheard A matrices
dimensions described in the solution method. For example, the dimensitvesratrix

51





























































































