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ABSTRACT 
 

 

EFFECTIVENESS OF CONCEPTUAL CHANGE STRATEGIES IN 

SCIENCE EDUCATION: A META-ANALYSIS 

 
 

Paçacı, Çağatay 
Doctor of Philosophy, Department of Mathematics and Science Education 

Supervisor: Assoc. Prof. Dr. Ömer Faruk Özdemir 
Co-Supervisor: Assist. Prof. Dr. Ulaş Üstün 

 

 

June 2022, 403 pages 

 

 

There is extensive literature focusing on students’ misconceptions in various subject 

domains. Several conceptual change approaches have been trying to understand how 

conceptual change occurs to help learners handle these misconceptions. This meta-

analysis aimed to integrate studies investigating the effectiveness of three types of 

conceptual change strategies; cognitive conflict, cognitive bridging, and ontological 

category shift in science learning. We conducted a random-effects meta-analysis to 

calculate an overall effect size in Hedges’g with a sample of 218 primary studies, 

including 18,051 students. Our analyses resulted in a large overall effect size 

(g=1.10, 95% CI [1.01, 1.19], k=218, p<.001). We also performed a Robust 

Bayesian Meta-analysis to calculate an adjusted effect size, which specified a large 

effect (adjusted g=0.93, 95% CI [0.68, 1.07], k=218, p<.001). Results are also 

consistent across the conceptual change strategies of cognitive conflict (g=1.10, 95% 

CI [0.99, 1.21], k=150, p<.001), cognitive bridging (g=1.06, 95% CI [0.84, 1.28], 

k=30, p<.001), and ontological category shift (g=0.88, 95% CI [0.50, 1.26], k=9, 

p<.001). However, a wide-ranging prediction interval [0.19, 2.38] pointed out a high 

heterogeneity in the distribution of effect sizes. Thus, we investigated the moderating 
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effects of several variables using simple and multiple meta-regressions. The final 

meta-regression model we created explained 35% of overall heterogene ity. This 

meta-analysis provides robust evidence that conceptual change strategies 

significantly enhance students’ learning in science.    

 

Keywords: Conceptual Change, Cognitive Conflict, Cognitive Bridging, Ontological 

Category Shift,  Meta-analysis, Science Achievement. 
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ÖZ 
 

 

FEN EĞİTİMİNDE KAVRAMSAL DEĞİŞİM STRATEJİLERİNİN 

ETKİNLİĞİ: META-ANALİZ  

 

 

Paçacı, Çağatay 

Doktora, Matematik ve Fen Bilimleri Eğitimi Bölümü 
Tez Yöneticisi: Doç. Dr. Ömer Faruk Özdemir 

Ortak Tez Yöneticisi: Dr. Öğr. Üyesi Ulaş Üstün 
 

 

Haziran 2022, 403 sayfa 

 

 

Öğrencilerin farklı konulardaki kavram yanılgılarına odaklanan, kapsamlı bir alan 

yazın bulunmaktadır. Çeşitli kavramsal değişim yaklaşımları, öğrencilerin bu kavram 

yanılgılarıyla başa çıkmalarına yardımcı olmak için kavramsal değişimin nasıl 

meydana geldiğini anlamaya çalışmaktadır. Bu meta-analizde, üç kavramsal değişim 

stratejisi türünün etkinliğini araştırarak çalışmaların sonuçlarını bütünleştirmeyi 

amaçlıyoruz. Bunlar, bilişsel çatışma, bilişsel köprüleme ve ontolojik kategori 

değişimi yaklaşımlarıdır. 18,051 öğrenciyi içeren 218 birincil çalışmadan oluşan bir 

örneklemle Hedges' g indeksinde genel etki büyüklüğünü hesaplamak için rastgele 

etkiler modeline göre bir meta-analiz gerçekleştirildi. Analizlerimiz büyük genel etki 

büyüklüğü ile sonuçlandı (g=1.10, %95GA [1.01, 1.19], k=218, p<.001). Aynı 

zamanda, düzeltilmiş etki büyüklüğünü hesaplamak için Robust Bayesian Meta-

analizi gerçekleştirildi (düzeltilmiş g=0.93, %95GA [0.68, 1.07], k=218, p<.001). 

Sonuçlar ayrıca bilişsel çatışma (g=1.10, %95GA [0.99, 1.21], k=150, p<.001), 

bilişsel köprüleme (g=1.06, %95GA [0.84, 1.28], k=30, p<.001) ve ontolojik kategori 

değişimi (g=0.88, %95 GA [0.50, 1.26], k=9, p<.001) gibi kavramsal değişim 

stratejileri arasında da tutarlıdır. Bununla birlikte, geniş tahmin aralığı [0.19, 2.38], 
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etki büyüklüklerinin dağılımında yüksek düzeyde heterojenliğe işaret etmektedir. Bu 

nedenle, basit ve çoklu meta-regresyon kullanarak birçok değişkenin etkilerini 

araştırdık. Elde ettiğimiz son meta-regresyon modeli, toplam heterojenliğin %35'ini 

açıklamaktadır. Bu meta-analizin sonuçları, kavramsal değişim stratejilerinin 

öğrencilerin fen bilimleri konularında öğrenmelerini önemli ölçüde geliştirdiğine dair 

sağlam kanıtlar sunmaktadır. 

Anahtar kelimeler: Kavramsal Değişim, Bilişsel Çatışma, Bilişsel Köprüleme, 

Ontolojik Kategori Değişimi, Meta-analiz, Fen Başarısı. 
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CHAPTER 1 

 

 

INTRODUCTION 
 

 

 

Different learning theories have focused on various aspects of learners while 

explaining how students learn science. Some theories have focused on the  

interactions with social environments, such as the sociocultural theory of learning, 

and others have focused on the interactions with physical environments, such as the 

constructivist view of learning. Nevertheless, there seems to be a consensus among 

the theories that students bring to class has a vital role in what students get out of the 

course. Maybe the most explicit reference to what students bring to class was made 

by Ausubel (1968). In meaningful learning theory, Ausubel argues that the essential 

factor for learning new concepts is learners already existing knowledge structure. 

Learners should relate new knowledge with the relevant concepts that they already 

know. For meaningful learning, new knowledge should interact with learners’ prior 

knowledge.  

Learning was defined as constructing new knowledge on early cognitive structures 

shaped by experiences, observations (Karpudewan et al. , 2017), or interactions with 

other people (Leach & Scott, 2002). Therefore prior knowledge obtained in different 

ways is an essential tool for learning. The importance of prior knowledge while 

learning new conceptions triggers researchers to understand students’ prior 

knowledge. Since the late 1970s, an immense body of literature has focused on what 

students know and how they influence further learning. The literature accumulated 

throughout the years explicitly showed that students' prior knowledge may not 

always be consistent with scientific claims. In other words, prior knowledge may not 
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help learners construct the new knowledge. Furthermore,  prior knowledge may 

construct mis-ideas or mis-reasoning while constructing new knowledge. For this 

reason, all learning processes cannot lead learners to grasp scientific knowledge 

(Illeris, 2018).    

Previous researches have consistently shown that students have different experiences 

and ideas before entering formal instruction, which may contradict scientific claims 

(Abdullah et al., 2017; Barke et al. , 2009; Heng & Karpudewan, 2017). Therefore an 

extensive body of research has focused on understanding students’ pre-instructional 

ideas. These ideas are generally called misconceptions. However, different 

researchers have adopted different terminologies for pre-instructional ideas because 

of different epistemological explanations of learning. Some of the most common 

terminologies are alternative conceptions (Driver & Easley, 1978; Hewson & 

Hewson, 1989, Mungsing, 1993), naïve conceptions (Baillargeon, 2004; Caramazza 

et al., 1981; Vosniadou, 1994), initial conceptions, misconceived knowledge (Chi et 

al., 1994; 2008), pre-instructional beliefs (Chinn & Brewer, 1993), misconceptions 

(Griffiths & Preston, 1992; Posner et al. , 1982; Vosniadou, 1994), intuitive 

knowledge (diSessa et al.,  1998),  spontaneous reasoning, and children’s science 

(Karpudewan et al., 2017). Misconceptions are commonly defined as student 

conceptions producing systematic patterns of error (Vosniadou, 2019). The student 

misconceptions may stem from textbooks, instructional materials, analogies, 

scientific language, teachers’ misconceptions, drawings, students’ experiences, peers, 

friends, or parents (Barke et al., 2009; Karpudewan et al. , 2017; Sinatra & Pintrich, 

2002). They cause learning difficulties and block comprehending scientific 

ideas  (Chinn & Brewer, 1993; Smith et al. , 1993). This is why overcoming 

misconceptions became one of the major objectives of instruction. However, it is 

evident that overcoming misconceptions requires more effort than detecting them.   

In traditional instructions (usually in lecture, direct, or expository instruction), it is 

common to use students’ already existing conceptions and experiences to help them 

make sense of new knowledge (Chamber & Andre, 1995).  Students use their 
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preconceptions to construct new knowledge even if they are not compatible with the 

accepted scientific explanations (Seyedmonir, 2000). Since traditional instruction is 

inadequate to present the inconsistencies between what students know and scientific 

ideas, more specific instructional models were needed. 

Defining students’ conceptions before the instruction may provide more effective 

pedagogies to remediate misconceptions for teachers.  Hence, once pre-instructional 

concepts are identified, instruction must be geared toward overcoming 

misconceptions (Mason et al., 2017). In this sense, the most common model, the 

conceptual change model, was proposed by Posner et al. (1982), which was derived 

from Kuhn’s (1970) theory about the development of science and Piaget’s (1964) 

theory of learning described in terms of assimilation and accommodation processes. 

According to Posner et al. (1982), there are four conditions before a conceptual 

change is likely to occur. The first condition is expressed as dissatisfaction with prior 

knowledge. It is critical to provide dissatisfaction with prior knowledge by 

presenting anomalous data. Anomalous data is expected to help students realize their 

existing conceptions are unproductive. 

The second condition is that presented knowledge must be intelligible. To consider 

an alternative conception, the learner should understand what the new knowledge 

means in a given context. Thirdly, a new concept must be plausible for students to 

give full credit to the new conception. Plausibility can be explained as the capacity of 

presented knowledge to solve problems. Fourthly,  in addition to resolving issues, the 

presented knowledge should be fruitful and suggest new insights and discoveries. 

After the conceptual change model (CCM) proposition, more attention was given to 

understanding students’ prior knowledge structures (Duit et al. , 2008; Özdemir, 

2004). In the literature, there seem to be three general frameworks about the nature 

of students' prior knowledge as knowledge-as-theory perspective (coherent 

knowledge), knowledge-as-elements perspective (knowledge in pieces), and 

knowledge as ontological categories perspective (ontological categories). These 

perspectives do not entirely reject each other but lead to divergence in exploring the 
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possible roles of prior knowledge in the conceptual change process (Özdemir & 

Clark, 2007; Vosniadou, 2008 ). 

The traditional CCM mainly stresses the coherent nature of knowledge. This model 

accepts knowledge embedded in science and mathematics frameworks that are not 

fragmented and may be confirmed or refuted by new data. Students’ knowledge 

coherence may also be confirmed or refuted by daily experiences when they face 

confirming or conflicting situations. In order to foster conceptual change, the CCM 

claims that students must become aware of the inconsistencies between their prior 

knowledge and scientific knowledge. The CCM proposes assimilation and 

accommodation to create an expected change in students’ conceptions. This model 

has wide support within the science education community (Chinn & Brewer, 1993; 

Duit et al., 2008; Limon, 2001; Vosniadou, 1994; Vosniadou et al., 2008). 

Regarding instructional implications of CCM, it is expected that the learner will 

become dissatisfied with prior conceptions when faced with conflicting knowledge 

(Posner et al., 1982). Therefore it makes sense to create instruction over the 

dissatisfaction process to change misconceptions. One of the most effective 

instructional strategies that emerged from the CCM is the cognitive conflict strategy 

(Duit et al., 2008). Specifically, the strategy of creating dissatisfaction with students’ 

prior knowledge is a ‘classical approach’ in conceptual change literature (Vosniadou, 

2017). This strategy proposes to remediate misconceptions during the instructional 

intervention by satisfying four fundamental conditions of CCM, which were (1) there 

must be dissatisfaction with prior knowledge; (2) new conception must be 

intelligible; (3) the new conception must be plausible and (4) the new conception 

should suggest a fruitful solution.  Linnenbrink and Pintrich (2003) argued that, 

during this strategy, students could reveal their misconceptions and recognize the 

discrepancy between new knowledge and their current knowledge structure. 

Cognitive conflict aims to dissatisfy students with their nonscientific prior 

knowledge to achieve conceptual change. Several research studies proved that 

cognitive conflict is more effective in acquiring advanced conceptions and 
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facilitating conceptual change than traditional strategies. (Carlsen, 1989; Guzzetti et. 

al., 1993; Jensen et al, 1996; Launey, 1995; Liao & She, 2009; Liu, 2008; Loon et 

al., 2015; Mason et al., 2019; Sanger & Greenbowe, 2000; Sungur et al. , 2001; 

Uzuntiryaki & Geban, 2005).  

Nevertheless, there are also a significant number of critiques on the effectiveness of 

cognitive conflict. For example, Dreyfus et al. (1990) revealed that successful 

students could benefit from cognitive conflict, but unsuccessful students could 

develop negative attitudes toward the conflict process. Vosniadou et al. (2008) 

introduce the major limitation of cognitive conflict as the assumption that conceptual 

change happens in a short period. She argues that cognitive conflict requires a long 

instructional time. Supporting Vosniadous’s arguments, Chan et al. (1997) showed 

that even if students face anomalous data, they do not necessarily experience conflict 

and resistance to changing their prior knowledge. Smith et al. (1993) stated that 

cognitive conflict is based primarily on inappropriate prior knowledge to generate 

conceptual change. It is incompatible with the constructivist perspective. New 

knowledge can only be constructed upon prior knowledge. Several research studies 

also show that cognitive conflict is not necessarily an effective method even when 

compared to traditional methods (Saigo, 1999; Seyedmonir, 2000; Södervik et al. , 

2015; Tsai, 2003; Windschitl & Andre, 1996; Yilmaz, 2007; Zohar & Kravetsky, 

2005).  

On the other hand, the knowledge-in-pieces perspective opposes the idea of the 

coherent nature of prior knowledge. diSessa (2002) argues that students’ prior 

knowledge is composed of knowledge in pieces rather than a strong coherent 

knowledge structure. Therefore, he opposes taking dissatisfaction with prior 

knowledge as the main focus of conceptual change. Instead, productive knowledge 

pieces should be in the foreground. diSessa describes the fragmented knowledge 

elements held by students in terms of phenomenological primitives (p-prims). P-

prims are defined as the intuitive equivalent of physical laws. However, p-prims 

cannot be categorized as right or wrong; it depends on the context. This is why p-
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prims are interpreted as productive or unproductive according to their 

appropriateness for particular contexts.  diSessa considers p-prims the smallest 

cognitive structure entity that creates more complex systems. Knowledge-in-pieces 

perspective describes the conceptual change as the revision, refinement, and 

reorganization of the current cognitive structure by using the productive p-prims 

(Brown, 1995; diSessa, 1993; Smith et al., 1993; Özdemir & Clark, 2007). 

The major implication of the knowledge-in-pieces perspective is that conceptual 

change can be achieved by using the relevant p-prims or e-prims (explanatory 

primitives) through analogies, models, and classroom interactions. Therefore, 

instruction should be based on productive intuitive knowledge pieces rather than 

unproductive ones, such as in the case of cognitive conflict strategy (diSessa et al. , 

1993; Smith et al. , 1993). Sharing similar concerns about the incompatibility of 

cognitive conflict strategy with the constructivist perspective, some researchers 

focused on constructing a bridge rather than a conflict with prior conceptions to 

promote conceptual change (Yaman, 2013). For example,  Clement et al. (1989) 

propose that students not only have misconceptions but also have productive 

conceptual resources enabling them to bridge prior and new knowledge. Student 

prior knowledge also allows the appropriate evaluations for new contexts. Therefore, 

as an instructional implication, bridging analogies and explanatory models can be 

effective conceptual change strategies to overcome misconceptions by providing 

connections between prior and new knowledge (Clement, 1993). Cognitive bridging 

aims to use students’ productive prior knowledge rather than dissatisfied ones to 

overcome misconceptions and trigger conceptual change as an instructional strategy. 

Several research studies provided evidence that cognitive bridging is more effective 

in acquiring advanced conceptions and facilitates conceptual change than traditional 

strategies (Clement, 1993; Çetingül & Geban, 2011; Diakidoy & Kendeou, 2001; 

Gokhale, 1996; Köseoğlu & Bayır, 2012; Li, 2008; Stavy, 1991; Woloshyn et al. ,  

1994; Yaman, 2013; Yilmaz et al., 2006). 
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Nevertheless, some other studies also show that cognit ive bridging is not necessarily 

effective compared to traditional methods (Gayeta & Caballes, 2017; Sota, 2012). 

Another critique of the classical approach was put forward by Chi et al. (1994) by 

focusing on the ontological nature of students' misconceptions. According to Chi, 

prior knowledge may conflict with new knowledge, but conceptual change may not 

be realized solely by the dissatisfaction process. Students' misconceptions may be 

deeply rooted in how they ontologically categorize their conceptions regarding the 

matter, process, or mental states. Chi  (2008) stated that since the nature of students’ 

categorical structures may differ from the scientists’, the dissatisfaction process is 

insufficient to promote conceptual change. This is because dissatisfaction only leads 

to a partial change in beliefs and does not promote a change in ontological 

categories. Therefore, Chi claims that the traditional CCM is not necessarily effective 

in achieving conceptual change without tapping students’ ontological categories. 

Similarly, Henderson et al. (2018) believe that learners keep the incorrect ontological 

categories even if contradictory or refuting knowledge (anomalous data) is presented 

to achieve conceptual change. Learners will remain committed to that ontological 

classification if a concept is perceived with an incorrect ontology. For example, some 

learners describe an object losing heat as the loss of “hot particles,” where the object 

cools down over time as its total number of “hot particles” decreases. In such a case, 

trying to convince learners by presenting contradictory or refuting information would 

be futile for achieving conceptual change. 

As an instructional implication, the ontological perspective proposes a more direct 

process of conceptual change which is called ontological category shift. For an 

ontological category shift, it is critical to delineate the ontological nature of students’ 

prior knowledge. According to Chi (1994), the learning process includes the 

categorization of concepts in terms of ontological characteristics, and robust 

misconceptions mainly stem from the miscategorization of core conceptions. During 

this process, learners should reorganize their prior knowledge at the 

ontological/categorical level. Ontological category shift aims to change students’ 

miscategorized conceptions to achieve conceptual change as an instructional 
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strategy. Several research studies have proved that ontological category shift is more 

effective in acquiring advanced concepts and facilitates conceptual change than 

traditional strategies (Akgül, 2010; Chiu & Lin, 2005; Çoruhlu & Çepni, 2015; Slotta 

& Chi, 2006; Uzuntiyaki & Geban, 2005).  Nevertheless,  some research studies also 

show that ontological category shift is not necessarily effective, even concerning 

traditional methods (Charles, 2003; Erdmann, 2001; Yang et al., 2012). 

1.1 The Rationale and the Purpose of the Study   

Scientific literature means every written, audio, or spoken material covering 

scientific data on a specific field collected throughout the years. It provides a way to 

summarize and evaluate findings, compare and contrast different authors’ views, 

highlight exemplary studies, concludes, analyze the included studies, generates new 

knowledge, and provide gap analysis in the field (Lasserson et al. , 2019). But, in 

order to obtain the above gains, literature should provide reliable, relevant , and up-

to-date research evidence for scientists, academicians, learners, practitioners, and 

policymakers. On the other hand, the results of any study can lead to false 

impressions or inappropriate conclusions due to generalization, reliability, or validity 

problems. Therefore, it is possible to reach confusing results by using studies one by 

one, even for a specific subject of literature (Petticrew and Roberts, 2006). At the 

same time, the rapidly growing volume of literature makes it impossible to assess the 

vast number of primary studies simultaneously. Lasserson et al. (2019) argue that 

obtaining an up-to-date summary of the knowledge is blocked by an increasing 

number of studies so that it can be derived from the literature just by systematic 

assessment of primary studies. Therefore, combining the whole body of literature is 

critical to make up-to-date, reliable, and justifiable decisions on conceptual change 

literature.  

Another dimension of the conceptual change literature review is that, as the 

preceding paragraphs show, there are different conceptual change perspectives about 

the nature of students' pre-instructional knowledge. These perspectives do not 
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completely reject each other but lead to a variance in the possible roles of prior 

knowledge in the conceptual change process. Different knowledge perspectives 

propose different types of instructional interventions to achieve conceptual change. 

Nevertheless, empirical studies on the effect of conceptual change strategies show 

contradictory results. Cooper et al. (2019) inform us that scientific literature contains 

related studies in the same field to verify and extend the previous findings. Results 

across these studies are not identical, implying the diversity between associated 

studies. Therefore, there is a need to integrate findings across related studies on the 

conceptual change literature by using holistic methods. 

Comprehensive systematic methods such as research review, systematic review, 

narrative review, or research synthesis are needed to provide a holistic view. 

Research synthesis is one of the most common, comprehensive , and practical 

methodologies for overall analysis in literature. The goal is the most notable 

difference between research synthesis and other research methods (literature review, 

systematic review, narrative review). It aims to combine empirical studies to create 

generalization, the applicability of previous findings , and obtain new knowledge 

through integrating previous findings (Cooper et al., 2019; Magliocca et al., 

2014).  Its role is not only to provide a comprehensive comparison between the 

effectiveness of different perspectives but also to assist with deepening the meaning 

of the existing knowledge (Hunter & Schmidt, 2004). Research synthesis may 

provide an opportunity to build more powerful results for studies done on conceptual 

change literature. Along with the cumulative nature of science, using the opposite 

conclusions of the studies gains an objective viewpoint of this field. At this point, 

research syntheses enhance existing studies and provide new dimensions to 

conceptual change literature. 

Accurate statistical evaluation is prominent for review studies also. Even though 

some disadvantages are argued about research synthesis in literature, it is an effective 

integrating method to combine primary studies (Cooper & Hedges, 2019). As a 

quantitative research synthesis method, meta-analysis is one of the most common 
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and comprehensive ones that include well-defined statistical procedures. Primary 

studies may have some limitations in terms of statistical evaluation for practitioners 

and application processes. Rosenthal and Dimatteo (2001) criticized that it is 

common to yield conflicting numerical findings from primary studies about practical 

issues in education, medicine, and other bio-psychological and socio-psychological 

disciplines. Researchers commonly study these issues, but the findings are varying 

and sometimes contradictory. For example, are computer-based methods effective on 

student attitudes? Do vitamins prevent lung cancer? Does exposure to waves emitted 

from mobile phones increase the risk of cancer? What is the relationship between 

gender and math achievement? Does exercise relieve the side effects of 

medicines?  As the importance of meta-analysis, in order to resolve such conflicting 

quantitative evidence, accurate estimation of descriptive statistics is necessary. 

As another limitation of primary study findings, there are significant concerns about 

statistical significance while evaluating primary studies. Especially the sensitivity of 

statistical significance for sample size creates confusion about the findings of 

primary studies. For example, two studies with the same effect size may have very 

different significance depending on their sample size. Or studies with a large number 

of sample sizes may have very large effect size values even if they have very similar 

statistical significance versus small sample size studies. Nevertheless, meta-analysis 

alleviates these problems by focusing on effect size values with a predefined 

weighting model.  Therefore, meta-analysis plays a crucial role in literature to make 

comprehensive, valid, and reliable decisions. In this sense, it summarizes the main 

effects from the primary quantitative studies by using effect sizes. This integrated 

main effect by numerous studies can provide useful knowledge for polic ymakers and 

researchers. 

The main purpose of this study is to compare the effectiveness of conceptual change 

strategies on students’ science academic achievement at the elementary, middle, high 

school, and university levels by conducting a meta-analysis. This study focused on 

science achievement in experimental studies, comparing the conceptual change 
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strategies with traditional teaching strategies. Studies published or unpublished in 

English or Turkish languages between 1984 and 2021 years were included. 

Additionally, the effectiveness of different types of conceptual change strategies on 

science achievement were examined by considering different moderator variables 

such as publication type (doctoral dissertations, master theses, journal articles and 

conference papers), region (Africa, America, Asia, Europe, Turkey ), subject 

(Biology, Chemistry, and Physics), educational levels (elementary, middle school, 

high school, undergraduate), experimental designs (poor experimental, quasi 

experimental and true experimental), instrument type (adapted  test, preexisting test 

and researcher developed test), question type (mix type question, objective type 

question and open-ended type question), teacher training (unstated or stated), 

material used during intervention (text, computer, hands on material),  school type 

(private school and public school), school location (rural and urban), sampling 

method (nonrandom sampling and random sampling), researcher effect (researcher is 

one of the teachers, researcher is not one of the teachers and researcher is the only 

teacher),  teacher effect (Same teacher for control and experimental groups, different 

teachers for control and experimental groups), number of assessment question tier 

(one-tier, two-tier and three-tier), conceptual change methods (cognitive bridging, 

cognitive conflict and ontological category change), treatment verification (unstated 

or stated), measuring outcome (achievement test and misconception test), year, 

intervention length, treatment intensity, sample size and class size.  Specific research 

questions generated for this study were as follows.   
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1.2 Research Questions 

1.  What is the overall effectiveness of conceptual change strategy on science 

achievement compared to traditional teaching methods? 

2.  What is the overall effectiveness of cognitive conflict on science achievement 

compared to traditional teaching methods? 

3.  What is the overall effectiveness of cognitive bridging on science achievement 

compared to traditional teaching methods? 

4.   What is the overall effectiveness of ontological category shift on science  

achievement compared to traditional teaching methods? 

5.   What is the role of design characteristics on the effectiveness of CCS on science 

achievement? 

5.1 What is the role of experimental design on the effectiveness of CCS on 

science achievement? 

5.2 What is the role of teacher training on the effectiveness of CCS on science 

achievement? 

5.3 What is the role of design characteristics on the effectiveness of CCS on 

science achievement? 

5.4 What is the role of the researcher effect on the effectiveness of CCS on 

science achievement? 

5.5 What is the role of teacher effect on the effectiveness of CCS on science 

achievement? 

5.6 What is the role of treatment verification on the effectiveness of CCS on 

science achievement? 

6.   What is the role of publication characteristics on the effectiveness of CCS on 

science achievement? 

6.1 What is the role of publication type on the effectiveness of CCS on science 

achievement? 

6.2 What is the role of publication year on the effectiveness of CCS on science 

achievement? 
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7.  What is the role of intervention characteristics on the effectiveness of CCS on 

science achievement? 

7.1 What is the role of the type of conceptual change strategy on the 

effectiveness of CCS on science achievement? 

7.2 What is the role of material on the effectiveness of CCS on science 

achievement? 

7.3 What is the role of the subject domain on the effectiveness of CCS on 

science achievement? 

7.4 What is the role of intervention length on the effectiveness of CCS on 

science achievement? 

7.5 What is the role of intervention intensity on the effectiveness of CCS on 

science achievement? 

8. What is the role of subject characteristics on the effectiveness of CCS on science 

achievement? 

8.1 What is the role of the region in the effectiveness of CCS on science 

achievement? 

8.2 What is the role of sample size on the effectiveness of CCS on science 

achievement? 

8.3 What is the role of class size on the effectiveness of CCS on science 

achievement? 

8.4 What is the role of education level on the effectiveness of CCS on science 

achievement? 

8.5 What is the role of school location on the effectiveness of CCS on science 

achievement? 

8.6 What is the role of school type on the effectiveness of CCS on science 

achievement? 

9. What is the role of measurement characteristics on the effectiveness of CCS on 

science achievement? 

9.1 What is the role of outcome measure on the effectiveness of CCS on science 

achievement? 
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9.2 What is the role of instrument type on the effectiveness of CCS on science 

achievement? 

9.3 What is the role of question type on the effectiveness of CCS on science 

achievement? 

9.4 What is the role of the number of tiers on the effectiveness of CCS on 

science achievement? 

1.3 Definition of Important Terms 

Science Achievement is the students' level of understanding of scientifically accepted 

knowledge at the level of knowing, understanding, comprehending, applying, or 

analyzing by measuring their quantitative scores on a given assessment test. 

Conceptual Change Strategy is the process in which students’ scientifically wrong 

conceptions are replaced or reorganized with scientific conceptions through 

instructional processes. It focuses essentially on creating a scientifically true 

conceptual understanding by means of eliminating students’ pre-instructional 

scientifically wrong conceptions. 

Cognitive Conflict is a type of conceptual change strategy which focuses on students'  

scientifically wrong conceptions to trigger conceptual change by using dissatisfaction 

processes. According to this strategy, learners are not satisfied with their knowledge 

structure when they face a situation that cannot be explained with their prior 

knowledge. This makes it easy for learners to acquire new knowledge (Hewson, 

1992). 

Cognitive Bridging is a type of conceptual change strategy that focuses on students’ 

productive conceptual resources enabling them to bridge prior and new knowledge to 

trigger conceptual change. From a constructive perspective, dissatisfaction with 

inappropriate prior knowledge is not a proper instructional strategy for constructing 

new knowledge. Therefore productive prior knowledge can be used to diagnose 

common misconceptions. 
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Ontological Category Shift is a type of conceptual change strategy which focuses on 

reorganizing the students’ mis-categories at the ontological/categorical level to 

overcome misconceptions by replacing them with the proper ones. Since the 

categorical structures of learners may be formed by intuitive rendition based on 

experiences, the dissatisfaction or cognitive bridging processes are insufficient to 

promote conceptual change (Chi, 2008). Therefore, reorganizing the students’ 

ontological categories enables them to overcome misconceptions to achieve 

conceptual change.   

Traditional Teaching Strategy refers to a variety of expository instructions which do 

not include any type of alternative teaching method. 

Meta-analysis was firstly defined by Glass (1976) as “the statistical analysis of a 

large collection of analysis results from individual studies for the purpose of 

integrating the finding” p.3. This powerful statistical method provides a 

comprehensive realization related to literature by using effect sizes as a unit of 

analysis. Well-established and detailed coding process enables us to resolve 

questions that cannot be answered with any single study. 

Meta-regression is a statistical method to investigate the relationship between 

moderator variables and a dependent variable. The process is similar to regression 

analysis, except that moderators are at the level of the primary study rather than the  

level of the subject, and the dependent variable is effect size rather than sample data 

(Borenstein et al., 2009). 

Effect Size is the degree of strengths for treatment effect. It enables assessing the 

differences between groups (d family) or measuring the strength of a relationship (r 

family). The Hedges’g is used for the effect size value in this study which is the 

difference between the treatment group mean and the control group mean scores 

divided by the pooled standard deviation obtained from primary study scores 

(Hedges, 1981). This score is recommended if the groups are dissimilar in size by 

weighting each group’s standard deviation concerning its sample size (Ellis, 2010). 
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1.4 Significance of the Study 

There is no perfect study without any errors (Hunter & Schmidt, 2004). Schmidt and 

Le (2004) argued that primary study imperfections mainly stem from methodological 

issues. At the same time, meta-analysis eliminates errors in methodology and enables  

researchers to estimate measurement bias in primary studies. Lipsey and Wilson 

(2001) noted that meta-analysis as a research synthesis is less vulnerable to 

methodological errors and free from weaknesses of conventional research review 

techniques. On the other hand, primary studies in the literature on conceptual change 

strategies (CCS) also have methodological imperfections like limited sample size, 

poor research designs, unstandardized data collecting procedures and instruments, 

subjectively determined limitations of the study, and so on. Therefore, inconsistent 

and controversial results stemming from methodological imperfection are common in 

this field also. This study aimed to alleviate methodological imperfections by 

adopting a meta-analytic perspective to estimate measurement biases in CCS.   

Different instructional implications of CCS yield very divergent effectiveness on 

achievement (Brown, 1995; Slotta & Chi, 2006; Smith et al. , 1993; Tsai, 2003; Zohar 

& Kravetsky, 2005). It is also not surprising to come across statistically significant or 

nonsignificant results. However, some studies also indicate reverse outcomes; that is, 

the traditional method is more effective than CCS (Saigo, 1999; Seyedmonir, 

2000; Windschitl & Andre, 1996; Zohar & Kravetsky, 2005). As stated, controversial 

results are so common in conceptual change literature. The significance of meta-

analysis is that it is highly preferred to disclose inconsistencies and controversies in 

the literature concerning the effectiveness of instructional interventions to improve 

students’ science achievement, attitude, motivation, and skills in science education 

(Braver, Thoemmes, & Rosenthal, 2014). Since single primary studies do not 

comprehend whole research fields, subject characteristics , and methodologies, it is 

impractical to reach a conclusion accepted by all due to instructional 

implementations. In order to find consistent patterns within conspicuously 

contradictory results across single studies for CCS, meta-analysis can enhance 
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comprehension to provide a more detailed investigation. Therefore it can be used to 

resolve apparent inconsistencies and controversies in CCS literature concerning the 

effectiveness of instructional interventions (Glass, 1976; Hunter & Schmidt, 1990). 

Conceptual change literature relates to misconceptions, epistemological and 

ontological knowledge perspectives, and learning issues. Therefore very detailed 

process needs to detect possible characteristics of CCS due to its nature. Since any 

single study may focus on searching a few predefined research questions, the effects 

of moderators that exist due to the nature of the study may be neglected by 

researchers. For example, how much degree may learn outcomes affect by sample 

characteristics like education level or socio-economic status? Or is CCS more 

effective for chemistry than physics concepts? Or is the conflict perspective more 

effective than the bridging perspective? Any single study cannot identify these study-

specific moderators. Rather, meta-analysis is an effective statistical technique to 

inform about essential moderating characteristics of primary studies by investigating 

moderator variables. Rosenthal and DiMatteo (2001) introduced that meta-analysis 

highlights the patterns of findings by examining the relationship between main 

questions and moderators of interest. Therefore, meta-analysis allows us to formulate 

potential characteristics of studies that may not be noticed in single primary studies. 

Borenstein et al. (2009) underline that conventional reviews cannot synthesize the p-

values with different statistical results. Researchers often prefer to report p-values 

that imply keeping mostly statistical significance in perspective. This tendency 

mainly stems from the fact that significant results are good and nonsignificant are 

trivial. Moreover, it is common to reach both statistically significant and non-

significant results in the field of CCS (Sanger & Greenbowe, 2000; Tsai, 2003). On 

the other hand, the goal in any science literature is to verify and extend the findings 

by using the cumulative nature of knowledge. Rosenthal and DiMatteo (2001) stated 

that cumulating very small effects could draw drastic results, especially in medical 

studies. Similarly, this tendency leads to inconsistent or controversial evaluations of 

the effectiveness of CCS. Since meta-analysis allows combining small effects that 
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researchers neglect, it provides an opportunity to reach a summary effect that 

includes both significant and non-significant findings for the conceptual change 

literature without losing data. 

Another advantage of practicing meta-analysis on CCS is analyzing the strength of 

practical significance. Statistical significance is so sensitive to sample size rather 

than focusing on the degree of treatment effect. Moreover, the sample sizes in the 

literature are highly different from each other. Therefore, using statistical 

significance, comparing and reaching a common treatment effect across primary 

studies isn't very sensible. On the other hand, a meta-analysis that informs us to 

report standardized effect sizes for any primary study may show the degree of 

effectiveness for CCS. Especially in science education literature and medical science, 

the degree of treatment effect is highly preferred rather than whether it exists  

(Borenstein et al., 2009; Rosenthal & DiMatteo, 2001). 

Gap analysis is another strength of meta-analysis studies in the literature. Some fields 

are studied intensely, but researchers do not focus on some, and the growing number 

of studies makes it difficult to notice gaps in the literature. Therefore, a systematic 

and comprehensive method constitutes a general perspective to define gaps in the 

literature.  In this sense, the conceptual change literature is composed mainly of three 

fields of perspectives as cognitive conflict, cognitive bridging, and ontological 

category shift (Yaman, 2013). But, the dominant perspective that researchers 

commonly prefer is cognitive conflict (Duit et al., 2008; Limon, 2001). This should 

not imply that researchers might neglect the other perspectives. Therefore, a 

comprehensive gap analysis is a need for CCS.  In this sense, a meta-analysis on 

CCS lead researchers to study areas that can contribute more to the literature with 

less effort.        

This meta-analysis also identified the weaknesses of discrete types of conceptual 

change strategies that work on how students deal with their prior knowledge and new 

knowledge. In this sense, this meta-analysis enabled CCS to know how efficient 



 

 

 
 

19 

student achievement is. Beyond the comprehensive analysis of literature, another 

strength of the meta-analysis study is investigating the weaknesses and problems 

concerned with areas of science education. Researchers have examined the role of 

disclosing weaknesses. Chan (1993) pointed out that weaknesses and problems 

defined thanks to conflicting results enable the growth of scientific knowledge. 

Borenstein et al. (2009) defined that research synthesis focuses on the idea of 

resolving conflicts in the literature and attempting to identify underlying issues for 

future research. 

It is valuable to state that there is no comprehensive meta-analysis study on CCS; 

instead, researchers focused on a specific instructional method of conceptual change. 

For example, Armağan (2011) mainly focused on conceptual change texts as the only 

source of CCS. Similarly, Gelen (2015)  reviewed just assisted conceptual change 

materials like concept maps, concept cartoons, and conceptual change texts.  

Guzzetti et al. (1993) investigated text structures and discussion methods. Mufid et 

al. (2020) investigated the effectiveness of conceptual change texts, and Schroder 

and Kucera (2021) stressed the impact of cognitive conflict on science. The common 

point for previous meta-analyses is that they mainly focused on the Posner et al. 

(1982) description of cognitive conflict for the scope of CCS. 

On the other hand, there are severe criticisms that there are already existing 

conceptual change strategies derived from different knowledge perspectives except 

for the dissatisfaction process as described in the literature review part. This is 

mainly due to the different epistemological and ontological approaches that make it 

more complex to clearly define conceptual change as an instructional strategy in 

science education. But these strategies have such discrete effectiveness in 

summarizing the field efficiently. In this sense, detailed and comprehensive reviews 

must be performed to collect conceptual change studies. Thus, this meta-analysis 

study fills the prominent gap in review studies done about conceptual change 

literature. 
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Additionally, it must be clearly stated that there is no multiple meta-regression on the 

CCS. In many ways, the reasons for dispersion on effect sizes are masked by 

unconsidered moderators that are effective on true variance in mean effects. The 

potential pitfall of simple meta-regression is that acknowledging unisolated 

moderators causes an overly simplistic assessment of the effect value. Multiple meta-

regression analyses tried to determine the possible confounders to estimate the effect 

of the independent variables on dependent variables. 

From a methodology perspective, previous meta-analyses have ignored the influence 

of traditional instruction. Controlling such a variable related to design also causes 

significant changes in the results. In other words, managing the effects of 

conventional instruction by ascribing its attributes to the control group is one of the 

essential features of this study to achieve more standardized results. 

Apart from the above evaluations, this meta-analysis emphasized how effective 

conceptual change strategies are in science education. Thus, the findings could help 

science educators to enhance notions about CCS that could meet the students' needs 

of remediating their non-scientific prior knowledge. In this sense, the main idea 

behind this meta-analysis is to compare the effectiveness of conceptual change and 

traditional strategies on student achievement. We also interpreted the moderator 

variables, which are conceptual change strategies, publication type, region, subject 

domain, educational levels, experimental designs, instrument type, question type, 

teacher training, material type, school type, school location, sampling method, 

researcher effect, teacher effect, number of tiers, treatment verification, outcome 

measure type, publication year, intervention length, intervention intensity, sample 

size, and class size. This meta-analysis will provide comprehensive guidance for 

further studies on conceptual change literature. 
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CHAPTER 2 

 

LITERATURE REVIEW 
 

 

Osborne (1982) stated that it is common for teachers and students to bring previously 

developed conceptions and beliefs conflicting with scientifically accepted ones into 

the instructional settings. Since the early 1970s, researchers’ interest in students’ 

non-scientific concepts has grown exponentially (Pfundt & Duit, 1991). Defining, 

revealing, and reconstructing non-scientific knowledge became critical in science 

education. Especially, Piaget’s (1964) arguments about assimilation and 

accommodation processes have provided the oppor tunity to study more to define 

non-scientific knowledge. Piaget's theoretical constructs of assimilation, 

accommodation and equilibration processes reveal the importance of understanding 

prior knowledge structures while acquiring new knowledge. On the other hand, due 

to different epistemological and ontological perspectives, there is no consensus on 

the nature of students’ prior knowledge structure. Although many phrases refer to 

non-scientific prior knowledge, there is not a comprehensive expression. Rather, 

non-scientific prior knowledge is called by different names due to different 

theoretical arguments like alternative conception (Driver & Easley, 1978; Hewson & 

Hewson, 1989), naïve conceptions (Caramazza et al., 1981), preconceptions, 

alternative frameworks, naïve perceptions (Driver & Easley, 1978; Linder, 1993; 

Wandersee, Mintzes & Novak, 1994), intuitive conceptions (Burbules & Linn, 1988; 

Clement et al., 1989), and critical barriers (Hawkins, 1985). Nevertheless, the 

misconception is one of the most common labels to refer to students’ non-scientific 

knowledge structure. In this sense, Fisher (1985) has defined misconceptions as the 

prior beliefs and notions inconsistent with current scientific viewpoints.  They are the 

natural phenomena that exist before being expressed in the classroom by learners 

(Posner, Strike, Hewson, & Gertzog, 1982). Martin et al. (2002) defined 
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misconceptions more comprehensively as nonscientific beliefs, naïve theories, mixed 

conceptions, conceptual misunderstandings, or preconceived notions. Clement et al.  

(1989) give a more constructivist voice to misconception as “creative constructions 

of the individual” (p.555). Additionally, science education researchers have warned 

against overusing the term misconceptions. Strike (1983) pointed out that 

misconceptions are confused with any kind of student’s errors; instead, they are the 

source of errors that conflict with scientific conceptions. Vosniadou (1988) used the 

terms ‘experiential beliefs’, ‘preconceptions’, and ‘misconceptions’ to refer to 

students’ misunderstandings. Shortly, different theoretical perspectives bring about 

different definitions of student misconceptions, but it is critical to understand the 

source of this type of knowledge in the learning process. 

In literature, it is highly accepted that students’ naive knowledge may be the origin of 

misconceptions. Chan (1993) gives an example of a misconception on free-falling 

objects that any learner may hold the pre-Newtonian conception that the weights of 

objects increase as they come closer to the ground (since learner thought that gravity 

increases), speed increases, and so acceleration occurs. Or misconceptions can stem 

from the interaction with the social environment. For Piaget, since parents and 

teachers are considered credible sources of knowledge, learners may not question the 

factual information but rather directly acquire them. Therefore, undefined 

expressions within a community may lead to the development of misconceptions 

among children.  

Driver and Easley (1978) introduced that misconceptions may be constructed during 

the formal instructions due to misunderstandings or teachers’ misconceptions.  

Textbooks, student background knowledge, erroneous simulations or demonstrations 

(Helier & Finley, 1992; Ivowi, 1984), student experiences, and everyday language 

(Kaltakcı & Eryılmaz, 2010; Nelmes, 2005) can be possible sources of student 

misconceptions. Vosniadou (1988) noted that, during the intervention, incorrect 

assimilation of new knowledge could also account for the construction of 

misconceptions. New concepts introduced during instructions can be easily 
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manipulated by students holding naive theories, which generates synthetic models, 

another form of misconceptions. 

Reconstruction of misconceptions is critical in that student misconceptions may 

responsible for incompatible evaluations and judgments of scientifically accepted 

ones during the knowledge construction process. Therefore, several theoretical 

approaches see misconceptions as a barrier that makes it difficult to learn science. 

Zietsman and Hewson (1986) stressed that students have difficulties acquiring new 

conceptions because they have deeply-rooted personal experiences that lead to 

misconceptions. Eggen and Kauchak (2004) pointed out that misconceptions have 

the form related to prior knowledge and are difficult to change.  Nelmes (2005) also 

addressed that students are reluctant to share their prior knowledge if they are unsure. 

Therefore it is critical to elicit and eliminate misconceptions through well-designed 

instructional practices. But, these knowledge and beliefs are difficult to reveal, 

reorganize or eliminate. Therefore current literature on science education mainly tries 

to identify misconceptions and overcome them by designing more effective 

instructional interventions.  

2.1 Conceptual Change Strategy as a Teaching Method 

Based on the empirical studies on students’ conceptions , students have often been 

viewed as holding flawed ideas that are strongly held, that interfere with learning, 

and that instruction must confront and replace (Smith et al., 1993). Carey (2008) 

poses that one must not lose sight of the issue that each of the later conceptual 

systems is definable to the initial ones. This is one of science education's central 

tenets of the knowledge reconstruction process. As an instructional vision for this 

issue, the content of the instructional process shifts along with the preinstructional 

knowledge structure. Therefore, effective instruction should consider both acquiring 

scientific knowledge without leading to any misconception and overcoming already 

existing misconceptions. In a more assertive expression, conceptual change aims at 
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an intervention process of obtaining new knowledge by overcoming non-scientific 

knowledge structure without resulting in misconceptions.   

The conceptual change process is firstly clarified by Piaget as introducing 

assimilation, accommodation, and equilibration concepts in the context of the 

evolution of knowledge and became the focus of attention by researchers. His stage 

theory about cognitive development also contributes to the knowledge restructuring 

process. He states that there is no doubt that 8-year-olds have more cognitive 

resources than 4-year-olds to consider more aspects of phenomena. He emphasizes 

the importance of prior knowledge structure concerning the knowledge construction 

process as well as experiences and explicit processes. 

Thomas Kuhn’s historical account of conceptual change in scientific theories also 

enhances the historical perspective stated in his book ‘The Structure of Scientific 

Revolution (Kuhn, 1970). He stressed the historical development of scientific 

conceptions by showing transitions from Aristotelian view to Galilean, from Galilean 

to Newtonian, or from Newtonian to quantum physics (Özdemir, 2004; 2015). After 

the 1980s’, it became clear that there was a need to reflect the conceptual change 

model for educational purposes. Consequently, more instruction-oriented approaches 

have been put forth. Based on initial arguments, Posner et al. (1982) introduced the 

Conceptual Change Model (CCM) based on initial arguments. This model basically 

attempts to create dissatisfaction with pre-instructional misconceptions to acquire 

new knowledge.  

In the late 1990s, diversified theoretical and methodological explanations came to 

clarify the mechanism of conceptual change research by using psychology, 

philosophy, and the history of science. The rapidly evolving area of conceptual 

change suggests discrete models explaining how misconceptions are formed, 

revealed, and remediated with instructional interventions. 

From a coherent framework perspective, Vosniadou (1988; 1989) defines the 

conceptual change in the light of cultural and social effects. According to Vosniadou 
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et al. (2008), representations of the physical world cannot be fragmented; rather, it is 

a coherent system that is continuously re-confirmed by everyday experiences in the 

light of the social and cultural background. Therefore, the change in knowledge 

structure for a coherent framework perspective is difficult.  In this sense, conceptual 

change mechanisms are based on avoiding internal inconsistency between the 

incoming information and his/her prior knowledge.   

With a supportive argument to Vosniadou, Hewson (1992) describe conceptual 

change as the knowledge construction process by the extinction of the former state of 

knowledge structure and adding new knowledge to what is already there. Social 

experiences enable us to construct knowledge in a coherent and valuable way. But, 

students’ prior knowledge changes the perception and interpretation of the new 

knowledge. The same events may be perceived and interpreted differently by 

students with different prior knowledge. The conceptual change mechanism helps to 

grow awareness of the consistency and tenacity between students’ prior knowledge 

and new knowledge of the physical world. These arguments mainly concentrated on 

reconstructing students’ existing knowledge structure under the constraints of the 

coherent framework theory.  

Contrary to the idea about the coherent or theory-like nature of students' prior 

knowledge structure, some researchers argue that students’ misconceptions are not 

theory-like but fragmented in nature like diSessa (1993), Smith et al. (1993)  and 

Hammer (1996). diSessa (2008) proposes the knowledge in pieces perspective to 

disclose the mechanisms for conceptual change. He believes that knowledge 

structure is not so coherent and is strongly integrated with each other; rather, new 

knowledge is gradually developed by adding new knowledge to the previous 

knowledge pieces. Therefore, integrating the fragmented knowledge pieces by using 

productive prior experiences enables to achieve of conceptual change. 

With a supportive argument for the fragmented knowledge perspective, Smith et al.  

(1993) focused on the productive roles of student experiences with a constructivist 
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view to explain the conceptual change mechanisms. Smith et al. argued that students 

have both  flawed and productive prior knowledge elements, but a constructivist  

perspective requires the use of productive knowledge elements to make sense of the 

new knowledge  

On the other hand, Chi (1992) adopted an ontological perspective to knowledge 

acquisition by defining prior knowledge with respect to lateral and hierarchical 

ontological categories. She argues that when students’ misconceptions conflict with 

new ideas at different category levels, refutation will not promote conceptua l change. 

Misconception and the correct conception should be assigned to the same lateral or 

hierarchical categories to achieve a successful conceptual change. 

The theoretical approaches for knowledge structure suggest different conceptual 

change mechanisms while defining educational interventions. For example, while the 

classical conceptual change model proposed cognitive conflict as an instructional 

strategy (Posner et al., 1982), the knowledge-in-pieces perspective proposes 

cognitive bridging  (diSessa, 1993; Smith et al., 1993). Similarly, ontological 

perspective proposes ontological category shift (Chi, 1992; 1993; 1995; 2002). 
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2.2 Conceptual Change Strategies  

2.2.1 Cognitive Conflict 

The classical conceptual change approach suggests that introducing a new 

conception may not be sufficient to acquire new knowledge; therefore, instructional 

practices should pay special attention to students’ prior knowledge (Limon, 2001). In 

this sense, dissatisfaction with prior knowledge has a central role in classical 

conceptual change (Hewson, 1992). This approach proposes cognitive conflict as a 

well-structured instructional method to overcome non-scientific prior conceptions 

(Hewson & Hewson, 1984). 

Among various conceptual change models defined in the literature, several research 

studies propose cognitive conflict as an effective instructional strategy which was 

firstly introduced by Posner et al. (1982). This strategy is based on Piaget’s 

assimilation and accommodation notions for the cognitive reorganization of 

knowledge. According to Posner’s model, conceptual change is an epistemological 

model describing the conditions of a successful conceptual change which are 

eliciting prior knowledge, promoting dissatisfaction, addressing new knowledge, and 

achieving conceptual change. The work of Posner et al. (1982) became the leading 

model that guides researchers to advance instructional practices in the field of 

conceptual change.  

The cognitive conflict strategy is the most prevailing instructional strategy emerging 

from the conceptual change model. Limon (2001) defines cognitive conflict as an 

instructional strategy to promote conceptual change through anomalous data or 

contradictory information. Presenting the anomalous data trigger students’ 

dissatisfaction with their prior knowledge. Thus, the dissatisfaction process also 

triggers reorganizing, restructuring, or changing prior knowledge with the new one. 

Sinatra and Mason (2008) also define cognitive conflict strategy as a way of 

stimulating students’ understanding and revising inadequate current conceptions 

about a phenomenon or event by introducing anomalous data.  
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According to Posner et al. (1982), the radical phase of the restructuring process to 

achieve conceptual change is accommodation. In order to achieve accommodation, 

the following four conditions should be satisfied. The first condition is dissatisfaction 

with existing knowledge. Hewson (1992) put forward the notion that dissatisfaction 

is a reason for changing the status of prior knowledge. If individuals are satisfied 

with their current knowledge , they tend to retain their current concepts. Cognitive 

conflict stimulates learners to question the effectiveness of their prior knowledge. 

Consequently, cognitive conflict makes students realize the inadequacies of their 

prior knowledge so that it should be extended or exchanged with scientific 

knowledge.    

The properties of new knowledge are also critical to activating conceptual change. 

The second condition proposes that new knowledge should be intelligible (the learner 

should know what the new knowledge exactly is). Posner et al. (1982) stated that 

intelligibility requires understanding concepts, terms, symbols, or identifying 

representations of what the functions and theories are saying.  

Thirdly, new knowledge should be plausible. Posner et al. (1982) define it as the new 

knowledge that should be consistent with current scientific knowledge. In other 

words, it can be defined as the capacity of presented knowledge to solve problems. 

Fourthly, new knowledge should be fruitful and able to suggest new insights and 

discoveries when crossing new situations. When new knowledge is both intelligible 

and plausible, students may interpret new experiences to resolve problems. 

Therefore, fruitful new knowledge provides an accommodation process that is more 

persuasive and permanent for students. 

The cognitive conflict perspective aims to trigger the conceptual change process by 

using anomalous data to force learners to grapple with alternative responses. In order 

to achieve conceptual change, cognitive conflict has also been used with different 

instructional materials such as hands-on, text-based, and computer-based materials. 

For example, hands-on materials like laboratory experiments (Niaz & Chac’o, 2003), 
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inquiry-oriented discussions  (Anyanvu, 2008), or fostering cognitive development in 

simulated conditions (Budiman et al. , 2014) are different types of hands-on 

materials. Text-based materials are also prevalent in conflict perspectives like 

conflict maps (Sungur et al., 2001; Tsai, 2003), conceptual change texts (Çakır et al. , 

2002), drawing texts (Launey, 1995), or refutational texts ( Diakidoy et al. , 2015; 

Mason et al. , 2017). The computer-based materials in cognitive conflict are 

computer-supported modeling (Li, 2008), computer-assisted instruction  (Jensen et 

al., 1996), or computer simulations  (Baser, 2006).   

In the literature, several quantitative studies give statistical evidence on the 

effectiveness of cognitive conflict in science achievement.  These studies also clearly 

inform us about the moderating factors like sample, design and publications 

characteristics, measurement, and intervention processes. Additionally, the literature 

also reflects the various instructional implications of cognitive conflict. Therefore, it 

is essential to refer to some of the cognitive conflict studies we stated below.      

Carlsen (1989) studied one hundred four university students (47 male and 57 female) 

for three days as an experimental study. Participants do not get any physics courses 

or any other similar study on electricity. The control group has been exposed to 

traditional instruction that is teacher-oriented. There is no assisting instructional tool 

except traditional text during the course. The design for the two groups is quasi-

experimental. The experimental group has exposed to the conceptual change 

instruction designed with a cognitive conflict strategy. Both cognitive conflict texts 

and compute simulations were used during the instruction. Multiple-choice tests are 

used as an assessment tool. The course duration for the two groups is equal and 

applied by the same instructor. According to pre-post test scores, this study indicates 

that a combination of text and computer simulations designed concerning cognitive 

conflict strategy enables remediate of incorrect pre-instructional conceptions of the 

electricity concept. 



 

 

 
 

30 

Similarly, Sanger and Greenbowe (2000) studied the effects of cognitive conflict 

instruction implemented by computer animations for misconceptions about electron 

flow in aqueous solutions. The study shows that conceptual change instruction 

enriched with computer animations effectively detects and eliminates misconceptions 

on electron flow in aqueous solutions. Moreover, students may improve their visual 

understanding and use symbolic representations better. Therefore, researchers argue 

that cognitive conflict strategy may enhance conceptual understanding better than 

traditional strategies. 

The above results reveal that computer simulations effectively take an interest in 

students and may lead to an improved understanding. Therefore, instructional 

practices taking into account students prior knowledge are an effective instructional 

tool. Overall results imply that computer-based environments using cognitive 

conflict strategy improve students' science acquisition by remediating prior 

knowledge.   

In a similar study, Jensen et al. (1996) worked on the effectiveness of cognitive 

conflict strategy with experimental research on sixty-three students in two different 

entry-level science courses at a university. They also designed a learning 

environment based on the conflicting processes for students' common 

misconceptions about diffusion and osmosis subjects. Results showed that students in 

the cognitive conflict group outperformed the traditional group students.               

Uzuntiyaki (2003) also focused on the effectiveness of cognitive conflict strategy on 

the chemical bonding concepts. This study consisted of 42 9th-grade students in a 

private school. In the control group,  students were instructed with traditionally 

designed chemistry texts. In the experimental group, cognitive conflict strategy was 

used to remediate students’ misconceptions. She also used analogies to facilitate 

student comprehension of the chemical bonding concept. The study shows that 

cognitive conflict strategy leads to gain significantly better acquisition of chemical 

bonding concepts and remediate misconceptions than traditionally designed 

instruction.  
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Nwankwo and Madu (2014) examined the effect of cognitive conflict over traditional 

instruction on students’ conceptual changes in heat and temperature. The study was 

conducted with 249 secondary students from two schools. The experimental group 

received cognitive conflict-based instruction, while the control group instructed 

traditionally. The study's findings show that the cognitive conflict strategy is 

significantly more effective in eliminating misconceptions about heat and temperate 

as compared with the traditional one. 

Al Khawaldeh (2013) also designed an experimental study to indicate the role of 

conceptual change text based on cognitive conflict strategy on 10th-grade students’ 

understanding of genetics concepts by comparing traditionally designed instruction. 

Researcher examined how cognitive conflict-based instruction help to revise 

students’ prior knowledge and struggle with their misconceptions to achieve 

conceptual change. Student dissatisfaction with their existing conceptions allows 

them to think about their prior knowledge and reflect on it. In this way, students may 

have reasonable time to disclose and express their ideas, examine the plausibility and 

utility of their prior conceptions, and put into practice new ideas in a context familiar 

to them. 

Çil and Çepni (2012) presented that they observed a significant change in learning 

for physics (nature of science) when they used conceptual change texts satisfying 

Posners’ assumptions. They also recommended that the conflict-based conceptual 

change methods are the most effective way of teaching the nature of science. 

Another dimension of these studies is their effect sizes for the same statistical data 

for conflict-based texts. For example, Özmen et al. (2009) found the t value for 

achievement is (t(56)=2.195, p=.032), Koparan et al. (2010) found the t value for 

achievement is (t(44)=3.003,  p=.004), Geban and Bayır (2000) found the t values for 

achievement is (t(48)=3.654, p<.05), Çakır et al. (2002) found the t values for 

achievement is (t(82)=4.000, p<.05). These studies show the difference in the 

significant size of the cognitive conflict strategy.  
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In addition to the above studies, some researchers also empirically show that 

conflict-based conceptual change texts are more effective than traditional methods 

(Berber & Sarı, 2009; Beerenwinkel et al., 2011; Çetingül & Geban,2011; 

Demircioğlu, 2009; Geban & Bayır, 2000; Kıngır et al., 2013; Özkan, 2013; Özmen 

et al., 2009).  

Although several studies confirm the effectiveness of instructions designed with 

cognitive conflict strategy, contradictory results also exist about the role of this 

strategy as an instructional strategy.  

Seyedmonir (2000) did an experimental study on the text-based conceptual change 

method, which is the Cognitive Reconstruction of Knowledge Model, based on the 

cognitive conflict process. A three-week intervention on 425 undergraduate students 

has been done on Newtonian physics. The study suggests that cognitive conflict-

based instruction does not have any superiority over traditional one for students with 

a prior physics background to advance learner cognitive engagement. Therefore, the 

researcher stated that text-based instruction based on cognitive conflict strategy 

might not necessarily eradicate college students’ misconceptions about Newtonian 

law of motion subjects. 

As a similar finding,  Zohar and Kravetsky's (2005) study was done on about 240 

students in the eighth and ninth grades about a biology topic. Although high-level 

students benefit from cognitive conflict instruction, the results showed that there is 

no significant effect for low academic level students. Therefore, the study also 

implies that teaching with cognitive conflict may not be effective for any group.  

Chamber and Andre (1995) tested the effectiveness of the classical conceptual 

change approach in learning science effectively. They found that text-based cognitive 

conflict strategies do not improve student learning of physics subject (electricity) if 

the learner is high or low interest, but they should be moderately interested. Also, it 

is unclear to generalize results to different grades to state the effectiveness of 

instruction.   
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Yılmaz (2007) perform a comparative study on conceptual change text and 

traditional instruction on student achievement about genetic concepts. The 

conceptual change text provides students with exposure to satisfy four conditions of 

the cognitive conflict process. The instructional implication indicated that students 

might not undergo conceptual change concerning the genetics concepts. Therefore, 

there are significant critics on the issue of the role of cognitive conflict strategy.   

Another experimental study on the effectiveness of cognitive conflict strategy is 

implemented by Tsai (2003) to compare the impact of conflict maps on remediating 

students’ alternative conceptions versus traditional instruction. Ninety-seven eighth 

graders were assigned to experimental or control groups randomly. The researcher 

gathered data through a two-tier test. The results show that a conflict map designed 

concerning four conditions of cognitive conflict has no impact on students to 

construct conceptual change for electric circuits.  

Södervik et al. (2015) examined refutational texts' effect on 171 university students’ 

understanding of photosynthesis. The control group was exposed to the traditional 

text also. The refutational text aims to refute students’ nonscientific prior knowledge 

by exposing the dissatisfaction process. Later, the new knowledge should be 

intelligible, plausible, and fruitful (Posner et al., 1982). The researcher stated that 

cognitive conflict-based texts have no effect on remediating successful students’ 

prior knowledge and understanding of photosynthesis but rather just low achieved 

students profit from cognitive conflict-based instruction. Therefore, it is difficult to 

say that the cognitive conflict strategy is effective for all students. Some 

experimental studies also support these results (Saigo, 1999; Windschitl & Andre, 

1996).  

The above statements imply that although cognitive conflict strategy may promote 

the comprehension of scientific understanding, this perspective has contradictory 

results. Therefore, more constructive oriented conceptual change perspectives 

emerged for instructional implications. 
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2.2.2 Cognitive Bridging       

Significant progress has been made to advance new theoretical arguments against 

conflict perspectives in conceptual change literature. The dissatisfaction process of 

cognitive conflict strategy has the assumption that student knowledge structure is 

coherent. However, several researchers, such as Smith et al. (1993), argued that the 

constructivist perspective does not confirm the dissatisfaction with prior knowledge 

to generate new knowledge but rather, it needs to be utilized to advance learning. 

diSessa (2002) also argues that the implication of the constructivist perspective 

places the position that dissatisfaction with existing knowledge is inadequate to allow 

students to grasp new knowledge. It is critical to take into account students'  

productive prior knowledge. diSessa (2014) also argues that students’ prior 

knowledge is composed of pieces rather than a coherent framework, and according to 

the constructivist perspective , it is impractical to take dissatisfaction as the main 

focus instead productive knowledge pieces should be in the foreground. 

As an alternative instructional implication different from the classical approach, the 

cognitive bridging strategy is based on a knowledge-in-pieces perspective. Cognitive 

bridging aims primarily to facilitate conceptual change by making use of productive 

prior knowledge. diSessa believes that since students use their preinstructional and 

fragmented knowledge structures to construct more advanced scient ific knowledge, it 

is effective to use productive prior knowledge to achieve conceptual change. 

Although there is no precise definition for cognitive bridging strategy, it can be 

shortly defined as using the productive prior knowledge to construct and impose 

scientific knowledge without focusing on the conflicting processes. In this study, we 

used the term “cognitive bridging strategy” inspired by Yaman (2013) and Vidak, 

Odžak, and Mešić (2019) to refer to instructional practices using students’ productive 

knowledge elements to overcome students’ misconceptions. This term was chosen 

because it implies a link between existing knowledge and new knowledge to achieve 

conceptual change and reveal its position against cognitive conflict strategy. The 
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central assumption is that students come to class with many resources gained from 

daily life experiences. These resources may provide better acquisition of new 

knowledge. Several studies have demonstrated the effectiveness of this strategy  

(Clement, 1993; Gokhale, 1996; Li, 2008; Stavy, 1991; Yaman, 2013).    

diSessa (2008) state that some instructional implications should be considered 

concerning the effectiveness of the cognitive bridging perspective. Firstly, adequate 

time needs for better conceptual understanding and to achieve profound results from 

instruction. The cognitive bridging strategy accepts conceptual change as a longer-

term process in contrast to the conflict perspective. 

Secondly, the richness of conceptual resources should be used productively rather 

than for dissatisfaction. The bridging perspective implies a link between existing 

knowledge and new knowledge to achieve conceptual change. Regarding 

instructional implications,  it is critical to attend to students carefully in a classroom 

environment by using relevant experiences. According to Clement (1993), analogies 

effectively trigger relevant experiences in the learning process even if there are naïve 

concepts in some contexts causing misconceptions. The critical argument is that 

learner should activate their prior knowledge to modify, displace, replace or suppress 

it. Otherwise, developing new conceptions may not be possible.  

Thirdly, one of the main concerns of bridging perspective is that coaching meta-

conceptual awareness enables to development of scientific knowledge by 

constructing on prior knowledge (Vosniadou et al. , 2008). In this way, the learner 

can differentiate productive prior knowledge pieces. An effective coaching process 

provides more healthy learning for conceptual change.  

Bridging perspective constantly cites the constructivist approach and aims to build 

new knowledge on productive prior knowledge. In order to activate a productive 

construction process and enhance the acquisition of new concepts, different 

instructional materials are taken advantage such as hands-on, text-based, and 

computer-based materials. The different instructional tools can be used for hands-on 
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materials like analogical reasoning during experiments (Stavy, 1991), analogical 

models (Pekmez, 2010), or comparing models (Aykutlu & Şen, 2011). Additionally, 

there are also different forms of text-based materials like elaborative text (Woloshyn 

et al., 1992), discussion texts (Diakidoy & Kendeou, 2001), and analogies on 

worksheets (Dilber & Düzgün, 2008). Since the 2000s, the facilitating properties of 

computers have improved instructional material sources like analogy simulations 

(Şendur et al., 2008), conceptual change analogies (Karakethudaoğlu, 2010), and 

computer modeling (Li, 2008). 

Several quantitative studies give statistical evidence on the effectiveness of cognitive 

bridging in science achievement in the literature.  These studies also inform us about 

the possible moderating factors like sample, design, publication,  measurement, and 

intervention characteristics. 

In current literature, cognitive bridging frame may not be directly used as an 

instructional strategy. But related studies use this term like a Ph.D. study by Yaman 

(2013). This study was done on the effects of instructions-based cognitive bridging 

and cognitive conflict strategies across traditional instruction on 9th-grade students’ 

understanding of force and motion concepts. The study shows that cognitive bridging 

is a more effective strategy for conceptual understanding of physics concepts than 

instructions based on traditional lecturing. On the other hand, if we compare 

cognitive conflict and cognitive bridging strategies, there is no significant difference 

in the effectiveness of these strategies on the same topic.   

Bridging analogies are one of the main instructional implications of the cognitive 

bridging strategies. These analogies use bridging cases to reach the targeted 

conception.  One of the notable experimental studies in this field is done by  Clement 

(1993) on three areas of mechanics. He designed an experimental study on 205 high 

school students to overcome alternative conceptions about forces on moving objects. 

Clement argues that diSessa’s knowledge in pieces perspective enables us to use 

correct anchoring intuitions to bridge with prior knowledge and new conceptions. 
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Thus, the cognitive bridging strategy can encourage conceptual change and may be 

thought of as a form of guided constructivism.   

One of the studies focusing on the use of cognitive bridging strategy was Stavy 

(1991), who used analogies to overcome conservation of matter misconceptions. The 

researcher defines the role of analogies as a knowledge-building process by using 

students’ existing intuitive knowledge. The primary focus is bridging productive 

prior knowledge with new knowledge.  The researcher designed an experimental 

study on a chemical concept for 74 middle school students to provide evidence for 

the effectiveness of the bridging strategy. The study reveals that supporting and 

activating students ‘ productive intuitive knowledge is an effective strategy to 

achieve conceptual change.   

Similarly, Gokhale (1996) studied anchoring analogies in overcoming 

misconceptions about electrical quantities in basic electronic circuits through a 

hands-on experiment. The study was performed on 46 students with 23 in 

experimental and 23 in control groups at the university level. “The experimental 

group was given a lab demonstration using a device that was specially designed to 

explain the particle analogy for the electron. The control group was given a 

demonstration without it” (p.11). This enables to trigger a cognitive bridging process. 

The study shows that the cognitive bridging strategy supports eliminating 

misconceptions and advancing learning on electricity concepts.  

Yılmaz et al. (2006) emphasized the efficacy of bridging analogies for remediating 

misconceptions about mechanics concepts. The study is based on anchoring 

analogies to reach the targeted concept by profit by analogical reasoning. 

Researchers stated that the bridging strategy helps students to modify their deeply 

held prior knowledge to more scientific conceptions. As a result of the study,  the 

percentage of students having misconceptions about gravity significantly decreased.  

Therefore, it is prominent to signify the role of cognitive conflict strategy in a 

valuable contribution to remediating students' misconceptions. 
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Li (2008) argued that the use of cognitive perturbation strategy is enhanced by 

computer modeling, which yields from the bridging analogies and constructivist 

perspective. The dominant idea behind this strategy is fostering conceptual change 

by disclosing prior knowledge through model building and appropriate conceptual 

anchors. In contrast to cognitive conflict, students are expected to use their 

productive prior knowledge to construct models. This experimental study indicates 

that learning science through model building based on bridging strategy enables 

students to acquire better the nature of science and the practice of scientific 

knowledge. 

Although several studies confirm the effectiveness of instructions designed with a 

cognitive bridging strategy across other strategies, contradictory results also exist 

about the role of this strategy as an instructional strategy. 

Gayeta and Caballes (2017) conducted an experimental study with 50 major science 

students to investigate the effect of flipped classroom instruction. They proposed that 

flipped classroom environment based on a constructivist perspective enables students 

to use their productive prior knowledge to construct scientific knowledge. Active 

engagement of the learner is crucial in that prior knowledge is elaborated, modified, 

and changed with respect to context. But the effectiveness of this strategy can still be 

criticized in such that identifying misconceptions is possible but correcting 

misconceptions is not. Therefore, a cognitive bridging strategy should be examined 

more to decide on certain intervention effects.  

2.2.3 Ontological Category Shift 

Chi (1992) defines knowledge clusters as categories that are prominent in learning 

mechanisms. She focuses on the idea that concepts have attributes and inherit 

features coming from their categories. In this way, the learner may categorize or 

assign a concept to a category to make inferences about unfamiliar concepts. It is 

meaningful when knowledge is in practice and consistent with pre-defined properties 

for these categories. For example, a bird has the property of flying, laying eggs, and 
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having a beak. Any object with these properties should be considered in the bird 

category. If objects have no common properties, the categories of these objects can 

be thought of as ontologically different (Slotta et al., 1995). Therefore, we can say 

that parrot and crow are in the same category, but parrot and monkey are not.  

Chi describes the role of categories in the conceptual change process by introducing 

two assumptions. Firstly, if learners have no obvious category to assign a new 

concept, they assign it to the next higher level of the appropriate category. For 

instance, learner encounters a bird with four wings and does not know that it’s a kind 

of bird, the observer would categorize it at the next level up as a kind of animal. This 

informs us that there is a hierarchical categorization.  

Socondly, Chi (1994) proposes that if learners have no obvious category to assign a 

new concept, they assign it to a new lateral category instead of a hierarchical 

category. Lateral category is defined as the same level categories (Keil, 1981; Chi, 

1997). For example, birds and reptiles are two lateral categories that include 

subcategories and have a common higher-level category called animal. Their 

attributes are different, but there is no hierarchy among them. In the above example, 

when learners encounter a four wings bird they do not know, they assign it to a 

reptile rather than an animal. The ontological category mistakes also cause mistakes 

in categorical inferences and attributions. Therefore, ontological category mistakes 

may account for the existence of robust misconceptions and create a barrier to 

scientific understanding. In this sense, conceptual change instruction should focus on 

ontological category mistakes. 

Chi (1992) defines conceptual change for ontological category mistakes in two 

forms: non-radical change (Figure 2.1) and radical change (Figure 2.2). During non-

radical change, there is no need to reassign the ontological category rather, there 

needs to be a reorganization of the knowledge domain in the same category. This is 

the most common type of change in knowledge for our daily experiences. Chi gives 

an example of this change process that a shrunk can be thought of as a raccoon with 



 

 

 
 

40 

respect to its fur and size. The transformation between them is a type of non-radical 

change. 

On the other hand, an ontological shift is needed in radical change (Figure 2.2). The 

nodes are represented by different shapes in Figure 2.2 from the original tree. It is a 

situation where the concept is gradually shifting to another lateral category. For 

example, confusion between living things with artifacts like a real dog and a toy dog. 

Chi (1992) uses the reassignment expression to describe this change. Therefore, Chi 

refers to radical conceptual change when she defines the conceptual change process. 

 

Figure 2.1 Chi‘s (1992, p.135) denotation of nonradical  conceptual change 

 

 

Figure 2.2 Chi‘s (1992, p.135) denotation of radical  conceptual change 

As a different perspective from classical conceptual change, the ontological category 

process proposes that misconceptions arise from incorrectly assigning concepts in a 
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lateral category. In this sense, the ontological category adopts the conceptual change 

process markedly different from classical conceptual change. Chi and Slotta (1993) 

indicated that creating conflict may not necessarily provide conceptual change.  They 

also address the idea that conceptual change is possible by removing misconception, 

which is the miscategorization of knowledge in the absence of a correct lateral 

category. This is a progressive and gradual process rather than a direct 

accommodation. Chi and Roscue (2002) define conceptual change as the shift of 

miscategorized knowledge from one ontological category (miscategory) to a 

workable (true) ontological category.  

The major point of the ontological category process is creating radical conceptual 

change. Such a change requires transformation between ontological categories. 

Learners should change their knowledge in miscategory into a scientifically true one. 

Therefore, instructional practices triggering the conceptual change process should be 

more structured. The instruction should;   

i)  begin with describing the attributes of the existing ontological category 

ii)  Secondly, the attributes of the new ontological category should be defined  

iii)  Thirdly, the learner should understand the meaning of individual concepts at new 

ontological categories to advance new conceptual understanding. 

iv)  Finally, learners should reassign the concept from the previous ontological 

category to a new ontological category to assimilate the new knowledge (Chi & 

Slotta, 1993).      

It is common to profit from several instructional materials from an ontological 

perspective also. In the scope of current literature, these materials can be categorized 

into three groups hands-on (Berg, 2010), text-based (Erdmann, 2000; Uzuntiryaki & 

Geban, 2005), and computer-based (She & Liao, 2010; Slotta & Chi, 2006; Yang et 

al., 2012). Each material type also leads to different instructional processes and 

causes yield different effect values. That is why the possible effect of material should 

be considered in this study to yield a better understanding of moderator variables.  
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In the literature, several quantitative studies give statistical evidence on the 

effectiveness of ontological category shift. These studies also clearly inform us about 

the moderating factors like sample, design, publication, measurement, and 

intervention characteristics. Additionally, the literature also reflects the various 

instructional implications of ontological category shift. Therefore, it is essential to 

refer to some of the studies reviewed below.   

The effectiveness of ontological category shift on the conceptual change process also 

is a controversial issue. There are comprehensive studies showing the effectiveness 

of this strategy. For example, Uzuntiyaki and Geban (2005) designed an instruction 

by using Chi’s ontological category change frame. Firstly misconceptions stem from 

miscategories of knowledge is described to reassign the concepts located into a 

miscategory into the scientific category for matter concepts. Later, the attributes of 

the new category were disclosed with the help of conceptual change texts. Thirdly, 

students were expected to form concept maps to reassign their ontological categories. 

Finally, discussions on the new ontological categories were held to enhance 

understanding of the matter concept. The results of this study showed that 

ontological category shift was an effective strategy to help students change their 

misconceptions. 

Parallel evidence was also provided by the experimental study of Slotta and Chi 

(2006) on the effectiveness of ontology training on physics concepts for 24 

undergraduate students. A computer-based module enhances the instruction. The 

study aims to change the ontological nature of miscategorized concepts through 

ontology training. Researchers mainly emphasize that ontological commitments form 

the learners’ understanding of fundamental concepts. Therefore attributions of 

features or properties of concepts should be in the correct ontological category. The 

study reveals that ontological category change instruction is critical to learning 

concepts and achieving conceptual change. 
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Chiu and Lin (2005) had an experimental study to disclose the role of multiple 

analogies on conceptual change. The study is mainly concerned with the 

effectiveness of the multiple analogies, which are theoretically based on an 

ontological perspective to link students’ prior understanding of daily life events to 

the knowledge of the scientific domain. The study results demonstrated that 

otological category change enables to overcome of misconceptions and promotes 

scientific understanding.  

Çoruhlu and Çepni (2015) investigated a study on the effect of the 5E model 

enriched with conceptual change pedagogies on a comet, star drift , and meteor 

concepts. The study focused on the ontological categories of these concepts to 

eliminate student misconceptions. The conceptual change text was applied to 

enhance student comprehension and to provide correct futures of new ontological 

categories. As a result of the study, instruction designed based on the ontological 

perspective is an effective strategy. 

Another study focused on the effectiveness of ontological distinction questions is 

examined by Erdmann (2001) to improve conceptual change on the photosynthesis 

concept in a conceptual change text.  Researchers ask questions about the ontological 

attributes of plants and animals in the text to increase learners’ metacognitive 

awareness. The study reveals that the used conceptual change text design based on 

ontological distinction enables learners to go through the conceptual change 

concerning photosynthesis. 

Although several studies confirm the effectiveness of instructions designed with 

ontological category shift strategy, contradictory results also exist. For example, 

Charles (2003) introduces that students trained with ontological frameworks might 

not understand problem-solving better, and some are devoid of causality. On the 

other hand,  students trained with traditional instruction may have better transfer 

knowledge. This is why novice learners may not have a proper ontological 

framework to construct a scientific category. Secondly, conceptual change needs 
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time and gradual change. This evidence suggests that the new emergent categories 

were not necessarily stable or coherent as an opposing idea of ontological 

perspective. 

Yang et al. (2012) aimed to help students to develop new ontological attributions 

about challenging concepts such as diffusion, microfluidics , and heat transfer to 

achieve conceptual change.  They proposed that students can more easily achieve 

scientific understanding after establishing an appropriate ontological category. As a 

result of experimental study enhanced with computer modeling, students had 

moderate development on some subjects but not all. For example, there is no 

significant difference between control and experimental groups in heat transfer 

concepts. Therefore, there should be a further investigation as there may be other 

factors that might have contributed to this result.  

2.2.4 Why did We Choose Conceptual Change Strategies for Meta-analysis 

Conceptual change occupies a vast place in the literature as a growing field over 

time. As stated above, there are different instructional implications stemming from 

distinct knowledge perspectives. The findings of these implications also imply varied 

strategies to achieve conceptual change, and their effectiveness is also pretty 

scattered within the framework of conceptual change literature. Therefore, it is 

critical to comprehensively analyze these findings to specify more valid and reliable 

implications for instructional purposes. Moreover, many moderators significantly 

affect outcomes, and their effect on treatment intervention is never observed by 

single studies or narrative reviews. But, how can we talk about the overall 

effectiveness of conceptual change strategies? Clearly, there needs to be a holistic 

view of the effectiveness of different conceptual change strategies. In this sense, 

meta-analysis can provide practical knowledge to present the overall effectiveness of 

conceptual change strategies in science education. Additionally, the increasing 

popularity of meta-analysis studies is obvious. But, there is no meta-analysis study 

on this field yet due to the more complex nature than other educational strategies and 
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methods. Hence, the gap in this field, the growing number of studies, and the 

increasing divergence of findings make performing a meta-analysis on conceptual 

change literature significant.  

In science education literature, it is clearly noticed that the number of studies related 

to conceptual change instruction increased rapidly (Figure 2.3). The below data was 

collected by searching the “conceptual change” phrase on the title between 

quotations from 1978-2021 years in more than 100 databases reached by METU 

library opportunities. The studies were published or unpublished journal articles, 

master thesis or doctorate dissertations, ebooks, papers, reports, magazines, 

electronic resources, or new in more than 50 languages. The result of this 

comprehensive search sign in the growing popularity of this field in literature.  

(Some of the searched databases: Google Scholar, ProQuest, TR Dizin, Scopus, Web 

of Science, ScienceDirect, ERIC, Education Source, Academic Search Complete, 

DergiPark, American Doctoral Dissertations, Social Sciences Citation Index, Science 

Citation Index, Complementary Index,  EBSCO e-Classics Collection (EBSCO), 

EconLit with Full Text, Education Index, ERIC, GreenFILE, SocINDEX with Full 

Text, Teacher Reference Center, ULAKBİM Ulusal Veri Tabanları (UVT) –

ULAKBIM, Turkish National Databases). 

 

Figure 2.3 The number of studies related to conceptual change for years. 
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2.3 Meta-Analysis as a Method of Research Synthesis  

The cumulative nature of knowledge is important to advancing current scientific 

knowledge. Today, vast amounts of data have been accumulated in even a single area 

of science.  In fact, the need is not for additional empirical data but for deeply 

interpreting them. As Glass (1976) pointed out that the results of a vast amount of 

studies can no more information provide as much as one can grasp knowledge with 

the aid of organizing, depicting, and interpreting data with reviews. Especially in 

psychology and education, new studies show conflicting findings. Some of these 

studies find statistically significant relationships, but some have conflicting findings. 

Much research literature has proven that this split is approximately 50–50 (Sedlmeier 

& Gigerenzer, 1989). Hence, it is not so feasible to develop understanding, theories, 

and cumulative knowledge by looking at empirical studies one by one (Hunter & 

Schmidt, 1990). On the other hand, research synthesis focuses on contradictory 

findings from empirical studies to draw a comprehensive conclusion.  

As a quantitative research synthesis method, meta-analysis is one of the most 

common and comprehensive ones that include well-defined statistical procedures. 

This term was firstly defined by Gene Glass (1976) as referring to the definition that 

“meta-analysis is the statistical analysis of a large collection of analysis results from 

individual studies for the purpose of integrating the finding” (p. 3). It is evaluated as 

both a research method and research synthesis in the literature. Cooper and Hedges 

(2019) define it as research synthesis, but Smith and Glass (1976) define meta-

analysis as a research method rather than a review since it has special procedures and 

steps like a method. Hunter and Schmidt (1990) defined meta-analysis as a 

quantitative expression and analysis of effect sizes by using descriptive statistics 

across studies. Onuoha (2007) also addresses the meta-analysis as a set of statistical 

procedures that uses quantitative primary studies to conclude results. Cooper (2017) 

also defines meta-analysis as a research synthesis that solely uses quantitative 

procedures to combine the research results. Glass defines meta-analysis as the more 

empirical and precise form of research synthesis. Rosenthal and DiMatteo (2001) 
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predominantly address that meta-analysis is more than a quantitative procedure. It is 

a systematic method of testing a hypothesis by formulating a research question, 

setting criteria for exclusion/inclusion of studies, developing a coding protocol, 

synthesizing and combining effect sizes, and defining moderator and mediator 

variables to evaluate the immense number of studies to perceive the whole picture in  

a specific research area. As summary, meta-analysis is a quantitative technique that 

uses effect sizes revealed in the primary studies to provide a deep interpretation of 

those grasped data. In this sense, it can be thought of as a well-defined method to 

provide practical knowledge and sufficiently comprehensive information for 

policymakers by measuring the overall effectiveness of an intervention.  

2.3.1 Meta-Analysis as an Effective Synthesis Process 

The prominent advantages of meta-analysis make it more widespread among 

researchers. Literature is full of contradictory findings, even in a single area of 

science education. In order to conclude a final comprehension, we need a consensus 

about the research findings. On the other hand, any single study cannot reveal 

conflicts and differences. Thus it is impossible to conclude common results across 

studies just by examining primary study findings. But, one of the main purposes of 

the science education literature is to reach objective findings by revealing differences 

and contradictions. Therefore, the scientific process should be cumulative. Each 

study gives evidence, supports or verifies previous results, reduces statistical 

imprecision for new studies to make a generalization, and reveals the possible 

conflicts. This makes meta-analysis significant for providing valid results across 

quantitative statistical results. 

The meta-analysis also enables to compare the processes followed in primary studies 

that cannot be investigated through a single study. In this sense, meta-analyses can 

also investigate relationships between studies (Arthur et al., 2001). One can easily 

detect the conflicts between studies by using meta-analytic findings. Therefore, it can 

be interpreted about the validity and reliability of processes used in studies in science 
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education. In fact, any study is unique in its methodology, subject characteristics, and 

application procedures. But, contrasting the processes may inform us about the 

validity and reliability of findings. One of the main ideas of meta-analytic studies is 

based on this priority. 

Although the distribution of the researched areas in the literature is not very 

homogeneous, some topics are intensely studied, and some have not been 

investigated. The insufficient or not investigated subjects are called gaps. In this 

sense, gap analysis is another effective dimension of meta-analysis (Üstün, 2012). 

Identifying areas that are not studied at all or enough in the literature is difficu lt. In 

order to create more operative literature, fields should be criticized both 

comprehensively and homogenous.  Meta-analysis makes it easier to do gap analysis 

because it provides an overview of the literature by using a large number of studies 

in a specific field. Moreover, it is also possible through a meta-analysis to calculate 

how effective and important a new study field will be even before the study is not 

done. This is important in terms of giving direction to incoming studies. 

Borenstein et al. (2009) underline the role of meta-analysis on the consistency of 

intervention effect. Studies generally report the p-values, which do not give pure 

information about the intervention effect size. Even though primary studies report the 

effect size value, they may not be consistent with each other since there are 

numerous effect size values reported in the literature. On the other hand, traditional 

reviews have no precise mechanism for assessing the consistency of effects, and this 

point is neglected in reviews. Since, among review studies, only meta-analysis 

allows for observing the overall magnitude of significance by operating effect size 

value, this makes findings more operative and functional for researchers.  

From a different perspective, the meta-analysis also has a mechanism to deal with 

study artifacts. These artifacts may stem from sampling error, measurement error, 

study designs or extraneous factors.  Hunter and Schmit (2004) stated that there is no 

study without artifacts, and these imperfections may also impact findings. Meta-
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analysis is crucial in describing the distribution of actual correlations between 

independent and dependent variables. Although it is not possible to eliminate all 

artifacts, researchers may describe inconsistencies to handle imperfections more 

effectively by disclosing actual correlations.  

2.3.2 Criticism on Meta-Analysis  

Research synthesis has some limitations and disadvantages across other types. 

Researchers also have voiced some critical issues and are concerned about meta-

analysis. Some of these critics were shared by many researchers, but some were 

ignored. We may list prominent criticals to clarify them more comprehensively.   

➢ One number, effect size, cannot summarize a research field 

➢ Garbage in, garbage out problem 

➢ Mixing apples and oranges problem 

➢ The file drawer problem invalidates meta-analysis 

➢ Sampling bias, essential studies are ignored 

➢ Non-independent findings violate the assumptions 

➢ Sampling error and data error problems  

➢ Problems stemming from statistical issues 

Studies (Bailar, 1995; Cooper, 2017; Valentine & Cooper, 2008) questioned whether 

it makes sense to reduce treatment effect into one number with prediction and 

confidence intervals may provide actual treatment effect for the whole literature or 

not. As a descriptive answer to this issue, Borenstein et al. (2009) underlined that 

meta-analysis does not simply report summary effect but rather integrates numerous 

findings to interpret treatment effect by using the dispersion of study findings.  

Therefore, the mean effect value is reported by considering different assumptions to 

reach a more valid interpretation for a specific area of literature (Cooper, 2017).   

Another issue that is described in the literature is the garbage in garbage out issue 

(Borenstein et al., 2009; Cooper, 2017; Hunt, 1997). Some of the studies have 
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powerful true designs and give the sense that they provide valid and reliable findings 

with objective judgments. On the other hand, some studies include poor designs with 

few sample sizes. The persuasiveness power of the reliability of findings for these 

two studies may not be identical for researchers. Borenstein et al. (2009) stated that 

researchers might believe that artifacts in the primary studies will be carried over to 

the meta-analysis which also causes fundamental errors in meta-analysis findings. If 

the low-quality studies also have a large sample size which causes weighted effect 

size of these studies becomes more than other true experimental designs. Such a 

problem is very common and results in challenging conclusions for meta-analysis 

studies. Cooper (2017) addresses a way to eliminate this problem by including only 

high-quality studies or moderator variables set to detect the extent to which poorly 

and well-designed studies differ from each other in terms of effect size measures. 

Borenstein et al. (2009) focus that inclusion and exclusion criteria are enough for a 

study to become eligible for meta-analysis.  

The third issue is mixing apples and oranges. This implies the improper use of 

combining different studies with different purposes and implications in the same 

analysis.  As a response to this issue, Rosenthal and Dimatteo (2001) argue that 

meta-analysis studies try to summarize specific literature by combining a ny study 

without regarding their dependent and independent variables or research problems. 

Cooper (2017) stated that meta-analysis could be too broad or narrow for the 

investigated research question. The findings can be so different and inconsistent with 

each other. Nevertheless, combining different study findings is one of the strong 

dimensions of a meta-analysis by using relevant moderator variables and assessing 

consistencies across findings. Therefore, combining different studies in the same 

analysis doesn't pose a problem in investigating the same question.   

The fourth problem is publication bias (file drawer problem) which is about the 

publication of studies reporting mostly significant results or studies with significant 

results have more tendency to publish in articles. Borensthein et al. (2009) stated that 

it is more likely to publish studies with high treatment effects than studies finding 
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lower treatment effects.  Therefore, it is less possible to reach studies with 

statistically non-significant results. Rosenthal (1979) called this phenomenon as ‘file 

drawer problem’.  For Rosenthal, this is the most noteworthy threat to the validity of 

meta-analysis studies. This is because publication bias may lead to both the loss of 

studies and the problem of using biased studies in meta-analysis. Moreover, meta-

analysis directly reflects this bias in the computed mean effect.  This is also a 

missing subject problem. The failure to include just published studies may result in 

less information and less powerful tests (Borenstein et al., 2009). On the other hand, 

Borenstein et al. (2009) claim that publication bias is not a problem caused by meta-

analysis. This is a common issue in the whole literature. As a solution, there is some 

practical advice put forth by researchers with a meta-analytic perspective. A series of 

methods have been developed to assess bias's impact and remediate findings. Cooper 

(2017) also argues that comprehensive search and reasonable assumptions can 

mitigate the publication bias problem.  

About the meta-analysis, Rosenthal and DiMatteo (2001) defined a critical issue that 

may limit the effectiveness of meta-analysis studies. This issue is defined as 

sampling bias which implies the insufficient data collecting process. This is mainly 

related to the scope of sampling. Researchers should limit their study content with 

inclusion and exclusion criteria (Rosenthal, 1979). According to Cooper (2017), 

researchers may set eligibility criteria very subjectively, yielding bias in sampling. 

The garbage in, garbage out problem relates to the inclusion and exclusion criteria, 

but it doesn’t ensure that important studies were left out.  Additionally, researchers 

cannot reach every published or unpublished study by using any source. This makes 

it impractical and impossible to cover the whole literature for any subject. Therefore, 

Borenstein et al. (2009) stated that researchers might not be comfortable with a meta-

analysis's findings. This leads to excluding lots of related studies. On the other hand, 

meta-analysis does not have such a claim to cover any study done in that field rather 

meta-analysis claim also to study with a sample that represents the universe best. 

Additionally, meta-analysis studies should set eligibility criteria before the study is 
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implemented to grasp sufficiently similar studies (Borenstein et al., 2009).  

Therefore, this limitation may be neglected from a meta-analytic perspective by 

performing a well-defined and comprehensive searching process.   

Another prominent critical that may influence the validity of meta-analytic findings 

is the existence of non-independent findings. In the literature, the ‘lumpiness (non-

independent data or singularity) and overemphasis of individual effects are also 

defined as limitations in the meta-analysis (Rosenthal & Dimatteo, 2001). Some 

primary studies may implement more than one independent variable on the same 

field of subject and the same sample. For example, the researcher may investigate the 

effect of cognitive conflict strategy on the subject of Newton’s first, second, and 

third laws of motion for achievement in the same sample. Three non-independent 

effect size values should be yielded for the same dependent variable, which causes 

overemphasis on the sample. Rosenthal and Dimatteo (2001) propose that it is easy 

to deal with this problem by combining these effects or using moderators to measure 

this effect. Therefore, non-independent data is not such a serious problem for meta-

analysis.      

With respect to Schmidt and Le (2004), the main weaknesses of a meta-analysis are 

sampling error and data error problems. Each of these problems stems from the 

imperfection in primary studies. Imperfections may be due to computational error, 

transcriptional error, coding error, or data handling. Meta-analysis studies cannot 

affect the primary studies' confidence interval, sampling methods or design. It is also 

exactly unknown where the magnitude of sampling error and data error stems from. 

It is also impossible to distinguish between sampling and data errors. Therefore, 

meta-analysis is weak in eliminating the source of errors. In fact, meta-analysis tries 

to eliminate these problems by determining moderator variables to disclose the 

possible heterogeneity between findings. In this way, the effect of imperfections can 

be observed.     
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Meta-analysis is very useful for obtaining precise effect sizes by combining lots of 

primary studies. Even though meta-analysis increases statistical power, there are 

some problems stemming from statistical issues. Firstly, combining studies will 

inflate type I error since we also combine errors to raise statistical significance (Ueno 

& Fastrich, 2016). Secondly, unjustified or mis-justified use of fixed- or random-

effects models. The two models concern the different inferences and assumptions. 

Therefore, deciding on the models to yield valid and reliable conclusions is critical.   

This problem also implies a poorly performed meta-analysis. The third statistical 

issue arises from the failure to weight effect sizes correctly within and between 

studies (Cooper et al., 2019).  The proper weighting should consider the precision of 

studies which is inversely proportional to the sampling variance. But, researchers 

may neglect the weighting while including more than one data from a study. 

Therefore, this problem rarely occurs in meta-analysis.  

2.3.3 Previous Meta-Analyses on Different Teaching Methods  

Meta-analysis is a tool to grasp more functional knowledge through comprehensive 

statistical data from primary studies of the intended area. It is easy to perform on 

available meta-analysis programs and does not need to design experimental or 

control groups. Therefore, the meta-analytic perspective is free from problems 

stemming from studying individual samples, including ethical rights like privacy, 

personal rights, or moral issues. So that there is no need for additional effort to pay 

attention to ethical issues and small risk factors rather enable to focus more on 

findings. For example, studying in the medical field involves debates about 

experimental studies and common ethical problems. First, researchers must select 

available samples critically regarding ethical issues and perform experimental steps 

within the limits of personal rights. Moreover, they should manipulate and create 

study groups within these limits. In this sense, meta-analysis studies provide great 

opportunities to integrate existing primary studies and to use a large body of 

research. Haidich (2010) introduces a hierarchy of evidence for clinical studies. The 

place of meta-analysis in this hierarchy is s ignificant (Figure 2.4). Evidence-based 
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data is crucial for fields that study individuals like science education. Therefore, this 

hierarchy signifies the prominence of a meta-analytic perspective on advancing 

science education literature.    

        

Figure 2.4 Hierarchy of evidence in medicine (Haidich, 2010). 

 

Meta-analysis term was firstly used by Glass (1976) to define the statistical research 

synthesis. Since 1976, lots of meta-analyses have been published in very different 

fields of science education. They are mostly office-based, very cheap, and possible to 

publish in good journals with a high impact factor. Therefore, the number of meta-

analyses dramatically increased (more than 10.000 per year) in many fields of 

science (Tebala, 2015).  

In science education, the number of meta-analysis studies comparing different 

teaching methods is increasing dramatically (Figure 2.5). The increasing number of 

studies on education is responsible for this acceleration also.  When we search titles 

with “meta-analysis” term in the “Education Source” database for each year it is easy 

to notice the increasing number of studies on meta-analysis. Below data are collected 

with searching “meta-analysis” phrase on the title between quotations at 1977-2021 

years. 

 

Meta-Analysis  

Systematic  Review 

Randomized Controlled Trial 

Cohort Studies  

Case Control studies 

Case Series- Case  
Reports 
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Figure 2.5 The number of published studies for years. “Education Source” database 

searched for “meta-analysis” phrase 

Reviewing the previous meta-analyses comparing the effectiveness of different 

teaching methods is so informative to grasp more comprehensive, valid, and reliable 

findings for further studies. Additionally, pre-defined moderator variables that were 

handled by the previous meta-analysis give hints for further research about the 

effective moderators on intervention effect. The eligibility criteria for inclusion and 

exclusion of studies cause serious limitations on relevant sample size. These criteria 

should be set reasonably so as not to lead to validity and reliability concerns. 

Therefore, analyzing previous meta-analyses may inform researchers on the crit ical 

of new meta-analyses in more detail.      

One of the earliest meta-analysis studies on education was done by Glass and Smith 

(1977) to determine the effect of class size on achievement. The meta-analysis 

included 80 studies on the relationship between class size and achievement of over 

700 classes and over 900.000 students. These numbers show that there were many 

studies in a single field of education even in that year. As we pay attention to the 
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above graph on acceleration for the number of studies, it can be derived that there is 

a huge number of studies in the field of science education. The above study revealed 

a definite inverse relationship between class size and achievement by integrating 

around 100 study findings on a curve as class-size increases achievement decreases.   

The early studies on comparing educational methods were firstly done by Kulik et al.  

(1979) to compare the effectiveness of innovative instruction which is enhanced by 

audio-tutorial materials with conventional teaching on achievement. Researchers 

used 48 published and unpublished studies in the English language. Fourteen 

moderator variables including intervention length, subject, course level, publication 

status, and design are coded and investigated with regression analysis to observe the 

relationship with treatment effect. There are also eligibility criteria like a study had 

to take place in an actual college course. Secondly, the duration of the study had to 

be reasonably long--i.e., more than an hour or two of A-T in a one-semester course. 

Third, the study had to be free from obviously crippling methodological flaws. They 

investigated three main research questions are; 

● How effectively does this innovative method prove to be in the typical 

comparative study?  

● Is it especially effective for certain types of outcomes or certain types of 

students?  

● Under which conditions does it appear to be most effective? 

As a result of the analysis, a small overall effect size has been measured by 

integrating the findings. The Cohen’s d measure was used for standard effect size 

value during the evaluation process. 

After the 1980s, studies on the effectiveness of new instructional tools like 

computers arise (Clark, 1983; Kulik et al. , 1979, 1980; 1983; Wise & Okey, 1983). 

One of the comprehensive meta-analysis done by Kulik et al. (1980) was on the 

effectiveness of computer-based instruction versus traditional instruction. The 59 

studies using computer-based instruction in the experimental group are located for 
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use in this meta-analysis. Researchers also set 13 additional variables to describe 

different features of the application process for computers. For example, there are 

four major types of applications: tutoring, computer-managed teaching, simulation, 

and programming the computer to solve problems. Some researchers use computer as 

additionally but some use them during complete instruction. Or researchers maybe 

use computer both in control and experimental groups but some just use in 

experimental groups. Therefore, some moderators may affect the treatment effect. 

Wise and Okey (1983) also did a meta-analysis study on the effectiveness of CAI on 

achievement with twelve studies. The microcomputers used during instructions and 

the large effect size value regarding Cohen’s d are measured as 0.82. Moderator 

variables do not code and analyzed during this analysis rather meta-analysts focus on 

the overall effectiveness of CAI.  

After the 1990s, meta-analysis studies became more method oriented in education, 

especially to investigate instructional methodologies like problem-based method 

(Christmann et al. , 1997; Kulik & Kulik, 1991; Liao, 1999), project-based instruction 

(Chen & Yang, 2019), concept maps as an instruction tool (Horton et al., 1993), 

computers assisted instruction (Chadwick, 1997; Flinn & Gravatt, 1995; Lee, 1999). 

Moreover, increasing the sample size in meta-analysis allows meta-analysts to 

analyze possible moderators that may influence treatment effect. In this way, more 

comprehensive knowledge is gathered about variables responsible for the actual 

treatment effect. 

Chadwick (1997) performed a meta-analysis study on CAI as a dissertation in the 

secondary mathematics classroom. The study includes 41 relevant primary studies as 

the mean effect size is 0.33 which yields a small effect. This is one of the 

comprehensive studies that use 46 moderator variables, a well-designed coding book 

and predefined eligibility criteria.  

The study quality is a very critical issue in meta-analysis literature. Some criticisms, 

like the mixing apples and oranges problem or sampling bias, are directly related to 

the primary study designs and qualities.  Therefore it is accepted as one of the 
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effective moderators but hard to code and analyze very objectively. Therefore, very 

few studies have been done on study quality. Chadwick (1997) has coded the study 

quality by making use of answers to the below questions; 

Was there a random sample? Was there an equitable control group? Were the 

independent variables controlled? (i.e., one teacher for all groups) Was the 

instrument valid? 

 Overall Study Quality and mean effect size values 

 0-Poor study (.92)1-Marginal study (.39) 2-Good study (.42)  3-Excellent study (.08)  

As a result of this analysis, the researcher shows that as study quality decreases, the 

treatment effect increase (Figure 2.6). This result is so dramatic that if researchers 

control more threads, the treatment effect becomes much lower. This result also 

implies how effective the moderators are except for treatment on achievement. 

 
Figure 2.6 Bar graph comparing the effect size and study quality for poor, marginal, 

good and excellent (Chadwick, 1997) 

The researcher also analyzed the time moderator which signifies that recent studies 

have larger effect size values than early studies, perhaps due to the more appropriate 

use of instructional technology. This result is also consistent with other meta-analysis 

findings (Armağan, 2011;  Secondly, journals have more effect size value (0.81) than 

dissertations (0.22) that perhaps due to publication bias which implies that journals 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

Poor Marginal Good to excellent

Ef
fe

ct
 S

zi
e

 (E
S)

 

Study Quality 



 

 

 
 

59 

have more tendency to publish significant findings. This concern is also shared by 

many other researchers that conducted other meta-analysis studies (Bayraktar, 2000; 

Clark, 1983; Kulik et al., 1983). 

The intervention length has also been discussed in meta-analyses for problem-based 

learning (Bayraktar, 2000) and computer-based instruction (Clark, 1983; Kulik et al. , 

1983). These studies impy that intervention lenght affects the treatment efficacy. 

Both a concise period of treatment and a very long treatment period have negative 

impact on efficacy. The result of some meta-analyses (Arık & Yılmaz, 2020; Üstün, 

2012) is very identical to the results of Chadwick also (Table 2.1).  Clark (1983) and 

Kulik et al. (1983) also imply that the treatment effect value increases when the 

intervention length increases. As stated later parts, these results are somehow parallel 

to this study's findings also. 

Table 2.1 The results of a fully random-effects moderator analysis for the length of 
treatment (Üstün, 2012). 

 

 

The data collection process is so critical to inform about the quality of meta-analysis 

studies. More comprehensive and systematic reviews enable researchers to reach a 

more descriptive sample for the population. One of the most recent and systematic 

meta-analyses on the effect of the constructivist learning approach versus the 

traditional approach is done by Arık and Yılmaz (2020) in 57 primary studies. The 

Hedges’g is used as an effect size index and the eleven explanatory moderators are 

coded. The comprehensive data collection process has been done by researchers who 

report that 72,450 studies using lots of databases for a long time are reviewed. This is 
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an extremely large number to reach a well-descriptive sample for the population. The 

year interval for sample is between 2000-2015. The moderator analysis reveals that 

“country”, “sample size”, “educational level”, “type of publication”, “type of 

measuring instrument”, “developer of measuring instrument”, “language of 

publication”, “teacher effect”, and “researcher effect” are effective moderators that 

change the treatment effect. But researchers do not perform a simultaneous 

regression analysis to observe the combined effects of moderators.  The result of the 

study implies a very large mean effect (Hedges’g= 1.46). 

In recent years, inquiry-oriented studies have become more popular, leading to an 

increase in a meta-analysis in this field. A recent meta-analysis is conducted by 

Kaçar et al. (2021) on the effectiveness of inquiry-based learning versus traditional 

instruction on achievement. The study is conducted on just Turkish publications 

between 2000-2020 years. The exclusion criteria are set as language, year, 

experimental studies with pre-test and post-test groups, articles or dissertations. 

There is no master thesis or papers due to study quality concerns of researchers.  The 

random-effects model was used for analysis to estimate the overall mean effect. 

Hedges’s g was used as the effects size index for the reason that some sample sizes 

used were below 20. The overall effect size value was observed as 1.181 for 30 

primary studies which are very large effect size.   

2.3.4 Previous Meta-Analyses on the Effectiveness of Conceptual Change  

Strategies 

Three related studies that analyze conceptual change strategies in literature are 

discussed in this part. One of the most common meta-analysis studies on conceptual 

change was conducted by Guzzetti et al. (1993) on refutational texts, augmented 

activation activities and discussion web to achieve conceptual change. These 

strategies aim to eliminate misconceptions by providing dissatisfaction processes and 

introducing new scientific knowledge to achieve conceptual change. This study is 

limited to five years of time intervals and low number of studies because conceptual 
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change strategies emerged after Posner et al. (1982) with a conflict perspective. 

Since the instructional implications were precisely defined after 1985, the number of 

experimental studies was so limited during these years. Until 1990, there were few 

methods performed by researchers to overcome misconceptions. This meta-analysis 

includes 23 related studies between 1986-1990 years. The eligibility criteria are 

described as studies should include misconception, naïve or preconceptions as a 

theoretical base,  pretest-posttest results, and statistical necessity. Primary studies do 

not directly state that they follow the conceptual change instruction. Still researcher 

has inferred whether the strategy is CCI or not if the primary study satisfies 

conceptual change conditions. Almost all studies were conducted at the USA (%96). 

The subject area includes earth science, physics, and life science. Since there is not 

enough study to analyze moderators like subject, different strategies of CC or student 

grade, the researcher had just discussed the main research question about the 

effectiveness of conceptual change strategies. 

Another study on conceptual change strategies is conducted by Armağan (2011) as a 

dissertation on the effectiveness of conceptual change texts versus traditional 

instruction. The researcher has reached 42 relevant studies among around 6000 

studies after exposing eligibility criteria. The collected studies are limited to time 

interval 1998-2010, Turkish, pretest-posttest control experiment design and text-

based strategy. Therefore, the size of the intended sample to include analysis is 

limited. Compared with early studies, the main effect size value is also a large effect 

(d=1.18). Researcher analyzes eleven moderator variables. One moderator variable 

that is special for this study is “technique used in primary studies”. As a result of this 

moderator analysis, there is no statistical difference between techniques that use 

conceptual change texts or combining text and another strategy. The effective 

moderator on treatment effect is observed as just sample size. When the sample size 

increase, the treatment effect also increases. This is not very identical to other meta-

analyses that investigate the effect of sample size (Arık & Yılmaz, 2020).  
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There was also a master thesis conducted by Gelen (2015), which investigated the 

effectiveness of conceptual change instructional tools frequently used like analogies, 

concept networks, conceptual change texts, concept maps, mind maps, and mind 

caricatures. The theoretical background for conceptual change instruction has based 

on Posner’s cognitive conflict perspective. The tools are also coded as explanatory 

moderators for the scope of this study. The number of primary studies is 64. Most of 

the included studies are done in Turkey (%94). The collected studies are limited to 

the time interval 2002-2014.  Pretest-postest control group design is also set as 

eligibility criteria to provide a standardized effect size value. The researcher used the 

Cohens’d index to calculate mean effect size. The overall effect size is calculated as 

1.13 which is a very large effect. The moderators are instructional tools which are the 

special moderator for this study, subject domain, education level, intervention length, 

publication year, publication type, researcher effect, and computer effect. The results 

imply that country/region, subject domain, experiment design education level, 

intervention length, publication year, and researcher effect are effective explanatory 

variables for treatment effect. But, researchers do not conduct multiple regression to 

observe the simultaneous effect of these moderators on treatment. 

The common point for previous meta-analyses is that they mainly consider the 

Posner et al. (1982) description of cognitive conflict for the scope of CCS. On the 

other hand, there are serious criticisms that researchers have already performed 

conceptual change strategies as instructional implications derived from different 

knowledge perspectives except for the dissatisfaction process (Figure 2.7). This is 

mainly due to the different epistemological and ontological approaches that make it 

more complex to clarify conceptual change as an instructional strategy in science 

education. In this sense, previous studies have small sample sizes and 

scope limitations to provide a comprehensive evaluation of conceptual change 

literature.  Therefore, there is a need to integrate findings across related studies on 

the different conceptual change strategies by using a holistic meta-analytic 

perspective.
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CHAPTER 3 

 

METHODOLOGY 
 

 

3.1 The Process of This Meta-analysis Study 

Meta-analysis is a type of systematic research synthesis that follows a particular set 

of steps to integrate empirical data (Borenstein et al. , 2009; Cooper et al. , 2019). The 

main focus is integrating empirical findings obtained from primary studies in effect 

size values.  Meta-analytic perspective uses statistical inferences to provide a more 

valid and comprehensive evaluation of previously defined research questions. In this 

sense, the specific attributions of primary studies were described with moderator 

variables that were derived from the literature and intended sample. The 

implementation process may seem so defined at first glance, but it is needed to use 

extra correction processes for publication bias, sampling and data errors, 

normalization of effect sizes, and other systematic artifacts. The steps of this meta-

analysis study can roughly be stated below;   

 Defining the research topic (Addressing the prevalence of conceptual change 

strategies in literature by performing a pilot search) 

 Describing the independent and dependent variables of interest (Describing 

the conceptual change strategies by using literature focusing on theoretical 

knowledge) 

 Specifying the eligibility criteria for a systematic search (setting the inclusion 

and exclusion criteria) 

 Describing the scope of related databases and indexes (list the related science 

education databases and indexes, determine the databases that should be 

searched, and describe the order of searching for the databases) 
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 Reviewing, selecting, and recording the relevant primary studies by 

performing a comprehensive systematic search on databases, indexes, and  

journals 

 Determining the final set of studies by using eligibility criteria 

 Coding studies (Development of coding sheet and coding manual.  Pilot 

coding for randomly selected studies, code all studies for each moderator and 

statistical values. Updating the coding sheet and coding manual with respect 

to pilot coding. Performing intra-rater and interrater reliability processes) 

 Describing data analysis procedures and programs (Define the meta-analysis 

steps like main analysis and moderator analysis. Determine which meta-

analysis program is more adequate to resolve research questions.) 

 Determining the appropriate model for the analyses (fixed-effect, random-

effects or mixed model) 

 Investigating the publication bias by means of visual tools (funnel plot, forest 

plots) and statistical methods (regression tests, fail-safe N methods, trim and 

fill method) 

 Investigating the heterogeneity among obtained effect sizes and further 

statistical analysis (by means of prediction interval and statistical values like 

tau-squared, I-squared, and Q statistic) 

 Calculating the statistical power 

 Performing main effect analysis (Investigating the main research questions, 

e.g.,  What is the effectiveness of CCS on science achievement when 

compared to traditional teaching methods?) 

 Performing subgroup (simple meta-regression) analysis (Investigating the 

variation between and within subgroups to examine research questions) 

 Performing simultaneous (multiple meta-regression) analysis (Defining the 

simultaneous effect of moderators on achievement and obtaining the general 

model) 
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 The results of the study will be summarized, reported, and conclusions will be 

drawn based on analyses 

3.2 Meta-regression Process 

Meta-analyses do not follow standard statistical procedures due to the nature of data 

and the existence of confounding variables simultaneously. It should probe the 

existence of relationships among confounding variables and dependent variables to 

observe the true effect size value (Pigott, 2012). The potential moderators are 

investigated through meta-regression analysis. These analyses provide to observe the 

heterogeneity within and between moderators as well. Borenstein et al. (2009) argue 

that the process is similar to regression analysis except that moderators are at the 

primary study level rather than the subject's level, and the dependent variable is 

effect estimate rather than sample data. Therefore, regression and meta-regression 

follow similar procedures during the analysis. The dependent variable is any effect 

size value (raw mean difference, standardized mean differences, risk ratio, odds ratio, 

frequencies, or correlations) and moderator variables are characteristics of primary 

studies that may affect treatment effect.  Turner and Higgins (2019) define meta-

regression as an extension of analog ANOVA analysis to investigate the properties of 

categorical or continuous variables by working with sets of covariates as single or 

simultaneously. In this sense, simultaneously investigating moderators' effects is also 

called multiple meta-regression, enabling the presence of the integrated effect of the 

moderator variables. It also allows controlling confounding variables to observe 

moderators' individual and simultaneous effects. 

According to Borenstein et al. (2009), a meta-regression approach should satisfy two 

conditions before analysis. Firstly each subgroup should include enough primary 

studies. Secondly, the correlation between moderators should be reasonable that is to 

say, it should be free from multicollinearity.  Later, the appropriate model required 

for weighting is determined  (fixed-effect, random-effects, or mixed). 
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We performed meta-regression analysis in three stages. Firstly, we put into practice 

the main effect analysis, which is the investigation of the overall effectiveness of 

treatment on dependent variables. In this process, all studies were included in the 

analysis and synthesized according to the determined weighting model. In the second 

stage, the moderator variables that influence the treatment effect were investigated. 

These moderators were defined with respect to the characteristics of the included 

primary studies, which are also called subgroups. During the analyses, we examined 

whether there was any significant heterogeneity between subgroups in terms of effect 

size values. These analyses provided information about the reasons for the total 

variance between studies and the effect of each moderator on the treatment effect. 

Finally, we practiced multiple meta-regression analyses to investigate the correlation 

between moderators and treatment effects. In literature, as stated Table 3.1, multiple 

meta-regression is performed in different ways as simultaneously, sequentially, or 

stepwise methods to control confounding variables (Keith, 2019).   

 

Figure 3.1 The regression analyses types     
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Simple Regression:  

First of all, we assume the relationships that are of interest are linear because we use 

linear regression models in this meta-analysis study. The regression process that 

includes one independent and one dependent variable is called simple linear 

regression (Keith, 2019). The researcher tries to obtain a prediction function between 

two variables during this analysis. There is a classical data set below about the 

correlation between the students' high school GPA and their university entrance 

exam scores (Table 3.1). 

Table 3.1 Students' high school GPA  and  university entrance exam scores 

GPA 65 70 75 80 85 90 95 

Exam Score 275 318 345 372 400 417 455 

 

The regression equation for the data of GPA and exam score can be described as  

Exam Score = 15 +  5.5 GPA 

As an example of educational methods, investigating the influence of subject on the 

effect of conceptual change instruction on science achievement includes one 

dependent (achievement score) and one independent variable (subject). Researcher 

may set a regression equation to predict the actual effect (Y) as; 

Y= a + bX which says that a person’s score on the dependent variable (Science 

Achievement) is a result of a constant (a), plus a coefficient (b) times his or her value 

on the independent variable (subject). If we remove the effect of a subject, then the 

predicted value of Y will equal to the constant score a;  Y=a. Therefore, researchers 

may investigate the influence of the subject on CCI for science achievement. 

Multiple Regression: 

It is extremely important to examine the correlation between the moderators, which 

is the strength of the meta-analysis. If there are more than one independent variable 

and one dependent variable, multiple regression analysis is required to investigate the 

effect of each moderator on the dependent variable at the same time (Yan & Su, 
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2009).  Let’s return to the example that was used in simple regression. The 

researcher may want to investigate the influence of the subject on conceptual change 

instruction for achievement. On the other hand, sample size and intervention length 

can be effective moderators on the effectiveness of CCI. Therefore, it may not be 

possible to isolate the effects of other variables during analysis; rather the researcher 

should consider the intercorrelations among the four variables, which is also called 

multiple regression. Sample size and intervention length are also correlated with CCI 

and subject.  

Researcher may set a regression equation to predict the predicted effect (Y) as; 

Y= a + bX1+cX2+dX3 where a is constant, b is the subject coefficient for CCI, c is 

the sample size coefficient for the effectiveness of CCI and d is the intervention 

length coefficient for CCI. Therefore, the researcher may investigate the influence of 

subject, sample size, and intervention length on the effectiveness of CCI  for science 

achievement.     

Similarly, the version of multiple regression on the meta-regression process is called 

multiple meta-regression. This analysis provides more comprehensive information on 

the total variance between and within studies. In this respect, the treatment effect is 

investigated more comprehensively employing multiple meta-regression 

analyses.  Three major types of multiple regression have different purposes for 

performing, different interpretations, and different strengths and weaknesses (Keith, 

2019).   

Cleophas and Zwinderman (2017) stated that there are three main goals of multiple 

meta-regression. Firstly, it enables us to search for possible moderators associated 

with the treatment effect, which are also called explanatory variables. Higgins et al.  

(2019) argued that these variables are characteristics of primary studies that may 

influence the strength of the treatment effect. Secondly,  in social sciences, it is 

accepted that moderators are not isolated. They have interactions among themselves 



 

 

 
 

71 
 

as well as treatment effects.  Therefore it is critical to take into account the 

interactions between moderators.  That is to say, we may control the impact of each 

moderator one at a time to observe the individual influences of variables by using 

meta-regression. Finally, since multiple analog ANOVA analyses do not consider the 

interaction effect, analyzing the combined effect of moderators (subgroups) on the 

treatment effect is impossible. Therefore, meta-regression is a substantial analysis to 

investigate the research questions while working with multiple explanatory 

moderators. 

Simultaneous Multiple Regression: 

In simultaneous multiple regression, all independent variables enter the regression 

model at the same time (Keith, 2019).  This analysis measures the combined effect of 

independent variables on a dependent variable (Figure 3.2). The primary aim is to 

determine the extent of the effect of independent variables on a dependent variable 

(Yan & Su, 2009). Additionally, this analysis gives information on each moderator's 

relative effects by controlling the other variables. This is so functional to analyze the 

strength of each variable on treatment effect. During the meta-analysis, researchers 

should investigate previously determined moderators that reflect the intended 

population's attributions. Therefore, simultaneous meta-regression is prominent for 

meta-analysts. During the analysis, meta-analysis programs provide standardized 

coefficients to predict the relative importance of each explanatory variable. During 

meta-analysis, the best explanatory models are determined by researchers to estimate 

the effects of the independent on the dependent variables theoretically before the 

analysis has been run. Sometimes, it may not be practical or possible to perform 

research by using a number of variables at the same time. For example, researchers 

may not collect data from different countries to observe the effect of different 

nationalities or regions on a treatment effect. In this sense, meta-analysts may easily 

gather primary studies to obtain and analyze data from different parts of the world. 

On the other hand, the main weakness of simultaneous regression is that new 
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variables drastically change the coefficients for variables. Therefore, it may not be 

possible to obtain certain effects for each variable. Researchers should analyze each 

possible explanatory variable to increase the explained variance (R
2
).   

 

 

Figure 3.2 Path representation of the simultaneous regression on the effectiveness of  
CCI.  

      

Sequential Multiple Regression: 

The variables are entered into the regression equation one at a time (Keith, 2019).  

The order of entrance for variables is important and determined in advance by the 

researcher.  The statistical significance and the magnitude of effect on the treatment 

effect of the independent variables depend on their order of entry into the analysis. 

This model aims to compare the different models that include different orders of 

entering variables into analysis to understand the proper order of entry. Therefore, a 
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sequential model helps us to understand the strength of variables in the model 

individually. 

In contrast, the simultaneous model does not provide this knowledge for researchers. 

For example, the researcher wants to investigate the effect of sample size, 

intervention length, study quality, and subject on the effect of conceptual change 

strategies on achievement. The simultaneous model informs us about the combined 

effect of four variables. 

Stepwise Multiple Regression:      

The variables are entered or eliminated from the model concerning their correlation 

to the dependent variable and significance. This is similar to the sequential model 

except that the stepwise model can be forward (firstly adding the most correlated 

variable with dependent), backward (non-significant variables eliminated) or 

stepwise search (changing variables through each step)  by the software (Yan & Su, 

2009). Keith (2019) argues that this stepwise regression does not give explanatory 

findings on variables. It may provide knowledge about which variables you should 

keep and exclude from the model. In this sense, researchers should decide on 

variables by using knowledge of theory, literature or investigate effective variables 

which they decide to add to the final model. Therefore, stepwise methods can be 

used to reduce the number of variables to perform simultaneous and sequential 

regression. 

3.3 Fixed-Effect and Random-Effects Models 

There are two broad statistical models to estimate the summary effect size in meta-

analysis studies: fixed-effect and random-effects models. Both of them aim to 

summarize the quantitative results for a number of studies by weight with respect to 

the precision of studies. Both models assign more weight to more precise studies 

while computing the summary effect. The main assumption of the fixed-effect model 

is that it accepts a single population for all studies. The fixed-effect model's purpose 
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is to predict this population's mean. Therefore, there is one true effect size for each 

sample, which is the same as the population mean and the variance between the 

observed effect and the true effect for sample only results from sampling error. If 

there is no sampling error, as shown in Figure 3.3, the observed effect for samples 

and the mean effect for the population should be same.   

 

Figure 3.3 Fixed effect model: True effect (Borenstein et al., 2009, p.64) 

 

If there is a sampling error, the observed effect size is distributed around the sample's 

true effect size (Figure 3.4). In this sense, the weighted mean for observed effects 

sizes, which is inversely proportional to variance, provides the mean effect size for 

the population. Therefore, variation of effect sizes stemming from sampling error is 

called within-study variance. This variation also informs us heterogeneity between 

primary study findings to evaluate observed effect sizes in the fixed-effect model. 
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Figure 3.4 Distribution of effect sizes due to sampling error in the fixed-effect model 
(Borenstein et al., 2009, p.65) 

 

But in the random-effects model, true effect sizes can vary from study to study 

(Hedges & Vevea, 1998). Each study may have a different true effect size since they 

represent different samples in the population (Figure 3.5). These different samples 

are the results of confounding variables. For example, aptitude level can affect 

student achievement scores on physics subjects in the same grade level. They 

represent a different sample in the same population, and they have different true 

effect sizes. Therefore, the observed effect size can change due to both sampling 

error and sample characteristics. Different moderators, such as aptitude level, sample 

size, age, gender, subject, and design, result in a distribution of mean effect sizes in 

the population. The main goal is to estimate the overall effect of distributions of 

mean effect sizes between samples. In the random-effects model, variation stems 

from both within-study variance and between-study variance. 
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Figure 3.5 Distribution of sampling error in the random-effects model              
(Borenstein et al., 2009, p.72) 

 

Borenstein et al. (2009) argue that there are two conditions for preferring the fixed-

effect model. Firstly, studies included in the analysis should be functionally identical. 

That is, there should not be a between-study variance for different studies. Secondly, 

we should find a general effect size for the identified sample rather than generalize 

for the population. If we try to use a fixed-effect model to generalize findings to the 

population, we should accept that there is no effect of moderator variables. 

Nevertheless, it is impractical to set isolated independent-dependent relations without 

moderator variables. On the other hand, the fixed-effect model is common in 

literature because it is more simple to apply and not very complex to evaluate 

(Cooper, 1997; Hunter & Schmidt, 2004).  

If unconditional inferences (i.e., inferences about population) are critical, the 

random-effects model should be used (Borenstein et al. , 2009). It is more common in 

science education that there is uncertainty for attributions of population, and it is 

inevitable to infer population characteristics from the sample. Therefore the random-

effects model is more functional and feasible due to its more critical view of true 

effect sizes. If rich data are available, then the random-effects model allows 
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researchers to address a wider range of research questions. Therefore, the random-

effects model is more recommended for meta-analysis in education (Borenstein et al. , 

2009; Hunter & Schmidt, 2004). 

3.4 Validity Issues in Meta-Analysis 

There are two broad critical issues on validity concerns of the meta-analytic 

perspective: publication bias and quality of studies. Publication bias results in 

missing studies, causing a biased sample for meta-analysts (P igott, 2012).  Quality of 

studies also causes discussions on meta-analyses as a source of validity concerns 

(Borenstein et al., 2009).   Meta-analysis does not work on individual samples, rather 

it is interested in primary study findings. Therefore, it can be discussed that meta-

analysis also reflects the errors of primary studies in statistically integrated 

quantitative results. Borenstein et al. (2009) stated that if the relevant studies use 

biased samples, meta-analysis findings also reflect this bias. In meta-analysis 

literature, there are parallel concerns stemming from the quality of primary studies 

also. In this part, these two validity issues were discussed.  

3.4.1 Publication Bias 

There are prominent criticisms that meta-analyses may cover a biased sample of all 

existing studies (Hunter & Schmith, 2004; Lipsey & Wilson, 2001; Pigott, 2012; 

Rosenthal, 1979).  Firstly, this idea was voiced by the Journal of Abnormal Social 

Psychology editor in 1956, who stated that studies reporting negative findings were 

less likely to be published in his journal (Thornton & Lee, 1999). Long after this idea 

was introduced, publication bias was first ly identified by Rosenthal (1979) to inform 

meta-analysts about this bias, which may lead to missing studies and biased overall 

effect size in meta-analyses. Several recent meta-analyses also show that published 

studies have a larger overall effect size value than unpublished ones (Arık & Yılmaz, 

2020; Karakuş & Öztürk, 2016). Borenstein et al. (2009) argue that this is due to the 

fact that studies reporting high effect sizes are more likely to get published than 
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studies that report smaller effect sizes. Moreover, journals tend to reject studies with 

negative or non-significant results (Üstün, 2012). Therefore, studies reporting 

significant results are included more likely in meta-analysis. This idea implies that 

the results of meta-analyses can be inflated due to publication bias. Therefore, 

researchers should be aware of the possible strength of publication bias affecting 

their findings (Rendina-Gobioff, 2006). There are some arguments investigating the 

characteristics of unpublished studies and publication bias by Rendina-Gobioff 

(2006), Hunter and Schmith (2004), and Rosenthal (1979). First, there is a 

statistically significant difference in meta-analyses between published and 

unpublished study findings for mean effect sizes. They also claim that studies with 

small sample sizes are not frequently included in a meta-analysis. Rendina-Gobioff 

(2006) summarizes this tendency in her dissertation, as shown in Table 3.2. 

Table 3.2 The impact of the relationship between the variance and effect size 
observed in a study for publication bias (Rendina-Gobioff, 2006) 

 

This tendency results in publishing small studies only if they have large effect sizes 

since the ones with small effect sizes do not reveal statistically significant results. In 

the literature, this phenomenon is called “small-study effect” (Borenstein et al. , 2009; 

Sterne & Harbord, 2004). This effect implies the increasing chance of small studies 

with statistically significant results to publish in articles.  In this sense, the weight of 

these studies in meta-analyses also increases.  Borenstein et al. (2009) also state that 

this increases the weight of more studies showing statistically significant effect size 

values. Therefore, the influence of a biased sample becomes more striking due to 

publication bias and significantly distorts findings to estimate the effect under 
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investigation. Today, this issue is accepted as a threat to the validity of a meta-

analysis. 

Hunter and Schmith (2004) argue that other factors affect the availability of studies 

like biased sampling and methodological imperfections in primary studies. These 

sources of bias have also aggravated this issue. But these imperfections cannot be 

observed clearly in meta-analytic findings and they are not systematic failures like 

publication bias. Borenstein et al. (2009) state that there are many sources for 

sampling biases, but they are not so systematic in influencing overall effect size. 

Therefore, they call this problem availability bias to reflect the other source of biases 

on this issue. The criticism can be described as the problem of the mis-

representativeness of the sample due to some reasonable source of errors.  These 

arguments make this issue more critical to take into account for meta-analysts. 

Therefore some statistical methods and instruments had developed to detect, correct 

for, and prevent publication bias more effectively.  

Using Borenstein et al. ( 2009) and Thornton and Lee  (1999) studies, we may 

precisely review the detecting methods for publication bias under three headings as a 

proportion of significant studies,  plots, and statistical methods. The most simple way 

to observe the distortion of study findings is by comparing the significant and 

nonsignificant studies as proportion. But this method does not inform researchers 

actually to demonstrate the possible bias.  Two common visual tools are used widely 

in meta-analysis to observe plots' distortion funnel plots and forest plots.  They use 

visual symmetry on plots; therefore, they are also open to interpretation. The 

statistical methods can be listed as Egger’s method, Rank correlation test, Begg’s 

method, Truncated sampling, Weighted distribution theory, Maximum likelihood, 

Hackshaw’s method, Sugita’s method, Givens’ method, and Fail-safe N methods 

(Rosenthal, 1979; Orwin,1983).  

There is practical advice of literature to mitigate the publication bias for meta-

analysis. For example, conducting a prospective meta-analysis to predict the 



 

 

 
 

80 
 

unpublished study characteristics and following editorial policy to standardize the 

quality of studies (Thornton & Lee, 1999). But the most effective and functional way 

is a systematic and comprehensive review of the literature, including published and 

unpublished studies. This part will explain some of the methods to deal with 

publication bias.                   

3.4.1.1 Forest Plots   

Forest plots are visual tools to investigate publication bias by depicting the combined 

effect of point estimates bounded in confidence intervals on a plot (Borenstein, 

2005). Researchers may display the distributions of relative effect sizes, confidence 

intervals and overall effect on a single plot. Figure 3.6 depicts an example of a forest 

plot showing Hedges’g with 95% confidence intervals for 20 studies investigating 

the effect of conceptual change instruction on achievement. The location of dots on 

the horizontal axis represents the effect size of each primary study. The size of each 

dot is the sample size of the primary study, representing the weight in the analysis. In 

addition, the length of fine lines passing over dots represents the 95% confidence 

interval. The shorter line represents less variation and more precise study findings. 

The diamond below gives information about both the overall mean effect size and the 

confidence interval for the meta-analysis sample with the help of the width of a 

diamond.     

Researchers may visually infer the variance for each primary study, confidence 

interval distribution, and overall effect size. At the same time, the relation between 

sample size and effect size can be observed by arranging findings on the plot with 

respect to precision (Borenstein et al., 2009). These visual tools allow readers to 

assess the characteristics of the findings across studies and their summary effect 

(Borenstein & Hedges, 2019). Therefore it is functional to address the forest plots to 

infer the publication bias at the beginning of the analyses during meta-analysis 

(Borenstein, 2005). On the other hand, just visual investigation of a plot without 

supporting statistical evidence may cause researchers to make subjective judgments 
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(Pigott, 2019). Therefore, different perspectives on detecting bias should be 

considered by researchers.  

 

 

Figure 3.6 An example of a forest plot showing Hedges’g with 95% confidence 
intervals for 20 studies investigating the effect of CCS on achievement.  

 

3.4.1.2 Funnel Plots  

Funnel plots are another visual tool to identify publication bias by displaying the 

relationship between sample size and effect size. This method was firstly introduced 

by Draper et al. (1987) to detect availability bias. The effect size values are scattered, 

creating the shape of an inverted funnel diagram, implying that the low precision 

studies are scattered more than high precision studies. The effect size is reported in 

the x-axis, and sample size, variance, or study weight is displayed on the y-axis. If 
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there is no publication bias, the plot resembles that the top of the shape associated 

with studies with high precision, including high sample size and low variance, the 

wider base of the funnel associated with studies of small sample sizes, small 

precision and large variances (Pigott, 2019).  Therefore, the shape of the plot enables 

to interpret the possible publication bias by focusing asymmetry on plot. We can 

observe the symmetric funnel plot in Figure 3.7 and the asymmetric funnel plot in 

Figure 3.8. 

On the other hand, there are concerns about the validity of this method. Hunter and 

Schmith (2004) argue that the application of funnel plot does not necessarily inform 

about the publication bias or vice versa because this method does not give reliable 

evidence for bias. Readers or researchers cannot deduce the number of missing 

studies or their strength in summary effect on plot (Choi & Lam, 2015). There can be 

unpredictable factors that lead to asymmetry on the plot except for publication bias, 

and this method does not necessarily inform researchers about other factors (Egger et 

al., 1997; Sterne & Harbord, 2004). Therefore, there should be other methods to 

detect publication bias more precisely. In this sense, there are correcting or 

preventing methods for publication bias in the literature.           

 

           Figure 3.7 Symmetric funnel plot (Choi & Lam, 2015, p.338) 
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Figure 3.8 Asymmetric funnel plot (Choi & Lam, 2015, p.339) 

 

3.4.1.3 Egger’s Linear Regression Method 

Insufficient evidence derived from funnel and forest plots makes it essential to 

develop statistical analysis. Egger et al. (1997) introduced a simple linear regression 

model to estimate the asymmetry in funnel plots by testing a statistical hypothesis of 

whether the intercept significantly differs (at p < 0.1) from zero. The effect size value 

for the primary study divided by its standard error gives the value yi and the inverse 

of the standard error gives the xi value. The regression model tests the regression of 

yi on xi value and looks at whether the intercept of these two values is different from 

zero. The regression equation can be expressed as; 

 

𝑇𝑖

√𝑣𝑖
=  𝛽0 + 𝛽1

1

√𝑣𝑖
                                          

where Ti is the effect size for study i, and vi is the standard error for the effect size in 

study i. If there is no publication bias, the 𝛽0  value becomes zero and yields Ti =1, 

indicating that the regression line goes through the origin (Pigott, 2019).  
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Researchers set the null hypothesis that “there is no asymmetry in the funnel plot”. If 

the tested value for p< .05 is rejected, as stated below (Table 3.3,  p= 0.23), we fail to 

reject null hypothesis. Thus, there is no asymmetry for the funnel plot that indicates 

nonsignificant publication bias. This analysis gives more valid evidence for 

researchers when used with visual detection tools like forest plots and funnel plots 

also.    

Table 3.3 Egger’s regression test results. 

Intercept 1.99 

Standard error 1.62 
95% lower limit (2-tailed) -1.36 
95% lower limit (2-tailed) 5.33 

t value 1.22 
df 25 
p value (2-tailed) 0.23 

 

 

3.4.1.4 Rosenthal’s Fail-Safe N 

One of the most commonly used fail-safe N (FSN) methods suggested by Rosenthal 

(1979) is to observe the publication bias most easily and clearly by researchers. This 

method was derived from the Stouffer method by summing individual Z-scores and 

dividing by the square root of the number of scores (Orwin, 1983). This method aims 

to calculate the number of additional studies yielding average null results that make 

the null hypothesis reduce the combined significance to the desired level (usually 

0.05). Although there are no firm guidelines for the critical FSN, Mullen et al. (2001) 

proposed that if the ratio of N/(5k+10) (where k is the number of individual studies 

in the meta-analysis) exceeds 1, the effect of publication bias assumed to be ignored. 

Rosenthal gives an illustration to clarify the method as follows: 

94 experiments examining the effects of interpersonal self-fulfilling prophecies were 

summarized (Rosenthal, 1979). The mean Z of these studies was 1.014, k  was 94.
 

How many new filed, or not retrieved studies (X) would be required to bring this 

very large Z down to a barely significant level (p < .05)? 
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     X = (94/2.706) [94(1.014)
2
] - 2.706] = 3263 

To make the treatment effect trivial, one should find 3263 more studies with Z value 

0 (Rosenthal, 1979, p. 640).  

CMA directly reports the FSN results as shown in Table 3.4. 

Table 3.4 Rosenthal’s FSN for all studies included in meta-analysis 

Z-value for observed studies 57.94 

p-value for observed studies 0,000 
Alpha 0.05 

Tails 2.00 
Z for alpha 1,96 
Number of observed studies 204 

Fail safe N 8055 

 

There are two concerns about Rosenthal's approach regarding the validity of the 

method to detect publication bias. Vevea et al. (2019) address that the most critical 

point of Rosenthal FSN is that there is no clear-cut and justifiable criterion for fail-

safe N value. This makes the method nonfunctional for researchers. Secondly, the z-

scores do not directly account for the sample sizes or precision of the studies, which 

means fewer studies might be required to overturn the meta-analytic results. In the 

light of these criticisms, some other methods put forth to detect the publication bias 

by Orwin (1983) and Gleser and Olkin (1996).   

3.4.1.5 Orwin’s Fail-Safe N 

The applicability of the Rosenthal FSN method is limited to probability levels 

(usually, 0.01, or 0.05) (Orwin, 1983) because  Rosenthal’s approach was based on 

finding a significant p-value (Borenstein, 2005). On the other hand, p-value does not 

so clear for researchers to evaluate the practical significance of the treatment effect.   

This assumption may be violated if researchers use different p-values (result may be 

significant for 0.05 but not for 0.01). Therefore, Orwin (1983) proposed the effect 

size value to check the null hypothesis by controlling the number of effect sizes that 

need to reduce an observed overall mean effect size to a particular criterion level. 
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There are two definite distinctions between Orwin’s approach. Firstly, there is no 

need to define the critical effect size value to zero value rather researchers may set 

this value particularly. Orwin proposes flexible criteria for cut-off point of effect size 

value to mitigate cut-off problem. Secondly, Orwin uses the standardized effect size 

value to set the critical number for missing studies. CMA directly gives the FSN 

result as below output (Table 3.5).                                     

Table 3.5 Orwin’s FSN for studies included in meta-analysis 

Hedges’g in observed studies 0.98 

Criterian for trivial Hedges’ g 0.1 
Mean Hedges’ g in missing studies 0.00 
Z for alpha 1.96 

Number of observed studies 204 
Fail-safe N 1790 

 

This output (Table 3.5) implies that there should be at least 1790 more studies with 

mean overall effect size zero to decrease the observed mean effect equal or below the 

0.1. The observed effect size is 0.98 and the number of studies included in this 

analysis is 204. The cut-off effect size value for trivial Hedges’g is hypothetically set 

as 0.1 by the researcher.    

3.4.1.6 Duval and Tweedie’s Trim and Fill Method 

It is common for researchers to work with biased samples during meta-analysis 

studies. There are several methods to determine the publication bias in literature, but 

these methods have notable limitations and do not propose adjustment processes for 

biased samples. Therefore, it is worthwhile to adjust the observed findings 

hypothetically to estimate an adjusted overall effect size value. The existing methods 

include complex mathematics and procedures to estimate the missing studies (P igott, 

2019).  In this sense,  Duval and Tweedie (2000a, 2000b) present a new method that 

is computationally easy to perform and practical for estimating the missing findings 

that result from publication bias (Duval & Tweedie, 2000a; 2000b). This method 
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uses the asymmetric funnel diagram to estimate the missing studies by yielding a 

final symmetric funnel plot. They use an iterative and simple algorithm.  

Duval and Tweedie (2000b) summarize the process below; 

“We trim off the asymmetric outlying part of the funnel after estimating 

how many studies are in the asymmetric part. We then use the 

symmetric remainder to estimate the true center of the funnel and then 

replace the trimmed studies and their missing counterparts around the 

center. The final estimate of the true mean, and also its variance, are 

then based on the filled funnel plot” (p. 456-457).        

The basic aim of this method is not to provide an “adjusted effect size” rather it 

intends to interpret the degree of publication bias and inform researchers about the 

meta-analyses that need to be evaluated much more carefully (Duval & Tweedie, 

2000b). Here is an example of the trim and fill method (Figure 3.9). The filled dots 

(right of the plot) represent the theoretical missing effect sizes that were added by 

method to ensure symmetry. We may see the observed mean effect with a blank 

diamond and the adjusted mean effect with a filled diamond. The funnel plot slightly 

shifted to the right due to the theoretical missing effect size values.    
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Figure 3.9 The funnel plot of adjusted mean effect due to theoretically missing 
studies for the random-effects model 

 

3.4.1.7  PET and PEESE Models for Publication  Bias  

One of the effective ways of detecting and adjusting publication bias is PET-PEESE  

(Precision Effect Test & Precision Effect Estimate with Standard Error) models that 

we stated the output at Table 3.6. The PET model estimates publication bias and 

PEESE enables the report of adjusted measurement in JASP or R programs. 

Statistically, the PEESE model tries to correct the correlation between effect size and 

standard errors. The background of this model infers that effect sizes and standard 

errors should yield uncorrelated findings if there is no publication bias (Bartos et al., 

2021). In that, if there is publication bias, studies with low standard errors are more 

likely to be published. Therefore, the degree of correlation between standard error 

and effect size gives evidence of publication bias.  

The limitations of this model are that it cannot quantify the number of missing 

studies and is strictly related to the p-values, which just provide the existence or 
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absence of the publication bias. Secondly, it is highly sensitive to sample size 

(Stanley, 2017). Moreover, results may not provide valid findings in high 

heterogeneity. Therefore, this model is generally used in s imulations and hypothetic 

findings with large sample sizes (Carter et al., 2019). 

Table 3.6 The output of PET- PEESE model results 

 
95% Confidence Interval 

  Estimate SE t df p Lower Upper 

PET 
 

-0.05 
 

0.14 
 

-0.38 
 

216 
 

0.705 
 

-0.32 
 

0.22 
 

PEESE 
 

0.48 
 

0.08 
 

6.24 
 

216 
 

< .001 
 

0.33 
 

0.63 
 

   SE: Standard error 

 

3.4.1.8 Selection  Models  in JASP 

This is a correction method by using the likelihood measurement of missing studies 

due to publication bias (Bartos et al. , 2021). It provides an effective estimation 

process by accounting for heterogeneity within effect sizes in different weight 

functions like fixed effect, random effects models or mixed model estimates (Figure 

3.10). A researcher may also set different sides as one or two tail selections with 

different p-values. Bartos et al. (2021) identify the selection models as “selection 

models typically use maximum likelihood to obtain a publication bias-adjusted 

pooled effect size estimate by accounting for the relative publication probabilities in 

each interval (called weights) and using the weighted likelihood function” (p.8). This 

method enables us to specify the expected direction of missing published studies and 

quantifies the adjusted overall mean value like the trim and fill method. Therefore, it 

is very efficient and easy to evaluate by researchers. The primary limitation of 

estimation models is that using a p-value informs about the existence or absence of 

publication bias like PET and PEESE models. Therefore, a more sensitive analysis 

needs to be applied.  
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Figure 3.10 The output of the selection models for one sided p-value cut-off s of .025 
and .05.  

 

3.4.1.9  Publication Bias in Robust Bayesian Meta-Analysis 

This is the most comprehensive and informative method for publication bias.  The 

trim and fill methods, PET and PEESE, and selection models have serious limitations 

in terms of precision and the distribution of effect size values. In order to obtain a 

more comprehensive finding, robust Bayesian meta-analysis (RoBMA) promotes the 

necessity of model combinations in which a number of models are simultaneously 

averaged and able to summarize the results (Maier et al., 2020). This analysis 

comprehends 36 different types of publication bias analysis, including selection 

models and PET-PEESE models. The final state of knowledge enables researchers to 

quantify the previous findings by averaging and reporting. Additionally, there are 

some limitations in selecting the random or fixed-effect models for the trim and fill 
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method. RoBMA is free from p-value or selection model problems by means of 

averaging all these models (Gronau, 2021). In this way, more robust findings on 

publication bias are yielded. 

3.4.2 Primary Study Concerns   

Primary study quality is a prominent factor during the investigat ion of research 

questions for research synthesis (Valentine, 2019). However, subjective and unclear 

definitions of study quality make it difficult to address a common consensus on this 

issue. Therefore, setting the quality of studies as an inclusion or exc lusion criteria is 

a discussion concern in meta-analyses. In the meta-analysis literature, the problem of 

including poor-quality studies in analyses is described as “Garbage In Garbage Out” 

issue. (Lipsey & Wilson, 2001; Sharpe, 1997). Some researchers also use the study 

quality as an explanatory variable to inform researchers and readers on the validity 

issues (Chadwick, 1997; Lipsey & Wilson, 2001; Shadish & Haddock, 1994). On the 

other hand, it is not worthwhile to remove studies due to their quality concerns 

(Borenstein et al., 2009). So researchers should set eligibility criteria to ensure 

whether the included studies are similar characteristics or not.  

 Eligibility criteria were set for this meta-analysis to include and exclude studies into 

analyses. Because of the above concerns and as suggested by Glass (2006) and 

Borenstein et al. (2009), study quality was not set as an eligibility criterion. But, the 

possible explanatory moderators related to validity concerns that might influence the 

treatment effect were investigated. For example,  experimental design, researcher 

effect, teacher effect, teacher training, treatment verification, type of assessment 

instrument, confusion method and medium, intervention length, intervention 

intensity, level of control internal validity threads, and outcome measure type were 

investigated by simple and multiple meta-regressions. 

Cooper et al. (2019) state that good studies use research methods that are well 

aligned to investigate research questions. Therefore, the research design is critical to 
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examining research questions. In this study, the internal and external validity issues 

are the main concerns of study quality. Therefore, investigating the validity issues is 

critical to define study quality. Internal validity has two important characteristics for 

study quality: high measurement validity and randomization (Borenstein et al.,  2009; 

Cooper et al., 2019). Some primary studies and meta-analyses also imply that there is 

a relation between study quality and treatment effect (Chadwick, 1997; Dechartres et 

al., 2016; Shadish et al. , 2008).  In fact, there is no certain direction of findings for 

low or high-quality studies. Therefore, researchers do not have an exact idea about 

the influence of study quality.   

Experimental design is one of the possible explanatory variables that have an 

influence on the validity of studies for treatment effect. According to Fraenkel et al.  

(2012), randomization is the most effective way of controlling internal validity 

threads, which enables identifying study quality (Figure 3.11). There are different 

groupings for designs in the literature, but Fraenkel et al. (2012) stated the most 

commonly used definition as poor experimental, quasi-experimental, true 

experimental and factorial design studies. For the scope of this study, we included 

just control group designs and if there is no randomization or extra design for 

internal validity threat control while setting experimental groups, this type of design 

is accepted as the most sensitive type for validity threads and called poor  

experimental design. If the researcher randomly assigned the control and 

experimental groups rather than individuals or intend to control internal validity 

threats by factorial designs, we called quasi-experimental. If the researcher randomly 

select the samples for the group members to the control and experimental groups, we 

called true experimental design.  
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Figure 3.11  General techniques for controlling threats to ınternal validity (Fraenkel 
et al., 2012,  p.180 )   

 

The potential effect of experimenter traits on findings has been discussed for years, 

especially in educational psychology literature to ensure internal validity and study 

quality (Dusek,1971; Kennedy, 1976; Kintz et al., 1965;  Rosenthal, 1979). These 

traits can be listed as gender, academic performance, teacher training, and the same 

teacher effect. Dusek (1971) stated that student achievement performance is strongly 

related to the academic performance levels of teachers. Since the teacher's capacity 

for student orientation may significantly affect the treatment effect, it is substantial to 

investigate the teacher's abilities. Another effective dimension of experimenter traits 

is that trained teachers are more likely to apply methods more efficiently. 

Experimenters mostly integrate teacher training for a more effective instruction 

process. But the critical issue is that this is not standardized or not all studies give 

importance to the training process. In this sense, the effect of training will be 

discussed more comprehensively in this study. Teacher effect is also discussed in the 

literature as the teachers are the same or different for control and experimental 

groups. It is commonly stated that the same teacher for both groups is more favorable 

to allowing controlling experimenter effect. But, it is also common that different 

groups have been instructed by different teachers. In this study, experimenter effect 
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is investigated under the explanatory variables under three titles researcher effect 

(researcher is the only teacher, researcher is one of the teacher or researcher is not 

teacher), teacher effect (same teacher or different teachers for control and 

experimental groups) and teacher training (stated as trained or not stated).  

Controlling the implementation process also enables to control of internal validity 

threads and enhances the study quality (Figure 3.11). Different aspects of 

implementation should be considered to handle validity issues in literature 

comprehensively. We investigated intervention length, treatment verification, and 

intensity through meta-regression analyses. Especially, meta-analysts have intensely 

handled intervention length as an explanatory variable in science education (Arık & 

Yılmaz, 2020; Armağan, 2011; Chadwick, 1997). 

3.5 Data Collection Process  

The main theme of this synthesis is evaluating and understanding the composition of 

a vast amount of studies in conceptual change strategies (CCS). Mainly, meta-

analysis aims to provide quantitative evidence and use theoretical arguments to 

evaluate study findings (Borenstein, 2009). There is no necessity to collect a certain 

number of samples to conduct a meta-analysis, but the sample should reflect the 

population attributions. In addition to the number of studies, the scope of the studies 

is very important for meta-analysis. From a deeper perspective, the distribution of 

results in primary studies is a key component of successful meta-analytical work that 

discloses the heterogeneity in the intended population (Maksimovic, 2011).  

The essence of methodology in meta-analysis is that reviewed samples should 

include a certain number of properties of the population to test researchers’ 

predefined hypotheses more comprehensively. Therefore, meta-analysts need more 

primary studies to obtain more attributions from a population. Moreover, more 

precise evidence can be obtained from a large sample size in which meta-analysis 

studies ensure an adequate sample size to estimate the essence of the literature. From 
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this perspective, the greater number of samples provides a more comprehensive 

analysis of the literature. In this sense, the collecting study is one of the most 

prominent parts of this study. In order to conduct a comprehensive and well-detailed 

meta-analysis, we systematically reviewed the available studies in the field. 

Therefore it is critical to make a systematic and comprehensive  literature search in 

databases and journals. 

3.5.1 Inclusion Criteria for Studies 

Primary studies should have the following criteria to be included in this meta-

analysis: 

1. The study's research design should be experimental.  

2. The study should focus on a between-subjects comparison of CCS and 

traditional instruction (The researcher must conduct traditional instruction for 

control group). 

3. The dependent variable of the study should be achievement in a science 

domain. 

4. The study should be published/reported after 1983 since the theoretical 

framework for instructional implications of conceptual change was 

constructed by Posner et al. (1982). 

5. The study should be reported in English or Turkish. 

6. The study should provide enough data to calculate an effect size measure.  

7. Study sample should be student. 

8. Duplications should be removed 

Problems that may not be noticed during the review stem from duplication, irrelevant 

strategy or methodology, insufficient statistical data, and irrelevant control groups 

are resolved during the coding process also.  
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3.5.2 Literature Search Steps 

3.5.2.1 Defining Keywords  

There is a vast number of studies that are impossible to review, even in a single topic 

of science education. Therefore it is essential to define the most relevant keywords 

and keyword sets to reach relevant studies by conducting a well-established review 

process. The most reliable keyword description is a review of the field and related 

studies that include intended keywords for the CCS. Therefore, this study included 

two stages of literature search: pilot search and systematic search. The purpose of the  

pilot is to review the related studies to describe the most comprehensive keyword set. 

In this sense, initially, the below keywords and combination of these keywords were 

searched for databases to reach the final set of keywords; 

“conceptual change” or “misconception in science” or “cognitive conflict” 

or  “refutation texts” or “refutation map” or “conceptual change texts” or “bridging 

analogy” are searched in seven broad databases as (ERIC, Academic Search 

Complete, Toylor& Francis Online Journals, Proquest, Education Sources, Wiley 

Online Library, Google Scholar) reached by METU library (September 2017). 

Some practical applications were provided by office programs to make easy and 

systematic the searching process; 

●  “a b” the a and b keywords between quotation marks enable to search a and b 

together. That is, for  “conceptual change” search engines review the ‘conceptual 

change’ keyword set simultaneously and consecutively. 

●  “a*b”  * sign between a and b keywords and between quotation marks enables 

to search a and b together even if other phrases are inserted between a and b 

keywords.  e.g., for  “conceptual *change”, search engine review the  ‘conceptual 

understanding and change in application’. This method is functional to search 

titles or abstracts for intended keywords.  

●   ‘AND’  conjunction enables to search texts including both a and b keywords. 



 

 

 
 

97 
 

    e.g “refutation” AND “text” search for both ‘refutation AND text’ keywords 

simultaneously, but they don't necessarily become consecutively. 

●   ‘OR’  conjunction enables one to search texts including a or b keywords.  

          e.g. “refutation” OR “text” search for both keywords one by one or together.  

3.5.2.2 Defining Relevant Databases  

A database is an organized collection of structured information or data usually stored 

electronically in a computer system. They may include lots of indexes, including a 

vast number of journals and articles. A typical database like Scopus includes more 

than 82 million documents and 234 thousand books, which records 1788 from 17 

million authors. There are many databases, including educational studies to search 

and each database review gives a huge number of related articles about any topic. 

Therefore, it is impractical to search every database for any subject or keyword.  But, 

they are not isolated from each other so their scope is not independent. On the other 

hand, the review process has a serious time limitation. That means researchers should 

know the scope of intended databases to become conscious of the comprehensiveness 

of their review. In this sense, some critical questions should be answered before the 

review process. For example, What is the comprehensiveness and scope of Google 

Scholar? If you search Google Scholar, do you need to search ERIC also? If you 

search the EBSCOhost databases, do you need to search Scopus also? What is the 

scope of ProQuest? Or if you searched the ULAKBIM Turkish National Databases, 

which Turkish articles should you search more? Is EBSCOhost searching the Turkish 

Databases, Academia or ResearchGate?  Researchers may increase the number of 

such questions. The below process enables us to answer to a certain extent the above 

questions to guide this study to pursue the most valid way for the searching process. 

There are a number of science education databases and indexes that cover totally or 

partially each other and none of the databases is independent of the others. Therefore, 

it is practical to begin with the most comprehensive searching tool. In this sense, the 
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university library search engines simultaneously provide a  number of databases. The 

Middle East Technical University (METU) Library serves as an integrated searching 

tool for researchers who study at METU. This search engine provides a simultaneous 

search for more than 200 databases and indexes like EBSCOhost, Google Scholar, 

Scopus, Web of Science, ERIC, Science Direct, Dissertations and Theses, 

ULAKBIM Turkish National Databases, ProQuest, Education Index, Social Science 

Index, SSCI, etc. At the same time, it is possible to limit the subject, publication 

type, language, location, time duration, source type, content provider, and index type. 

Researchers also use off-campus for 24 hours as cost-free and full access easily. 

Therefore it is functional to search any field very comprehensively like science 

education.  But, this source also has some limitations for researchers.  Some of these 

databases are completely searched but some are not. Many journals, indexes, and 

databases are partially included in METU Integrated Search like Google Scholar, 

Turkish National Thesis Center (TNTC), Turkish Education Index, and ProQuest 

(Figure 3.12). For example, METU Library search engine searches the Google 

Scholar and EBSCOhost databases. But it does not search the Academia or 

ResearchGate which Google Scholar searches. Both Google Scholar and METU 

Library integrated search tools search lots of common databases like Wiley Online 

Library, Web of Science, Scopus, Taylor & Francis, SpringerLink, ERIC, Science 

Direct, etc. At the same time, each database also uses the same indexes and journals. 

Therefore, it is impossible to draw a scope of each database independent from each 

other. In this sense, there should be a comprehensive database investigation before 

the searching process to describe the review scope. 

Some visuals are described to clarify the scope of the databases used in this study 

(Figure 3.13). In order to disclose the relation between databases, randomly selected 

articles among about 20,000 studies are used by triangulation checking.  In this 

sense, the same articles are reciprocally checked by investigating each database one 

by one.  For example, randomly selected 40 articles among the 20,000 articles 

without looking at their content obtained by searching Web of Science had written in 
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METU Unique Search engine to search again. The same articles also check in 

Scopus to determine the scope of Web of Science on Scopus. The same process was 

also conducted with the METU search engine and Scopus with 40 different articles 

which were randomly selected. 

It has been seen that all of the articles also exist in the METU library search engine 

review.  Moreover, I contacted METU Librarian responsible for databases to confirm 

that the METU search engine could search the whole  Web of Science 

documentations. This process also followed other databases providing 100% 

searches by the METU search engine. Therefore, these databases (like WoS, Scopus, 

ERIC, EBSCOhost, etc.) are not searched individually since METU Search Engine 

searches them. It is critical here that researchers may know which databases should 

also be searched to reach a more comprehensive review. In this sense, further 

searching is necessary for TNTC (Turkish National Thesis Center), Turkish 

Education Index, ProQuest, and Google Scholar databases. Their scope is also 

depicted as below figures (Figure 3.13, Figure 3.14).   

 

Figure 3.12 Triangulation check on the scope of databases scanned in the study. 
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The scope of databases was individually depicted at above Figure 3.12. According to 

findings and information obtained from the METU library database, the METU 

Search engine covers Scopus, WoS, and EBSCOhost completely. Using mutual 

comparison, the randomly selected 40 out of 15,500 studies in the WoS database 

were also searched for Scopus. The 36 out of 40 studies also existed in Scopus which 

implied that Scopus covered the WoS for 90%.  As vice versa, the randomly selected 

22 out of  21,250 studies in the Scopus database were also searched for WoS. The 22 

out of 40 studies also existed in WoS, which implied that WoS covered the Scopus 

for 55%.  Therefore, it could be observed that the scope of Scopus was larger than 

WoS. At the same time, there was a significant number of studies that the two 

databases also share.  

A similar investigating process was also done for the EBSCOhost and Scopus 

databases. The mutual comparison informs us that the randomly selected 40 out of 

15,521 studies in the EBSCO database are also searched for  Scopus. 27 studies out 

of 40 studies in the EBSCO database also exist in Scopus, which implies that Scopus 

covers the EBSCO host for 68%.  As vice versa, the randomly selected 40 studies out 

of  17,255 studies in  the Scopus database were also searched for EBSCOhost. 21 out 

of 40 studies also exist in the EBSCOhost, which implies that the EBSCOhost covers 

the Scopus for 53%. Therefore, it can be observed that the scope of Scopus is larger 

than the EBSCO host. However, randomly selected 40 studies in Scopus and 

EBSCOhost databases were also searched using the METU search engine. All of the 

studies also exist in the METU search engine, which implies that the METU search 

engine fully covers both Scopus and EBSCO host databases. Therefore, it is 

unnecessary to review the databases that METU search engine scans fully. Some of 

these databases were listed in Figure 3.12 and all databases were also listed in 

Appendix B.  

As depicted in Figure 3.13, the relationship between the scope of five databases tries 

to be summarized in a given figure. The randomly selected 142 out of 157 studies in 
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the METU Search Engine database were also included by Google Scholar, implying 

that Google Scholar covers the METU Search Engine for 90%. As vice versa,  

randomly selected 126 studies out of 150 studies in the Google Scholar database 

were also included by METU Search Engine, which implies that METU Search 

Engine covers Google Scholar for 90%. But these two databases do not fully cover 

TNTC and ProQuest. At the same time, TNTC, ResearchGate, and ProQuest do not 

cover each other.  If you searched for Google Scholar, it is unnecessary to review for  

ResearchGate.   

 

Figure 3.13 The visual demonstration of the relationship between METU library 
search engine, Scopus and WoS databases. 
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Figure3.14 The visual demonstration of the relationship between METU library 
search engine, Google  Scholar,  Turkish National Thesis Database  
(TNTC), ProQuest  and ResearchGate databases. 

 

These databases were reviewed in detail and progressively to reach the most 

effective and comprehensive review process for articles, conference papers, thesis, 

and dissertations. I investigated each database carefully to determine relevant review 

process for CCS. The period of defining keywords and defining databases for a 

comprehensive literature review took about two years for this study. 

3.5.2.3 Pilot Search  

CCS is not very defined in literature as it is stated in previous meta-analyses 

(Armağan, 2011; Gelen, 2015; Guzzetti et al., 1993; Mufit et al., 2020). The nature 

of conceptual change makes it necessary to describe clearly this field as different 

from other instructional methods.  For example, Armağan (2011) mainly focused on 

conceptual change texts as the only source of CCS, Mufit et al. (2020) and Rahim et 

al. (2015) stressed the effectiveness of cognitive conflict,  Guzzetti et al. (1993) 

investigated both text structures and discussion methods. Gelen (2015) reviewed 

assisted conceptual change materials like concept maps, cartoons, and conceptual 
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change texts as CCS. The common point for previous meta-analyses is that they had 

mainly focused on the Posner et al. (1982) description of cognitive conflict for the 

scope of CCS. On the other hand, there were serious criticisms that existing 

conceptual change strategies were derived from different knowledge perspectives 

except for the dissatisfaction process as previously described in the literature review 

part. Therefore, the comprehensive meta-analysis on CCS should cover existing CCS 

derived from different knowledge perspectives and the intended sample should 

reflect each perspective in the population. In this sense, the pilot search process had 

three prominent aims (1) obtaining a  number of sources about whether there was 

enough study to conduct a comprehensive meta-analysis or not (2) describing the 

possible keyword sets to reach a more representative sample of the population and 

(3) clarifying and covering the field of CCS that derived from different knowledge 

perspectives.    

We revised the initial keywords based on the pilot search to create clusters of 

keywords. The first cluster was “conceptual change” OR “cognitive conflict” OR 

"conflict map" OR “refutation text” OR "refutation map" OR “bridging analogy” 

OR “anchoring analogy” OR“ontological category” OR “ontological shift” OR 

“conceptual shift” OR “cognitive shift”.  

It was observed that the cognitive conflict perspective was the most popular strategy 

in conceptual change (73%).  The rest of the studies were about bridging and 

ontology perspectives. This search also implied that there was a significant number 

of studies except cognitive conflict perspective. The total number of studies obtained 

by relevant keywords is about 7,191 studies on their title and abstracts which is a 

severe number for any field for meta-analysis. The result of this pilot study informed 

us there was enough study for a comprehensive meta-analysis. 
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Table 3.7 Total number of sources reviewed in pilot search for CCSs 

  Databases 

Strategy Keywords ERIC 

Academic 

Search 

Complete 

Scopus Toylor&Francis ProQuest WoS Total 

Cognitive 
Conflict  

“cognitive 
conflict” 

137 523 1087 1687 1002 837 5273 

Ontological 

Category  

Shift  

“ontology” 

AND 

“conceptual 

change” 

7 12 36 71 139 30 285 

“ontological 

category” 
10 42 129 524 91 77 873 

Cognitive 

Bridging 

“analogy” AND 

“conceptual 

change” 

23 23 97 108 315 97 663 

“bridging 

analogy” 
4 3 17 24 9 8 65 

“anchoring 

analogy” 
1 1 3 3 0 2 10 

Total  182 606 1379 2417 1556 1051 7191 

  

Secondly, defining possible keywords that we were able to search both 

comprehensive and relevant studies is crucial. The pilot study improved the 

understanding of critical keyword sets to reach a more representative sample of the 

population. As a result of the above findings and applying eligibility criteria, the 

relevant study in the field was about 68 for the pilot study (Figure 3.15). Most of the 

sources were journal articles (46), secondly dissertations (15), the least one is master 

thesis (7), there is no paper yet. The investigation of the 68 studies that derived from 

the pilot study enabled us to describe the below keyword sets for systematic search. 

The period of pilot search was about 2 years for this study.    

Final set of keywords is described as below; 

Keyword Phrases 

“conceptual change” OR “cognitive conflict”  OR "conflict map" OR“refutation 

text” OR"refutation map" OR“bridging analogy“  OR “anchoring analogy” OR 

“ontological category” OR “ontological shift” OR “conceptual shift”  OR 

“cognitive shift” 
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Keyword sets 

“refutation AND conflict”  OR “dissatisfaction AND misconception”  OR  “conflict 

AND  misconception” OR “ontology AND misconception” OR “analogy 

AND  misconception” . and Turkish versions of these words for Turkish sources.   

Thirdly, clarifying conceptual change strategies and their scope is one of the main 

issues of this study. The pilot study can disclose the most studied fields of CCS 

(Table 3.7). According to the pilot review, cognitive conflict is the most common but 

not only strategy for conceptual change. Therefore, this review gives evidence for 

further investigation on different conceptual change strategies like analogy-based and 

ontology-based approaches rather than conflict perspectives.  

The keywords that describe conceptual change process have also been examined. 

These keywords are not used in the pilot review process but used to describe 

conceptual change strategies in the eligibility process. Therefore, they are so critical 

to describing the final set of studies.    

The critical  keywords to describe the grasped primary studies on whether they are 

compatible with conceptual change strategies are or not; 

conceptual change, misconception, alternative conception, naïve conception, mis-

ideas, naïve ideas, naïve knowledge, primary conception, weak conception, belief -

like structures, intuitive conceptions. 
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Figure 3.15 Application of eligibility process for pilot study findings.  
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3.5.2.3 Systematic  Literature Search  

After the pilot study, it was described the feasibility of study, critical keywords and 

possible conceptual change strategies that would be reached. The databases were 

defined very systematically and their scope was described during this study. In this 

way, the necessary knowledge was gathered to conduct a comprehensive search 

process for conceptual change strategies. As a result of the systematic search, ı 

gathered 161 relevant studies meeting the eligibility criteria (Figure 3.16). 

The easiest and most comprehensive way is to use the METU library on off-campus 

status as a METU student and complete the searching with further scanning on 

different databases and indexes that are not fully covered by the METU Library 

search engine. This engine also decreases the possibility of duplication problems for 

a number of studies that may be published in different databases simultaneously. 

Some of the databases were addressed below to illustrate the comprehensiveness of 

the reviewing process. The databases that I fully covered by using the METU Library 

search engine were; 

ERIC, Science Direct, Academic Search Ultimate, Scopus, Web of Science, 

EBSCOhost, Tylor, and Francis Online Journals, ULAKBİM, Dergipark, African 

Journals Online, SSI, SSCI, Teacher Reference Center, Wiley Online Library.  

Except the METU Library Search Engine, I searched Google Scholar, Turkish 

National Thesis Center, Turkish Education Index, ProQuest, Journal of Turkish 

Science Education, Journal of Research in Science Teaching, International Journal of 

Science Education, MDPI Education Sciences, AERA (American Educational 

Research Association), EARLI European Association for Research on Learning and 

Instruction), and NARST (National Association of Research in Science Teaching). 

The journals that I searched for further review to collect Turkish studies were 

Eğitimde Kuram ve Uygulama, Kastamonu Eğitim Dergisi, Milli Eğitim Dergisi, 

Pamukkale Üniversitesi Eğitim Fakültesi Dergisi, Hacettepe Üniversitesi Eğitim 



 

 

 
 

108 
 

Fakültesi Dergisi, Ahi Evran Üniversitesi Eğitim Fakültesi Dergisi, Ondokuz Mayıs 

Üniversitesi Eğitim Fakültesi Dergisi, Ankara University, Journal of Faculty of 

Educational Sciences, Elektronik Sosyal Bilimler Dergisi, Eğitim bilimleri indeksi, 

Sobiad, Kara Harp Okulu Bilim Dergisi, Bayburt Eğitim Dergisi and TR dizin. By 

using smart search property, related articles were limited to subject, year, content 

provider, and publication type.  

The third step for searching process was the secondary search which included 

reviewing references and authors’s CV. The reference list, obtained from the studies 

we had, helped us to reach further studies that may be overlooked during searching. 

At the same time, it is possible to notice further databases or journals that should be 

searched. Furthermore, personal contacts was required to reach studies with no full 

internet access. Some studies need a membership for databases or university library 

sources. Therefore, some studies need extra effort and financial sources to reach 

during the literature search. For the scope of this study, about 14.000 references from 

345 related primary studies were searched. 267 related studies was reached for the 

further eligibility process. After reviewing related study references, it is worthwhile 

to collect information about researchers who study on conceptual change strategies. 

In this way, some of the studies which exist in their bibliography that might not be 

published in articles or taken down from articles were reached. In this sense, 5300 

studies from 278 researcher bibliographies were reviewed. At the end of these 

reviewing, I collected 42 related studies. Conference papers, special reports and 

unpublished studies were also researched by using authors’s CV. During this study, it 

was contacted more than 200 authors from very different parts of the world about 

their studies on conceptual change. The literature search began in 2014 and lasted 

until October 2021.  
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The eligibility criteria are a big deal for conceptual change literature due to the 

comprehensive nature of methodology for researchers. Therefore, most of the studies are 

excluded due to the methodological limitations on strategy. The properties of conceptual 

change strategies and critical keywords that describe the CCS were also defined in the pilot 

search process. Studies firstly eliminated with respect to their content as physics, chemistry , 

and biology. There were lots of studies performed on the medical field and maths subjects. 

Secondly, the study design should be experimental which includes the control group as 

exposed to traditional instruction. The dependent variable for this study is achievement. In 

this sense, primary studies should report achievement scores rather than affective 

attributions. Moreover, we investigated 23 moderator variables through meta-regression 

analyses. Thirdly, missing statistical value is critical to measuring effect size value. A 

significant number of studies did not give statistical data to measure effect size. Fourthly, the 

necessities for conceptual change strategy may not be ensured by researchers. For example, 

researchers expose refutational texts to disclose misconceptions rather than eliminate them. 

Therefore, some studies do not satisfy conceptual change instruction processes but focuse on 

misconception detection. 

We reported the number of relevant studies and the whole seraching process by using 

PRISMA flow chart diagram that depicted at Figure 3.17. This diagram includes three rows 

and two colomns. The first row represents the identification fields for studies in different 

databases, indexes and journals. The second row represents the screening and inclusion 

processes for studies by using pre-defined keyword sets. The third row repsresents the 

included studies as a result of searching processes. The number of the final included studies 

is 218.   
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Studies requested and obtained by email: 10  (Çiğdem Şahin (1), Refik Dilber (2), 

Ruth Stavy  (1), Sibel Er Nas (2), Yavuz Akbaş (1), Gonca Çakmak (1), Yang, et al. 

2012 (2) 

Studies Requested by ResearchGate: 36 articles 

Obtained Studies: 23 (Hedges et al., 2010;  Magliaocca et al., 2014; She & Lee, 

2008; Bahar, 2003 (3); Luara et al. , 2005; Chatila et al. , 2009; Weller, 1995; Su its, 

2000; Hynd & Alverman, 1986; Coetzee & Imenda, 2012; Dilber,  2010; Akbulut et 

al., 2007; Çepni et al., 2006; Abuhillail, 2019; Palmer, 2003; Balcı et al.,  2006; 

Chinn & Brewster,1993; Creswell, 2009; Başer, 2006 (2); Yürük & Geban, 2001).  

Literature search and study selection steps stated at Figure 3.18. 

 

Figure 3.18 Literature search and study selection steps 

 

 

 

https://www.researchgate.net/scientific-contributions/Karem-Obyes-Abuhillail-2153853946?_iepl%5BviewId%5D=JLEfNcb8zCO2VL2X6Is4gFPS&_iepl%5BprofilePublicationItemVariant%5D=default&_iepl%5Bcontexts%5D%5B0%5D=prfipi&_iepl%5BtargetEntityId%5D=PB%3A331253973&_iepl%5BinteractionType%5D=publicationViewCoAuthorProfile
https://www.researchgate.net/scientific-contributions/Karem-Obyes-Abuhillail-2153853946?_iepl%5BviewId%5D=JLEfNcb8zCO2VL2X6Is4gFPS&_iepl%5BprofilePublicationItemVariant%5D=default&_iepl%5Bcontexts%5D%5B0%5D=prfipi&_iepl%5BtargetEntityId%5D=PB%3A331253973&_iepl%5BinteractionType%5D=publicationViewCoAuthorProfile
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3.6  Study Coding Process  

3.6.1 Coding Sheet and Coding Manual Development Process 

Coding process takes serious time for researchers to complete. For this study, 

developing the process for the coding sheet and coding manual to form the final 

version took about three and a half years. We reviewed several primary studies and 

meta-analyses in detail. Three experts in the field of education provided lots of 

elaborative feedbacks. The feedback process was continuously provided by two 

advisors throughout the study process also. Seven different coders also coded each 

item, and changes were made by using their feedback also. Therefore, many changes 

had been made for each item during the development process to reach the most 

reasonable and coder-friendly version of the coding sheet.   

The primary study coding process is one of the crucial steps of meta-analysis to 

ensure analysis reliability. Wilson (2019) informs that novice meta-analysts make 

crucial mistakes on three points. Firstly, recording the one effect size value for a 

single study leads to missing the composition of multiple effect sizes or using 

dependent effect sizes problems. Secondly, researchers underestimate the time 

consumption for the coding process. Especially dissertations and thesis take hours to 

code for even a single study. Therefore, novice researchers mostly follow a less 

comprehensive coding process to take more time for analysis. There are 218 primary 

studies for this study, which is a very large number to code for a meta-analysis. That 

is why time management through the well-designed coding process is crucial.  

Finally, detailed coding is prominent in conducting a comprehensive meta-analysis. 

Novice meta-analysts generally prefer to code ultimately used moderators which 

reduces the utility of meta-analysis. Therefore, it is necessary to develop a study-

specific coding sheet and coding manua l that describes coding items and statistical 

data. The coding sheet used in this study includes 38 items for moderators and 

detailed parts to record statistical values. The development process of the coding 

sheet and manual can be summarized as; 
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Firstly, the previous comprehensive meta-analyses were examined to disclose the 

possible explanatory variables (Arık & Yılmaz, 2020; Armağan, 2011; Bayraktar, 

2000; Chadwick, 1997; Kulik et al. , 1980; Üstün, 2012). These studies inform the 

common explanatory variables for meta-analyses. The included items grasped from 

these studies were publication year, treatment duration, publication type, 

country/region, experimental design, teacher and researcher effect, sampling method, 

subject domain, education level, sample s ize, class size, treatment characteristics, 

instruments,  and statistical data part. 

Secondly, the relevant meta-analyses on CCS were investigated to reach more 

specific variables (Armağan, 2011; Gelen, 2015; Guzzetti et  al. , 1993; Mufit et al. , 

2020). These studies also include study-specific variables due to the different nature 

of studies. For example, Guzzetti et al. (1993) focused on text-based and discussion-

based CCS studies for moderator analysis. Armağan (2011) informed researchers 

about the effect of different conceptual change techniques. On the other hand, Gelen 

(2015) focused on cognitive conflict tools like concept maps and cartoons.  

Therefore, it is crucial to investigate related primary studies on CCS as special for 

this meta-analysis. The included items from these studies were integrated 

instructional material and computer effect.  

Thirdly, the study-special attributions of CCS inform us about possible explanatory 

variables. At the same time, relevant primary studies included in this study enable the 

coding sheet to advance. The study-specific items are a type of conceptual change 

strategy, material, type of outcome measuring, and intervention intensity. One of the 

base assumptions of this study is testing the relation between each conceptual change 

strategy and evaluating the subgroups for the effectiveness as three types of  

conceptual change strategies. 

The first draft of the coding sheet was developed on Microsoft Word with 36 items. 

The items were listed on a word sheet that enables coders to select. But increasing 

primary studies lead to an increase in the moderator variables which should be 
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investigated for treatment effect. Therefore, increasing moderators and the statistical 

data forms (add Chi-square, nonparametric scores, and z-value) made it unpractical 

to use in Word format. Moreover, as a result of pilot coding for 40 studies, treatment 

fidelity, age, and grade level were omitted.  

The second draft of the coding sheet was developed on a Microsoft Excel sheet 

which is based on the feedback provided from experts in the field of education one of 

them has previously prepared a well-advanced coding sheet and manual. This excel 

sheet made the selection and working process more effective and coder friendly. A 

number of codes can be copied and pasted from excel to meta-analysis programs 

easily in this way. At the same time, practical calculations for effect size values like 

weighting more than one effect size value for the same study or changing Cohen’s d 

value to Hedges’g were done very practically by integrating the formula into an excel 

sheet. The number of primary studies is 218 for this study, at the same time,  274 

effect size values were used for calculations. In this sense, it is so time-consuming to 

work with such a large number of studies in a limited period of time. Therefore, 

excel is a very effective and necessary tool for this study. Finally, we added 

measuring outcome (achievement test or conceptual change test), a number of tiers 

(one tier, two tiers, more), and treatment interval items. Pilot search, medium effect, 

level of internal validity items, and gender were omitted as a result of feedback and 

coding problems. The publication year was divided as received year and 

implementation year to obtain more detailed knowledge. Medium and level of 

controlling internal validity added to internal validity threats items, teaching method 

changed as a type of conceptual change method, teaching method medium changed 

as an instructional medium. 

The third draft of the coding sheet was also developed in Microsoft Excel format 

with respect to feedback getting from six coders and four experts (Figure 3.19). 

These coders are also experts in educational studies. In the final draft, treatment 

intensity and class size items were added. The country item was coded as region 
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during the analysis, year was induced to one variable for analysis. School-level was 

changed as educational level, group design was changed as experimental design, and 

instructional medium was changed as material.  

 

Figure 3.19 Third draft of coding sheet on Microsoft Excel 

The coding manual was also advanced during the development process for the 

coding sheet. We stated an example for the year item (Figure 3.20). The manual 

includes very detailed descriptions of items for coders and researchers to ensure the 

reliability of the coding process. Coders can get information about how to code, the 

information about subitems, and the purpose of coding the items for study. Most 

importantly, coders should infer some information for items that are not reported in 

primary studies like publication type, implementation year, country, subject, 

experimental design, or outcome measure type. Coders should infer the information 

from reported information. For example, the researcher might not report the 

experimental design but give information on the randomization process or the 

country where the study was done can be inferred from the researchers’ university. 

Therefore, the coding manual should be so systematic and detailed that coders could 

code easily for each item without any help except from the manual. Each item was 

also depicted next to the item information in the manual.  
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Figure 3.20 Coding manual prepared for item 2. 

 

3.6.2 Moderating Factors in Conceptual Change Instruction 

3.6.2.1 Publication Characteristics  

The effect of publication characteristics is commonly criticized in meta-analytic 

literature. For example, dissertations are more detailed and controlled studies than 

master theses. So, moderators may be controlled more comprehensively to provide 

more valid evaluations in dissertations across other types. This tendency can change 

the overall effect of meta-analyses. That is why researchers should consider the 

moderating effects in different publication characteristics to investigate the 

moderator's combined effect and independent effect on effect value.  

3.6.2.2 Sample Characteristics 

Meta-analysis includes studies with very different sample characteristics like region, 

school type, school location, education level, sample size, c lass size, etc. The 
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distribution of effect value may also stem from these characteristics.  For example, 

some meta-analytic studies focus on educational interventions working better in 

lower grades like preschool and elementary (Arık & Yılmaz, 2020; Kim et al., 2021). 

Additionally, class size (Chadwick, 1997) or region (Yu, 2021) sample 

characteristics can be explanatory moderators for overall effect distribution which 

should be the researchers’ focus. 

3.6.2.3 Design Characteristics  

As a prominent criterion, the quality of studies is closely related to experimental 

design in the assignment process, which implies that randomization interacts 

significantly with the treatment effect. “Random assignment is intended to eliminate 

the threat of extraneous, or additional, variables—not only those of which 

researchers are aware but also those of which they are not aware—that might affect 

the outcome of the study” (Fraenkel et al. , 2011, p.267). That is why it is valuable to 

control the possible roles of experiment design in the treatment process. 

Additionally, low internal validity may be responsible for implausible alternative 

explanations of the results. Marczyk et al. (2005) propose that researchers should be 

aware of the potential threats stemming from the teacher effect, researcher effect, 

assessment instruments, implementation, and verification processes to avoid validity 

problems. Otherwise, researchers cannot draw valid inferences and causality for the 

study findings. In this sense, some moderators responsible for internal validity issues 

were included in meta-analyses like teacher effect (same or different teachers for 

control and experimental groups), treatment verification, and teacher training 

process.  

3.6.2.4 Intervention Characteristics 

Different instructional implications of CCS suggest different conceptual change 

mechanisms while defining educational interventions and yield very divergent 

effectiveness on science achievement (Slotta & Chi, 2006; Smith et al. , 1993; Tsai, 
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2003; Zohar & Kravetsky, 2005). Additionally, subject domain and type of material 

have similar impacts on achievement scores. Therefore, intervention characteristics 

may be responsible for significant variation in effect size values. 

Additionally, the effect of intervention length was frequently criticized in literature 

(Chadwick, 1997; Clark, 1983; White, 1988). One important hypothesis is that short 

intervention length causes a lack of deeper knowledge comprehension. That is why 

increasing intervention length enables most likely to boost effect value (White, 

1988). The novelty effect on the intervention process may also be effective in effect 

value. For the scope of this study, intervention length and intervention intensity were 

also investigated to clarify the confounding effects. 

3.6.2.5 Measurement Characteristics  

Measuring the process is critical because some primary studies use general 

achievement tests to measure the effect of CCS. On the other hand, conceptual 

change strategy impacts student misconceptions rather than factual knowledge. In 

this sense, it is expected that the studies that use a misconception test for assessment 

should provide a higher effect value than studies that use general achievement tests. 

Assessment instrument type (adapted test, pre-existing test, or researcher-developed 

test), question type for assessment process (open-ended, objective type, or mix) are 

also associated with the variation in effect size. For example, the validated 

standardized tests are more robust against random errors and researcher bias 

(Bayraktar, 2000). Therefore, it is expected to have less effect on treatment for 

systematic errors. Similarly, open-ended questions aim to disclose higher learning 

outcomes rather than knowledge levels. That is why the intended learning outcome 

may change with measurement characteristics. This situation may be responsible for 

variation in effect sizes. We reported the intended study characteristics, variables, 

and subgroups that investigated the scope of this study in Table 3.8. 
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Table 3.8 Study characteristics on the efficacy of CCS for science achievement.  

Study 

Characteristics 
Variables Subgroups 

Publication 
Characteristics 

Publication Type Journal articles, Doctoral dissertations, 
Master theses, and Proceedings 

 
Publication Year 1989-2000 ,2001-2005, 2006-2010, 2011-

2015, 2016-2020 

   
Sample 

Characteristics 

Region  Africa, America, Europe, Asia, Turkey 

Sample Size  16-46, 47-56, 57-72, 73-100, 102-396 

 Class size Interval 8-22, 23-26, 27-30, 30-38, 38-87 

 Sampling Method Random Sampling, Nonrandom sampling 
 Education Level Elementary, Middle School, High School, 

University 
 School Location  Urban, Suburban,  Rural 

 School Type Public, Private 
   

Design 
Characteristics 

Experimental 
Design 

Poor experimental, Quasi experimental, True 
Experimental 

Researcher Effect Not teacher, One of the teachers, Only teacher 
 Teacher Effect Same teacher, Different teachers  

 Treatment 
Verification 

Stated, Unstated 

 Teacher Training Stated, Unstated 
   

Intervention 
Characteristics 

Type of CCS Cognitive conflict, Cognitive bridging, 
Ontological category shift  

 Material Computer-based, text-based, hands-on 
 Subject Domain Biology, Chemistry, Physics 

 Intervention Length 1-48 course hour (continuous) 

 Intervention 
Intensity 

1-8 course hours per week(continuous) 

   

Measurement 
Characteristics 

Outcome Measure  Misconception assessment test, general 
achievement assessment test 

Type of Assessment 
Instrument 

Pre-existing test, adapted test, researcher-
developed test 

Type of Questions Open-ended, Objective, mix for both 

Number of Tiers One, Two, three, or more, mix 
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3.6.3 Coding Reliability 

The reliability of coding is critical to ensure the quality of meta-analyses. On the 

other hand, objective coding is a difficult issue and should be considered very 

professionally. Wilson (2019) states that coding is a subjective, challenging, time-

consuming, and tedious process for meta-analysts. Moreover, some factors 

significantly affect coding reliability. Four prominent factors distorting coding 

reliability are stated in literature as deficient reporting in primary studies, ambiguities 

in the judgment process, coder bias, and coder mistakes (Stock, 1994; Wilson, 2019) .  

Stock (1994) recommends that coding should be repeated until apparent consensus is 

achieved. Moreover, the coding manual that enables the standardized coding process 

should be detailed, continuously revised, and provide coders with clear directions.   

There are two coding reliability measurement processes: intra-rater and inter-rater 

reliability. The intra-rater reliability is the consistency of different codes for the same 

coder. The researchers should increase this reliability for meta-analyses by preparing 

a detailed coding sheet and manual. At the same time, the coder should recode each 

item number of times.  

Interrater reliability is the degree of coding consistency between different coders 

(Wilson, 2019). At least two different coders should code a random sample of 

studies. Different statistical indices describe the reliability assessment like agreement 

rate (AR), Cohen’s Kappa and Weighted Kappa, Andrés and Marzo’s Delta, 

Krippendorff’s Alpha, intercoder correlation, and intra-class correlation. The AR is 

the most common for meta-analyses because of its simplicity and widespread use 

(Wilson, 2019), even if there are some limitations. The AR can simply be defined as 

the percentage of agreement across the items.  

There should be at least two coders who have experience with coding and are 

knowledgeable about science education. For inter-coder reliability, coders need to 

code the articles twice to control missing points and errors. Another process was the 
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control of time intervals. After a month or more, I also recorded the studies to forget 

the first draft. At least one coder should also recode some articles randomly.  

Then, the ‘agreement rate’ (AR) was calculated for the studies to reach an average 

AR.  The coder reliability should be more than 0.80; nevertheless, we need to recode 

the articles. The AR is calculated by the following formula (Orwin & Vevea, 2009): 

                            AR= 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 𝑒𝑔𝑟𝑒𝑒𝑑 𝑢𝑝𝑜𝑛

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠
 

The main research question for this study is measuring the different conceptual 

change strategies (CCS) on achievement and they are also study-specific explanatory 

variables. Therefore, the CCS coding is crucial for this study's reliability. In this 

sense, there were four parts of the coding reliability process for this study (1) intra-

rater reliability process, (2) pilot coding reliability for CCS, (3) comprehensive 

coding reliability for CCS and finally (4) coding for full codes except for CCS.    

For the intra-rater reliability process, there is one coder for this study: the researcher. 

Wilson (2019) proposes that an intra-rater coder should code many times until the 

highest reliability is assured. Therefore, the 207 studies are revised three times to 

increase their reliability. The AR for the final version was measured as 96%. The 

inconsistency for reliability mainly stems from inferring values that were not directly 

stated in studies, like the existence of training, verification level, class size, and 

outcome measure type. The final version was also revised during the inter-rater 

reliability process. Therefore, reaching a full AR for intra-rater reliability is not 

meaningful. During this process, the coding sheet and manual were revised many 

times. This process aims to provide more feedback to revise the sheet and manual to 

increase inter-rater reliability.   

For the pilot study, 22 randomly selected studies out of 207 were coded for the type 

of conceptual change strategies by three coders (including the researcher) who were 

knowledgeable on CCS as cognitive conflict, cognitive bridging, ontological 

category shift, or none of their options. We provided the manual and sheet. Coders 
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read the manual and informed the researcher about unclear directions about  

strategies. The average AR before the revised process is 81%. On the other hand, 

after the revision of inconsistencies, the coders coded the items again and the average 

reliability for AR was measured as 91% which was significantly high.               

In the second part, it was requested that authors code their own studies to provide 

more valid results. Vevea et al. (2019) state that contacting original investigators of 

studies is one of the main strategies to reduce coding errors. Totally 179 studies were  

coded into three groups cognitive conflict, cognitive bridging, and ontological 

category shift, out of 218 studies. The rest 29 studies could not be coded due to some 

reasons like insufficient reporting or unclear description of the strategy. These 29 

studies did not fit the defined strategies , but they were also conceptual change 

strategies which were analyzed in the first main question. On the other hand, authors 

should be alive and located in the working place. They should be the original data 

collectors, they need to keep the knowledge and be willing and able to provide the 

intended knowledge also (Vevea et al., 2019). Therefore, the provided feedback 

percentage may not be so high.   

For the reliability process, we contacted about 100 authors for 128 studies by using 

their official mail addresses and bibliographies. It provided feedback for 83 studies 

by 65 authors. The feedback rate is quite high (65%) for email contact, which implies 

that this study may also provide significant feedback to authors. The 22 authors are 

from different parts of the world including Asia, Africa, North America, and Europe. 

The rest 43 researchers are from 35 different universities in Turkey. The full list of 

authors who provide feedback was reported in the appendix. AR for CCS reliability 

is 96% (80 out of 83). Almost all original investigators agreed with grouping for their 

studies. 2 researchers out of 3 who disagreed with coding provided options rather 

than directly agree with grouping. We gave the mail content below. We tried to get 

objective feedback without directing the authors. 
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“Dear ………………., 
       I am currently working on my dissertation focused on conceptual change 

instructions, and at this point I need your help regarding your study  entitled 
"…………………………………………………………………" 
    As part of my dissertation I categorized the experimental studies on   conceptual 
change instructions as “cognitive conflict”, “cognitive bridging”, and “ontological 

category change” according to the theoretical  approaches taken by the researchers. 
       Based on this categorization I located your study under the category of 
“…………………” 
     To increase the trustworthiness of the categorization process, I would like to 

know your agreement on locating your instructional approach that you tested in your 
study under the category of “………………………………………”. 
    If you kindly let me know your agreement or disagreement about this 
categorization, I would really pleased it. I briefly described the categories below. If 

you need further information please let me know. Your study added here. 
 Best wishes, 
    Cognitive conflict approach: Focuses on students’ misconception. The major   aim 
of the instruction is to locate students’ misconceptions, falsification of these 

misconceptions and then helping students’ gain the scientific  conception. 
    Cognitive bridging approach: Focuses on students’ productive conceptions.   The 
major aim of the instruction is to locate students’ productive pre-conceptions and 
then using them to help students gain the scientific conception. 

  Ontological category change: Focuses on the ontological nature of 
students’ conceptions. The major aim of the instruction is to identify the ontological 
category of students’ conceptions and then helping students shift their conceptions 
into an appropriate ontological category. 

 
Note: If there is more than one category for single study, please state each 
separately. 
 

Çağatay PAÇACI 
Advisor: Assoc. Prof. Ömer Faruk Özdemir 
Co-Advisor: Assist. Prof. Ulaş ÜSTÜN 
Department of Mathematics and Science Education 

Middle East Technical University 
Ankara- Turkey“ 
 

In the final coding process, six researchers with educational science experience 

coded randomly selected 40 primary studies out of 207 studies (Table 3.9). Three of 

them had Ph.D. degrees in educational science. The other three are Ph.D. candidates 

in education. 
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Table 3.9 The interrater reliability measurement for AR for each coder 

Coders 
Number of 

Coded studies 
First Review 

(%) 
Second 

Review (%) 

1st Coder 9 84 93 

2nd Coder 12 89 96 

3rd Coder 4 83 92 

4th Coder 3 86 96 

5th Coder 8 83 - 

6th Coder 4 100 - 

Total 40 88 94 

 

Before the revision process, the AR for the final coding process was 88%. The 

inconsistency rate for final coding was 12%. In this sense, the source of 

inconsistence for this study can be listed as follows;   

1- The percentage of wrong coding by the second coder due to not fully scanning 

articles (4.2%) 

2- The percentage of wrong coding by the second coder to not making inferences 

from articles (3.3%) 

3- The percentage of wrong coding by the researcher (2.5%) 

4- The percentage of wrong coding by the second coder due to misunderstanding  

some explanations (length of treatment, researcher effect, instrument type…) 

(2.1%) 

The final revised AR is 94% which is significantly high to pursue further analyses. 

You can observe the changes in primary and final drafts in Figure 3.21.  

The following steps enable us to describe the eligibility of a primary study for a 

particular method more practically for researchers.  

1- Firstly, scan the info that can be obtained from the study title and abstract: Is the 

study related to a particular method, is the study design quantitative or 

qualitative, and is the subject of the study relevant? 
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2- Scan info obtained from methodology: Is the experimental group exposed to 

conceptual change strategy and the control group traditional strategy.   

3- Get from results: Is there statistical data? is it about the achievement of 

conceptual change?  

4- Literature review: Decide whether or not the conceptual change is conducted as 

a treatment method.  

5- Procedure: Define the type of CCS. 

6- Look for duplications (compare researchers’ early thesis and papers) 

7- Code the moderators 

8- Code statistical values 

9- Compute the effect size in Hedges’ g index. 

 

 

Figure 3.21 Agreement rates  
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3.7 Statistical Issues in Meta-Analysis 

Meta-analysis is an effective tool to reach reliable evidence for science education by 

statistical interpretation of primary study findings. There is further analysis for effect 

size measurements in meta-analyses to comprehend more detailed findings like 

publication bias analysis, heterogeneity analysis, power analysis, main effect 

analyses, and moderator analyses.  

3.7.1 Test of Heterogeneity   

A central theme of meta-analysis is to compute the summary effect and disclose the 

patterns of effect sizes (Borenstein et al., 2009). If the primary study findings display 

a consistent pattern, it should be investigated why it is so, on the other hand, if the 

findings are very divergent, the reasons behind this pattern should also be known.  

One of the most informative and objective procedures is heterogeneity analysis. 

Heterogeneity refers to the variation in study findings. It is common that primary 

study findings also include moderator variables influencing treatment effects. 

Moreover, there are different sources of variations in findings due to population 

characteristics or random errors (Borenstein et al. , 2009). In this sense, it is difficult 

to disclose the heterogeneity between true effect sizes. Therefore, meta-analysis 

benefits from different heterogeneity analyses to measure the consistency or 

variation of treatment effects. Borenstein (2019) informs that heterogeneity is not a 

problem for the quality of evidence rather, it is the strength of meta-analyses. If 

differences between results spread out very divergently, findings may not reflect the 

true effect. Rather researcher needs to understand the effect of explanatory variables 

on the main effect. In this way, it is evaluated how much the null hypothesis tests the  

true effects that investigate the treatment effect. When findings of including studies 

have a genuine difference, meta-analysis reports the significant heterogeneity; or 

whether the variation in findings is compatible, meta-analysis reports homogeneity.  
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There are some issues in heterogeneity analyses like prediction interval, standard 

deviation, Q statistic, I
2
 and τ

2
. Each of these statistics has advantages and 

limitations. 

3.7.1.1 Confidence Interval and Prediction Interval 

Minus or plus 1.96 standard error from the mean effect size yields a confidence 

interval (Borenstein et al. , 2009). The confidence interval implies that the true mean 

is located in this interval at 95%. Therefore, the confidence interval gives evidence 

for the true mean location but does not give evidence about the variation of effect 

size values across populations (Borenstein, 2019). However, the mean effect size 

minus or plus 1.96 standard deviations provides a prediction interval (Borenstein, 

2019). A prediction interval implies that 95% of the true effect size values are in this 

interval for 1.96 standard deviations.   

The sample's standard deviation (SD) can be derived from sample standard error by 

Sample SD = Sample standard error x sqrt of the degree of freedom. 

Then the prediction interval for normal distribution is; 

                           Prediction interval= Mean +/- (1.96 x Sample SD) 

 

 

Figure 3.22 Confidence ıntervals and prediction ınterval for a fictional meta-analysis 
(Borenstein, 2019) 
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The meta-analysis studies are mainly concerned with the true effect size variations so 

that the prediction interval provides a more descriptive statistical interval for the 

dispersion of true effect size values. Therefore, reporting the prediction interval 

provides to inform for heterogeneity. 

As depicted in Figure 3.22, CI gives knowledge about the population mean by using 

the sample standard error. The prediction interval (PI) informs about the samples'  

dispersion regardless of FE or RE models. Ninety-five percent of the population is 

expected to vary in the range of prediction intervals. 

 3.7.1.2 Q Statistic and Chi-squared Significance Test 

Cochran’s Q is one of the most common heterogeneity tests. It is the standardized 

sum of squares of deviation for observed effects from the mean effect (Borenstein, 

2019). The deviations from the mean effect size are weighted by the inverse 

variance.  

𝑄 =  ∑  𝑊𝑖( 𝑌𝑖 − 𝑀) 2

𝑘

𝑖=1

 

where Wi is the study weight (1/Vi), Yi is the observed effect size, M is the summary 

effect and k is the number of studies. True heterogeneity is estimated by excluding 

df, which is k-1 (where k is the number of studies). This test uses chi-squared 

distribution to test the null hypothesis that all studies share a common true effect 

size, implying that all the variance in observed effects is due to sampling error  

(Borenstein et al. , 2009). It is used to obtain a p-value to test that there is no variation 

in true effects.  

This test has the limitation that it is not convenient when the sample size is small.  

Higgins et al. (2019) state that when the sample size is small (below 20), the Q test 

works poorly to detect true heterogeneity, and Q statistics are not given information 

about the extent of heterogeneity but rather inform about whether it exists or not 

(Huedo-Medina et al. , 2006). This is an important problem for research synthesis. 
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Still, this test can be used to increase the reliability of other heterogeneity tests for 

studies with small sample size. 

3.7.1.3 The I
2
 Statistic 

Another heterogeneity measuring statistic on the degree of inconsistency in the effect 

sizes is I
2
 which describes the ratio of study variance to the total variance. As a more 

practical definition, the I
2
 value is the proportion of true variance to observed 

variance (Borenstein et al., 2009). The observed variance includes both true and 

random errors, yielding total variance. Therefore, this ratio tries to answer whether 

there is any unexplained variance in the true effect sizes due to random errors. The I 

value also represent the ratio of true and observed effects standard deviations. Meta-

analyses generally take into consideration
 
I
2 

value rather than I value.  CMA program 

uses the “Goodness of fit” term in statistical results for this value. The general 

formula is;  

  I2= (VTrue /VObs ) X 100 

It can also be calculated with Q values. It is computed with the equation as; 

I2 = 100 × (Q - df) / Q 

 where Q is Cochran’s heterogeneity statistic and df is the degrees of freedom. The 

degree of I
2
 values for low values is less than 25%, moderate value is about 50% and 

high values are more than 75% (Higgins et al., 2003). There are also different 

intervals in the literature for this value (Pigott, 2012). But, these intervals are also 

reasonable to use for this study.  For example, I
2
 is 0.63 means that 63% of the 

observed variance reflects true variance in effects, and 37% of the variance is due to 

random errors (Borenstein et al.,  2017).  

I
2
 statistics have some practical applications for meta-analysis. The high I

2
 means 

that variability stems from true heterogeneity rather than random error. The main 

advantage is that it is free from the sample size, study type, and outcome data 
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(Higgins et al. , 2003). On the other hand, I
2
 statistics may not be so sensitive for true 

variance between subgroups rather, we should give attention to the total variance 

(Borenstein et al., 2009). In this sense, I
2 

statistics should be evaluated with Q and τ
2
 

statistics to observe the true variance between subgroups and between variables. 

3.7.1.4 The T (Tau) and τ
2
 Estimation Statistics 

The T (Tau) statistics is the standard deviation of true effects.  The mean plus or 

minus 1.96 standard deviation provides the prediction interval for 95% of true effects 

for the normal distribution of the sample (Borenstein, 2019). The square of T (τ
2
) is 

the variance of the true effect also. This is also called between studies variance. The 

weighting process is proportional to variance, so τ
2 

is a functional statistic for meta-

analysis. It provides to calculate treatment effect by measuring the extent of variance 

on true effects which informs about heterogeneity in true effects. The random-effects 

model assumes that there are two variation sources between-study variance and 

sampling error. τ
2
 represents the between-study variance rather than sampling error. 

In this sense, the null hypothesis is tested that τ
2
=0 yields only a sampling error that 

exists with the alternative hypothesis of Ha: τ
2≠ 0 (Pigott, 2012).   

Although the Q statistics can be used to check the heterogeneity, it does not give 

information about the degree of heterogeneity. τ
2 

gives the degree of heterogeneity 

even for small sample sizes different from Q statistics. The values for τ
2
 are equal to 

(1/3)v, v, and 3v, representing respectively low, moderate, and large degrees of 

heterogeneity (Pigott, 2012).    

On the other hand, the limitation of τ
2
 is that it is not common for all effect sizes. For 

example, τ
2
= 0.3 may indicate different interpretations for different effect size 

indices. But, τ
2
 can also be used to drive I

2
 statistics by the relation;  I2= τ2/(τ2+v)  

where v is the within-study sampling variance (Pigott, 2012).  
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3.7.1.5 Mistakes in Heterogeneity Interpretations  

Interpreting heterogeneity is a big deal for meta-analyses because it evaluates 

moderators' effect on the main effect. But there are some crucial mistakes made by 

researchers during interpretations. Firstly, describing a statistical model to interpret 

analysis is vital. There are two distinct models: the fixed-effect model, which accepts 

the common mean effect size for each population, and the random-effects model, 

which accepts different mean effect sizes for each population due to their different 

characteristics. Some meta-analysts decide on models in terms of heterogeneity tests. 

They prefer the random-effects model to interpret the variation if there is significant 

heterogeneity. This approach is improper from the meta-analytic perspective 

(Borenstein, 2009). This issue is discussed frequently in the literature (Borenstein et 

al., 2009; Borenstein, 2019; Cooper et al., 2019). 

Secondly, there are misinterpretations of statistical values of heterogeneity. For 

example, using the I
2 

value as the index of heterogeneity is not a proper evaluation of 

I
2
. A low I

2
 represents low heterogeneity, the high value represents high 

heterogeneity is not a correct interpretation of  I
2 

value ( Borenstein, 2019). This is 

the proportion of true variance in observed variance. Therefore, this value does not 

give evidence for heterogeneity alone. In this sense, reporting one index can lead to 

misinterpretations.  

Thirdly, the confidence interval does not give evidence for heterogeneity rather  

prediction interval should be preferred to report to inform about the dispersion in 

effect sizes (Borenstein, 2019). The confidence interval is just the dispersion of the 

population mean, giving evidence just about the population means rather than effect 

sizes. Researchers may confuse these two intervals but they are pretty different. 

3.7.2 Moderator Analysis 

In any experimental setting, it is ordinary to remember that there are variables that 

affect control and experimental group scores. The actual variation in effect sizes 
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across groups means signs of potential explanatory moderators. They are one of the 

most prominent factors affecting the relationship between dependent and 

independent variables. For practical reasons, researchers may not include the effect 

of moderator variables or couldn’t detect the presence of explanatory moderators. 

Moreover, it is difficult to detect variances across studies due to artifacts (such as 

sampling error or measurement errors) or variance across studies due to moderator 

variables (Hunter & Schmidt, 2004). That is, researchers underestimate the effect of 

moderator variables in primary study findings. 

Primary studies or traditional reviews cannot investigate moderators without further 

analysis. On the other hand, meta-analyses investigate the dispersion among the 

effect sizes obtained from primary studies. Effect sizes within subgroups are 

compared statistically. Using heterogeneity tests, one would infer that some 

moderator variables must account for this difference. This conclusion also stated that 

more research is needed to identify the undefined interactions (moderators) that have 

caused the diverging findings. Then, the researcher set different hypotheses to test 

the differences between true and observed variances. Analysis of variance (ANOVA) 

is not practical to use in meta-analysis rather an analog ANOVA based on Q-test is 

conducted in meta-analyses as statistical test to compare subgroups. There are two 

common models in meta-analysis: the fixed effect model and the random-effects 

model. The differences are stated in the previous parts. In this study, the random-

effects model is preferred to compare moderator analysis.  

In the scope of this study, there are two levels of analysis : main effect and moderator 

analyses (Figure 3.23). The purpose of main effect analyses is that the researcher 

investigates the main research questions by hypothesis testing. All studies related to 

intended CCS are included and synthesized in these analyses according to the 

determined model. Statistical evidence is provided about how effective the 

investigated strategy is on achievement. 
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In the second level,  the meta-analysis also compares the mean effect for different 

subgroups of studies. The moderators that reflect the characteristics of subgroups are 

determined from the literature and the attributions of the included primary studies.  

The defined moderators are coded and the effect sizes are compared between 

subgroups with respect to these moderators. The moderator analyses are conducted 

with simple meta-regression and multiple meta-regression during this study. Simple 

meta-regression analyses include one independent (moderator) variable and one 

dependent variable (effect size value). During this analysis , the researcher aims to 

obtain a prediction function between two variables. The effect of an independent 

variable on a dependent variable (achievement) was investigated through the 

random-effects model. Each explanatory moderator allows us to explain a certain 

amount of variance in the total variance which is R
2
.  

  𝑅2 = 1 − 
𝑇𝑤𝑖𝑡ℎ𝑖𝑛

2   

𝑇𝑡𝑜𝑡𝑎𝑙
2  

The increasing R
2
 informs researchers to the more explained variance by the 

moderator on the overall effect. As an example for this analysis, one can invest igate 

the effect size values for CCS in terms of different publication types. Other 

moderators are not included in the analysis. This provides evidence for the 

effectiveness of each subgroup on the main effect. However, the moderators are not 

isolated from each other; rather, they interact with lots of variables simultaneously. 

So that the simple meta-regression does not give sufficient information because it 

underestimates the influence of other moderators. Therefore, there is a need to 

examine the simultaneous models as well. 

In the simultaneous analyses, we examined how much the moderators simultaneously 

affect the overall effect size and the correlation of moderators with each other. The 

ultimate aim for simultaneous analyses was to describe the combined effect of 

moderators that provides the best explanatory model to estimate the results of the 

intervention process on the dependent variable. During the simultaneous analyses, all 
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moderators are included in analyses simultaneously to control the unique impact of 

each moderator. These analyses provide information on the reasons for the total 

variance of studies. The better the total variance for studies is explained, the more 

information we yielded about the distribution of effect sizes.  

This approach is not a problem when we have enough studies for each subgroup to 

code. However, as the number of subgroups increases, the number of samples 

decreases, so coding more variables causes fewer studies to remain in the subgroups. 

For this reason, the literature and the number of samples in the subgroups should be 

considered during the coding process. 

 

 

 

Figure 3.23 The analysis process for the main effect and moderator analyses. 

 

3.7.3 Power Analysis 

Ellis (2010) describes statistical power as “the probability that a test will correctly 

identify a genuine effect” p.52. Borenstein (2009) stated that power is primarily a 

function of precision. The precision of findings is also related to the different factors. 

Matt and Cook (2019) stated that total sample size, subgroup sample sizes, the type 

of experimental design, and study variance might be responsible for statistical power  
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(Figure 3.24). From a meta-analytic perspective, precision also changes with the 

analysis model. Under the fixed-effect model, precision is expected more for any 

included primary studies due to the large total sample size (Borenstein, 2009). At the 

same time, the confidence interval is also very narrow for primary study intervals.   

𝑆𝐸𝑀 = √
 𝜎2

𝑘 𝑥 𝑛
 

In this sense, even if the effect size is small, the power in the fixed-effect model is 

close to one because the power is just related to the k (the number of studies) and n 

(the sample size in each study) (Borenstein, 2009). The random-effects model's  

source of variation is more than the fixed-effect model. The between-study variance 

is added to the within-study variance, which decreases the precision. But power still 

becomes by the cumulative sample size. Thus, the power is still large with respect to 

primary studies.  

The formulas in meta-analysis to measure power is identical to primary studies.  

We will use a parameter lambda (λ) to represent an alternative true value of Z, 

defined as; 

  𝜆 =
𝛿

√𝑉𝛿

 

where δ is the true effect size and Vδ is the corresponding variance. Then, power is 

given by:  

                                                    Power = 1 – Φ (cα –λ) + Φ (-cα –λ)  

where cα is the critical value of Z associated with significance level α, which is 1.96 

for α of 0.05. Alpha should be set to take into consideration the potential impact of   

Type I error. Φ (x) can be calculated in EXCEL by using the NORMSDIST function 

(Borenstein, 2009). 
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Figure 3.24 For  α = .01. a horizontal power cursor has been added at power = .8. 

The N cursor has been moved to where the power cursor cuts the δ = 0.5 
power curve and shows that N = 95 for that power and population ES 

(Cumming 2012, p. 336). 

 

3.7.4 Effect Size in Meta-Analysis 

Effect size is the quantitative measurement of the difference between the control 

group mean and treatment group means. It also informs about the magnitude of the 

relationship between dependent and independent variables (Borenstein and Hedges, 

2019). Primary studies report the effect sizes to light on analysis, ensure more valid  

interpretations, adequately answer research questions, demonstrate the statistical 

significance, and lead researchers to come to a more clear conclusion for study 

results (Ferguson, 2009). Borenstein and Hedges (2019) stated the three properties of 

effect size value should be satisfied as “(1) it  should be comparable to one another in 

the sense that they measure (at least approximately) the same thing, (2) researchers in 

the substantive area of the work represented in the synthesis should find the effect 

size meaningful, (3) it should be computable from the information that is likely to be 

reported in published research reports.” (p. 209).   
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Effect sizes can be used for differences between means, correlations, estimations, 

variations, and ratios. Therefore, many effect size estimators are used in literature to 

interpret the primary studies (Table 3.10). It can be grouped into three general 

subtypes of effect sizes raw (unstandardized), standardized, and transformed. It can 

be used raw mean difference if all studies employed the same scale to measure 

treatment effect, if there are different scales for different measurements, then we 

must use the standardized mean difference (Borenstein & Hedges, 2019). The nature 

of educational science makes it reasonable to use standardized mean differences. At 

the same time, Cohen’s d, Glass, Δ, and Hedges g are t common standardized mean 

differences used in meta-analysis. In fact, Cohen’s d is the most common index in 

primary studies. The raw mean differences are divided by pooled standard deviation 

of the control and treatment groups. But it has some bias for small sample sizes 

which yield a higher effect size value (Borenstein, 2009). This bias is removed by a 

correction process in Hedges’ g. The Glass Δ represents the same process except that 

it uses the just control group SD. Meta-analysts mostly propose the Hedges’ g to 

perform in meta-analyses due to its correction factor (Borenstein et al., 2009; Ellis, 

2010; Pigott, 2012; Borestein and Hedges, 2019). Therefore, Hedges’ g value was 

used in this study during investigations.  

 

Cohen’s 𝑑 =
𝑀1 − 𝑀2 

𝑆𝐷𝑝𝑜𝑜𝑙𝑒𝑑
 

 Glass’s Δ  =  
𝑀1 − 𝑀2 

𝑆𝐷𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 

Hedges’s g =   
𝑀1 − 𝑀2 

𝑆𝐷𝑝𝑜𝑜𝑙𝑒𝑑
∗  

 

Standardized mean differences are more practical and appropriate effect size indices 

than correlations and ration values. Meta-analyses also mostly report the 

standardized mean differences for an effect size value.  For this purpose, the meta-

analytic perspective proposes the mean difference indices (such as Hedges’s g, 

Glass’s Δ, BES-based RD, and Cohen’s d) in primary studies to make a more valid 
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investigation in literature. On the other hand, squared indices of r-like quantities such 

as r
2
, ω

2
, ε

2
, and η

2
 are not practical to use since they lose the direction of effect size 

(negative or positive) due to squared power (Rosnow & Rosenthal, 2003). 

Cohen’s d is one of the most common effect size indices to compare groups with 

continuous outcomes. The be low equation enables us to compute Cohen’s d for 

empirical studies where X1 is the experiment group mean,  X2  is the control group's 

mean, Swithin is the pooled standard deviation for independent groups.  

d=Y̅1 - Y̅2 / Swithin 

  𝑆𝑤𝑖𝑡ℎ𝑖𝑛   = √
(𝑛1 − 1)𝑆2

1
− (𝑛2 − 1) 𝑆2

2
𝑛1+𝑛1 − 2

 

Table 3.10 Three families of effect size estimators (Rosnow & Rosenthal, 2003, 
p.222). 

 Subtype 
Family Raw Standardized Transformed 

Difference M1-M2 (raw 
difference) 

Hedges’ g Probit d
2
 

 Cohen’s g Cohen’s d Logit d
2
 

 Π Glass’s Δ Cohen’s b 
  d

’, 
Risk difference 

(RD) 
BESD-based RD Cohen’s q 

    
Correlation rφ Fisher zr  
 requvalence   
 rcontrast   

 ralerting   
 reffect size   
 rBESD   
 rcounternull   

    
Ratio Relative risk (RR) BESD-based RD  
 Odd ratio (OR) BESD-based OD  

           Note. Numbers in parentheses refer to equation numbers that define these estimators. 
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Another common effect size indices are Hedges’s g which is calculated with the 

same process for cohen’s d multiplied by correction factor  J where; 

j=1- 
3

4𝑑𝑓−1
 

g= J x d 

As seen from the equation, J is always below one. Therefore, the g value is always 

smaller than the d value due to the correction factor except for the infinite sample 

size. That is why the g and d values become closer when the sample size increases.  

 

3.7.4.1 Transformation Between Standardized Effect Sizes and Conversion 

Effect Sizes for Other Indices 

In primary studies, quantitative measurements are reported with different indices for 

results like odd ratios, correlations, F-test scores, t-test scores, and z-scores. Some of 

these studies give standardized effect sizes, and some do not. Moreover, they may 

not report the same standardized indices like Hedges’ g, Glass Delta, or raw 

differences. Therefore, transformation and conversion are needed to conduct a  meta-

analysis with effect sizes. The Figure 3.25 expresses the possible paths for different 

transformations. We also reported the conversion equations for different effect size 

indexes in Table 3.11.   
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Figure 3.25 Effect size transformations between different indices (Borenstein & 
Hedges, 2019; p.233) 

 

3.7 The Follow-up Process to Compute Effect Size Values  

Meta-analyses use just the effect size values. Therefore, primary studies should 

report enough statistical value to measure ES. However, measuring ES without an 

adequate measurement process is not clear. In this sense, meta-analysts should 

inform readers about the decisions during computing ES. It is normal to face 

computational problems during the measurement of effect sizes. Some primary 

studies report multiple effect size scores within a single study (separate data is 

presented for moderator variables like group size, gender, or design) that should be 

weight or prefer adequate data. Borenstein et al. (2009) propose using descriptive 

statistics to calculate ES values since primary studies report the number of different 

ES indices. For example, the F value for ANOVA and ANCOVA yield different ES 

values. Thus, descriptive data provide to measure more standardized effect size 

values. Later, if there is no descriptive data, inferential statistics can be used. Another 

common issue is that some empirical studies report incomplete statistical data to 

compute effect size. In this situation, Lipsey and Wilson (2001) propose converting 

formulas to calculate mean and standard deviations in studies provided with both 

pre-test and post-test scores. If pretest-posttest scores are not available (only post-test 
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scores available), the means and standard deviations of the post-test scores are used 

to calculate the effect size (Lazonder & Harmsen, 2016). Another problem is the 

small sample size bias in meta-analysis. There is a correction procedure reported by 

Hedges and Olkin (1985) in the literature, which proposes to use Hedges’ g indices. 

For this study, the calculations in the CMA version 3 program were conducted in the 

below order; 

1- Firstly, descriptive data was used, if it was given, inferential statistics were used 

2- Studies with control groups were used, if there was no control group, it was 

omitted.  

3- For the studies given pretest-posttest, these two were included in the effect size 

calculation, if only post was given, only the post-test was included. (CMA analyzes 

over post data std error) 

4- For inferential data, firstly, scores without covariate were used like z-score, t-

score, ANOVA, or MANOVA. if only ANCOVA, MANCOVA, etc., values that 

include covariate scores were reported, those results were used. 

5- If effect size was given but no descriptive or inferential data, the reported effect 

size result was used. 

6- In studies that give more than one effect size for the same group, the groups were 

considered independent and combined with the pooling process. For pooling, the 

effect size formula in the 11th item was used. 

7- If there were two or more CC methods in the same study, the method that does not 

change the subgroups dramatically was removed to ensure that the study was 

evaluated as a unit of analysis. 

8- When the misconception test and the general achievement test were given 

independently, only the misconception test was used to observe the CCS effect. 

9-  In three-tier tests and two-tiered tests, if the relevant effect size was given in the 

2nd or 3rd tier, only that effect size was used. 
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10- When the conceptual change test and achievement test scores were given 

simultaneously, only the conceptual change test score was recorded since primary 

studies were accepted as a unit of analysis. 

 Pooled Effect Size =   (W1 * ES1) + ( W2 * ES2) + ( W3 * ES3)  /   W1 + W2  +  W3 

The calculations for ES  in the CMA program were done by following the below 

steps,  if; 

a)   Pre-post data is given: CMA program:  continuous (means)- unmatched group pre 

and post data- Means, SD pre and post, N, Pre/post correlation.  

b)   Only post data is given:  CMA program: continuous (means)- unmatched group 

post data- Means, SD, the sample size in each group.   

c)    Only Cohen d is given: CMA program:  continuous (means)- unmatched group 

post data- Cohen's d and sample size 

d)     Only F is given:  CMA program: continuous (means)- unmatched group pre and 

post-data- F for the difference between changes, N  

e)    Only t value is given: CMA program: continuous (means)- unmatched group post 

data only, sample size and t value 

f)  For U score: https://www.psychometrica.de/effect_size.html ES converting 

program used. Hedges g and std error values are obtained by entering the obtained 

Cohens’d data, the values given in item c in the CMA program. 

     For Eta –square: 

https://www.psychometrica.de/effect_size.html  ES converting program used. 

Hedges g and std error values are obtained by entering the obtained Cohen d data, 

the values given in item c in the CMA program. 

11-The equation used for the pooling process to compute combined effect sizes: 

 Weight= 1 / (SE)
2
 

 Pooled Effect Size =
  
 ( W1 * ES1) + ( W2 * ES2) + ( W3 * ES3)  /   W1 + W2  +  W3 

 

 

https://www.psychometrica.de/effect_size.html
https://www.psychometrica.de/effect_size.html
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Table 3.11 The conversion equations for different effect size indexes table 

Indices Equations Additional Info References 

d for a single 
group 

𝑑 = (𝑀 − 𝜇)/𝑠 s: sample SD 
Cumming (2012) 

p.286 

d for 

Independent 
groups 

d=Y̅1-Y̅2/Swithin 

 
𝑆 = √

(𝑛1 − 1)𝑆2
1

− (𝑛2 − 1) 𝑆2
2

𝑛1+𝑛1 − 2
 

 

Borenstein and 

Hedges (2019) 
p.211 

d for matched 
groups or Pre-

Post Scores 

𝑑 =
𝑀𝑑𝑖𝑓𝑓

𝑆𝑎𝑣

   𝑆𝑎𝑣 = √
𝑆

2
𝑝𝑟𝑒

− 𝑆
2

𝑝𝑜𝑠𝑡

2
 

 

Cumming (2012) 

p.291 

Converting 
from d to g 

g= J x d 

 

j=1- 
3

4𝑑𝑓−1
 

 

Borenstein and 
Hedges (2019) 

p.213 

Converting 
from r to d 

d= 
2𝑟

√1−𝑟2 

 

𝑉𝑑 = 
4𝑉𝑟

(1 − 𝑟2)3
 

 

Ellis (2010)               
p.16 

Converting 

from r to 
Hedges’ g 

𝑔 =
𝑟/√1 − 𝑟2

√𝑑𝑓(𝑛1+𝑛1)/𝑛1𝑛1

 

 

n1: Treatment group size                    
n2: Control group size 

Durlak, (2009)  
p.928 

Converting 

from χ 
2 
to r 

  𝑟 = √
𝜒2

𝑛
 

 

n is the sample size 
Durlak, (2009)  

p.928 

Converting 

from t-test 
 
to 

d 

d= 
𝑡

√𝑁
 

 
Independent Samples T Test 

Cumming (2012) 

p.287 

Converting 

from t-test to 
ɳ

2 

ɳ2 = 
𝑡2

(𝑡2 + 𝑁 − 1)
 

 

Independent Samples T Test 
Ellis (2010)               

p.15 

Converting 
from Fisher r 
to z 

𝑧𝑟 = 0.5𝑥ln(
1+𝑟

1−𝑟
) 

 
 

Cumming (2012) 
p.388 

Converting 

from z to 
Fisher r 

r= 
𝑒 2𝑧𝑟 −1

𝑒 2𝑧𝑟+1
  

Cumming (2012) 
p.388 
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3.7.5 Softwares Used During Statistical Analyses 

Meta-analyses include some specific statistical values, visuals, and calculations to 

analyze findings like funnel and forest plots, FSN methods, regression methods, 

prediction intervals for heterogeneity analysis , and meta-regression analyses for 

moderator variables. The unit of analysis is primary studies , and the data used are 

effect size values which are different from regression analysis . The variances are also 

effective in providing a weighting process for ES. The defined model also measures 

variances like fixed or random-effects models. In this sense, some programs carry 

out these processes to conduct meta-analyse,s such as R, JASP, RevMan, Jamovi, 

Meta-Essentials, OpenMEE, OpenMeta, MetaStat, MetaGenyo, and CMA. These 

programs are free to use except for CMA. On the other hand,  their main weakness is 

that there is no user-friendly process for multiple meta-regression analyses except 

CMA v3.0. This analysis is critical because it investigates both the combined effect 

of moderators on treatment effect and analyzes the individual effects of moderators 

by controlling the other moderators in the general model. Since the explanatory 

moderators are not isolated, without meta-regression analyses, it is not reliable and 

practiced to talk about the actual effect of moderators. So CMA 3.0 was selected to 

analyze research questions. Additionally, Excel, SPSS, and JASP were used for 

further analysis.    

This software provides many useful tools. It can be purchased from the official CMA 

software for about $ 195 (professional version for student copy) for six months. We 

used this program in two parts initial analyses in the first six months plus final 

analyses in the last six months. Therefore, it seems to need to use at least 1-year 

account to finalize analyses. 

With CMA  3.0 software; 

 You can work on a functional spreadsheet interface  

 One can figure out the treatment effect automatically 

 Perform the meta-analysis easily, quickly, and accurately 
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 Enable to analyze graphs and plots with a single click 

 Use the cumulative meta-analysis function  

 Use a “Remove-One” analysis to gauge each study’s impact 

 Work with multiple subgroups and outcomes within and between studies 

 8- Assess the potential impact of publication bias 

 One can perform multiple regression analysis 

 One can obtain VIF values 

 It can be obtained that correlation matrixes for subgroups (Comprehensive 

Meta-Analysis website. https://www.meta- analysis.com 18.10.2021) 
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CHAPTER 4 

 

 

RESULTS 
 

The initial aim of this meta-analysis was to determine the overall effectiveness of 

CCS versus traditional strategies. At the same time, the effectiveness of three types 

of CCS cognitive conflict, cognitive bridging, and ontological category shift that 

yield from the theoretical knowledge and practical data were analyzed by conducting 

regression analyses. Secondly, the relationship between the effectiveness of the CCS 

and moderator variables that reflect the attributions of the population were 

investigated. In order to accomplish the determined goals, a systematic and 

comprehensive literature search was undertaken for a number of databases, indexes, 

and journals. As a result of the searching process, 218 primary studies were gathered 

and investigated under the determined analysis processes.  

It was tried to define the scope of this study as inclusive as possible. The language is 

limited to Turkish and English studies. The time limitation was not applied except 

for the limitation stemming from the nature of conceptual change literature.  More 

importantly, the conceptual change approach was tried to be drawn with a broad but 

objective perspective. The literature search began in 2014 and lasted until October 

2021. As a result of a comprehensive literature search for more than 29,000 primary 

studies, 218 convenient studies were included in analyses. The time interval for 

studies is 1989-2021. The sample distribution for CCS is 150 c ognitive conflict, 30 

cognitive bridging, and 9 ontological category shift.    

In this sense, this chapter includes descriptive statistics, main effect analyses, simple 

meta-regression analysis, and simultaneous meta-regressions to analyze moderator 

effects on treatment effects. In main effect analyzes, publication bias and 

heterogeneity issues were also investigated through funnel plots, forest plots, 
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prediction intervals and statistical methods like Rosenthal FSN, Orwin FSN, and 

Egger's regression test. The power analyzes were also conducted to measure the 

possible effect of Type I error. As a result of the analysis, it was aimed to yield a 

general regression model that best fit to explain the dispersion in effect size values 

from the overall mean effect in the population. 

4.1 Descriptive Statistics  

This meta-analysis included 218 mean effect size values revealed from 218 primary 

studies. The unit of analysis is primary studies. Only one effect size value was 

yielded from each primary study. If the intended study reported more than one effect 

size value to address the effectiveness of CCS, we combined the ES values as 

inversely proportional to the variance to reach a common effect value.  

Table 4.1 Descriptive statistics for effects sizes in meta-analysis 

Variable k Mean Variance Std. deviation Minimum Median Maximum 

Hedges' g 218 1.13 0.50 0.71 -0.32 0.98 3.94 

 

The arithmetic average of all effect sizes is  1.13, ranging from -0.32 to 3.94. Table 

4.1 illustrates the distribution of effect size values. The histogram (Figure 4.1) shows 

the theoretical normal curve for included effect size values in this study. The data in 

this histogram included 272 effect size values ranging from -0.51 to 4.73. 
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Figure 4.1 Histogram and theoretical asses fit for 272 effect sizes included in the 

meta-analysis. 
 

10 of 272 effect sizes included in the meta-analysis are negative , while 262 effect 

sizes are positive values. Most studies' effect size values were distributed between 

0.0  and 2.0. The distribution of the studies is very close to the normal distribution. 

As a result of theoretical knowledge and practical data obtained from the sample 

gathering process, 33 moderator variables were defined. Some of these moderators 

were not practical to code, like treatment fidelity and study quality; some of the 

moderators were impossible to code due to insufficient knowledge like confusion 

method and medium; some moderators were not reported by researchers like gender 

distribution and level of internal validity threats. Therefore, we coded 23 moderators 

and analyzed in the scope of this study. As s result of the coding process and linearity 

analyses, we defined 21 categorical and 2 continuous moderators (intervention length 

and intervention intensity). We analyzed nine research questions under meta-

regression processes with simple and simultaneous analyses. The simultaneous 

model that best fit to define effects size distribution was yielded by using theoretical 

and practical knowledge. The ultimate aim is to provide a simultaneous model that 

best explains the source of true heterogeneity between findings. 
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4.2 Main Effect Analysis 

4.2.1 Overall effectiveness of Conceptual Change Strategies 

What is the overall effectiveness of the conceptual change strategies on science 

achievement compared to traditional teaching methods? 

4.2.1.1 Unit of Analysis  

We accepted each primary study as unit of analysis. Every primary study has only 

one mean effect size value for calculations. We also calculated a single weighted 

effect size value for studies with more than one effect size, which is inversely 

proportional to the standard error of effect size values. We investigated 218 primary 

studies under five comprehensive study characteristics (Table 4.2). Each primary 

study population is unique in social sciences. So that, the literature proposes that the 

random-effects model is more reasonable for analyzing moderator variables for 

educational study contexts. That is why the random-effects model was used for 

further analyses. 
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Table 4.2 Descriptive summary of the primary studies under each 
categorical variable for the random-effects model.  

 

k: Number of studies; g: Hedges’ g value; CI: Confidence Interval  
*The moderators that report significant heterogeneity 

Study 
Characteristics 

Variables /Subgroups k % g 95% CI 

Publication 
Characteristics 

Publication Type     
 Journal Article 133 61 1.06 [0.95, 1.17] 

  Doctoral Dissertation 40 18 1.35 [1.12, 1.58] 

  Master Thesis 35 16 1.01 [0.82, 1.19] 
  Proceeding 10 5 0.98 [0.68, 1.29] 

 Publication Year *     
  1989-2000 14 6 0.56 [0.35, 0.78] 
  2001-2005 48 22 1.08 [0.88, 1.28] 

  2006-2010 73 33 1.30 [1.15, 1.45] 
  2011-2015 69 32 1.09 [0.95, 1.24] 
  2016-2020 14 6 0.75 [0.49, 1.00] 

       
Sample  

Characteristics  

Region*     

 Africa 8 4 0.88 [0.48, 1.28] 
 America 28 13 0.68 [0.50, 0.86] 

  Asia 23 11 0.79 [0.56, 1.02] 

  Europe 12 6 0.66 [0.31, 1.01] 
  Turkey 147 67 1.28 [1.18, 1.38] 
 Sample Size     

  16-46 45 21 1.09 [0.92, 1,26] 
  47-56 45 21 1.07 [0.90, 1,24] 

  57-72 45 21 1.23 [1.04, 1,42] 
  73-100 41 19 1.18 [0.97, 1,38] 
  102-396 42 19 0.93 [0.73, 1,12] 

 Class Size      
  8-22 50 23 0.95 [0.76, 1.14] 
  23-26 45 21 1.05 [0.88, 1.21] 

  27-30 41 19 1.26 [1.08, 1.45] 
  31-38 40 18 1.14 [0.97, 1.31] 

  39-87 42 19 1.13 [0.91, 1.35] 
 Education Level*     
  Elementary 13 6 0.96 [0.64, 1.29] 

  Middle 50 23 1.03 [0.90, 1.16] 
  High school 101 46 1.24 [1.10, 1.39] 
  Undergraduate 54 25 0.93 [0.76, 1.12] 

 School Location     
  Rural 22 10 0.96 [0.72, 1.20] 

  Urban 157 72 1.13 [1.03, 1.24] 
  Unspecified ** 39 18 1.08 [0.90, 1.36] 
 School Type     

  Private 11 5 1.03 [0.73, 1.33] 
  Public 165 76 1.11 [1.01, 1.21] 
  Unspecified** 42 19 1.10 [0.89, 1.31] 
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** These subgroups have not been included in heterogeneity analyses. 

 
Table 4.2 (Continued) 

 
k: Number of studies; g: Hedges’ g value; CI: Confidence Interval  
*The moderators that report significant heterogeneity 

** These subgroups have not been included in heterogeneity analyses. 
 

 

Study 
Characteristics 

Variables /Subgroups k % g 95% CI 

Design 

Characteristics 

Experimental  Design*     

 Poor 23 11 0.84 [0.63, 1.06] 
 Quasi 162 74 1.23 [1.12, 1.33] 

 True 33 15 0.64 [0.49, 0.79] 
Sampling Method     
 Nonrandom Sampling 196 90 1.09 [1.00, 1.18] 

 Random Sampling 22 10 1.24 [0.95, 1.52] 
Researcher Effect     
 Not teacher  108 50 1.20 [1.07, 1.33] 

 One of the teachers 12 6 0.99 [0.65, 1.32] 
 Only teacher 48 22 1.14 [0.97, 1.30] 

 Unspecified** 50 23 0.88 [0.72, 1.05] 
Teacher Effect     
 Different teachers  44 20 1.12 [0.94, 1.30] 

 Same teacher 134 61 1.18 [1.07, 1.30] 
 Unspecified** 40 18 0.81 [0.64, 0.97] 
Treatment Verification     

 Unstated 107 49 1.06 [0.96, 1.21] 
 Stated 111 51 1.13 [1.00, 1.25] 

Teacher Training*     
 Unstated 111 51 0.92 [0.81, 1.03] 
 Stated 107 49 1.29 [1.16, 1.42] 

       
Intervention 
Characteristics 

Type of CCS     
 Cognitive Bridging 30 14 1.06 [0.84, 1.28] 

  Cognitive Conflict 150 69 1.10 [1.10, 1.21] 
  OntologicalCategory 

Shift 

9 4 0.88 [0.50, 1.26] 

  Unspecified** 29 13 1.21 [0.95, 1.47] 
 Material*     

  Computer-based  32 15 0.87 [0.70, 1.12] 
  Hands-on 69 32 1.23 [1.07, 1.39] 
  Text-based 117 54 1.09 [0.97, 1.21] 

 Subject Domain*     
  Biology 42 19 0.82 [0.64, 0.99] 

  Chemistry 85 39 1.37 [1.23, 1.51] 
  Physics 91 42 0.98 [0.86, 1.10] 
                               Intervention length* 144 66 - - 

                               Intervention Intensity 142 65 - - 
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Table 4.2 (Continued) 

k: Number of studies; g: Hedges’ g value; CI: Confidence Interval  

*The moderators that report significant heterogeneity 
** These subgroups have not been included in heterogeneity analyses. 

 

4.2.1.2 Publication Bias          

The publication types such as journal articles, doctoral dissertations, master theses 

and conference papers stated in Table 4.3 inform us about the publication 

distribution. 

Table 4.3 The publication types used in this meta-analysis study for research 
question one.  

Study 

Characteristics 

Variables /Subgroups k % g 95% CI 

Measurement 
Characteristics  

Instrument Type*     
 Adapted  test  23 11 1.01 [0.76,1.26] 

  Preexisting test 40 18 0.88 [0.68, 1.09] 

  Researcher 
developed test 

155 71 1.17 [1.07, 1.28] 

 Question Type*     

 Mix** 73 33 1.09 [0.94, 1.23] 
  Objective 113 52 1.21 [1.09, 1.33] 

  Open-ended 32 15 0.75 [0.55, 0.94] 
 Number of Tiers     

 1 164 75 1.13 [1.03, 1.23] 

  2 31 14 0.91 [0.69, 1.12] 
  3 15 7 1.13 [0.84, 1.42] 
  Mix** 8 4 1.18 [0.58, 1.78] 

 Type of Outcome  
Measuring 

    

 Conceptual Change 192 88 1.12 [1.03, 1.22] 
  General Achievement 16 7 0.87 [0.60, 1.14] 
  Mix** 10 5 1.04 [0.70, 1.37] 

  Overall 218 100 1.10 [1.01, 1.19] 

Study 
Characteristics 

Variables 
/Subgroups k g 95% CI 

      Heterogeneity 

p T
2
 I

2 
R

2 

Publication 

Characteristics 

Publication Type    0.09 0.34 84.57 0.02 

 Journal Article 133 1.06 [0.95, 1.17]   
 

 

  Doctoral 
Dissertation 

40 1.35 [1.12, 1.58]    

  Master Thesis 35 1.01 [0.82, 1.19]    
  Proceeding 10 0.98 [0.68, 1.29]    
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k :Number of studies; g: Hedges’ g; CI:Confidence interval 

 

Publication bias (file drawer problem) mainly stems from over-tending to publish 

studies with significant results. Therefore, it is expected to reach journal articles that 

have a higher effect size value than unpublished doctoral dissertations, master thesis, 

and conference proceedings. Results of this meta-analysis resting on heterogeneity 

analysis revealed that (Table 4.3), there is no significant evidence to report 

publication bias in the scope of 218 studies. We observed that subgroups'  

heterogeneity is non-significant (p> .05). This value is derived from the random-

effects model, and each of the primary studies was accepted as the unit of analysis 

(yielded just one observed effect size value for each study). On the other hand, 

doctoral dissertations have a significantly higher effect size value than other types 

when compared to other types.    

There are some visual and statistical methods like funnel plot, trim and fill method, 

Rosenthal and Orwin’s FSN methods, regression and rank tests, and to check the 

publication bias. In Figure 4.2, we constructed a funnel plot for the random-effects 

model to observe the distribution of primary studies and the scope. The plot's shape 

implies that the studies' precision increases with decreasing standard error. In this 

sense, the upper part of the funnel plot should include more precise studies, and the 

bottom part should include less precise studies. The empty diamond indicates the 

mean effect size value. For this study, the shape of the inverted funnel represented an 

asymmetric distribution of studies. This visual tool implied missing studies at the left 

part of the funnel. This critique can be more evidence-based by the trim and fill 

method. This method provides an adjustment to remedy the overall mean effect by 

estimating potentially missing studies. The fundamental assumption is that the mean 

of the extreme effect values should equal the mean value. That is, these extreme 

values should be placed both on the left and right sides of the plot. There are three 

different models in the trim and fill method to estimate the missing studies: fixed-

fixed, fixed-random, and random-random models (Duval and Tweede, 2000a). 
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Among these methods, the related simulations imply that the fixed-random yield the 

most conservative results for meta-analysis (Peters et al., 2007; Vevea et al., 2019). 

That is why simulation studies for three models propose researchers use the fixed-

random model in addition to a random-random model to estimate the missing studies 

more precisely (Peters et al., 2007; Schwarzer et al., 2009; Shi & Lin, 2019; Vevea et 

al., 2019). 

 

Figure 4.2  Funnel plot of all studies included in the meta-analysis based on the 

random-effects model without any adjustment.  
       
For the random-random model (Figure 4.3), 24 missing studies were estimated at the 

right side of the mean to adjust the overall effect. The adjusted mean increased from 

1.10 to 1.23 (Table 4.4).  
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Table 4.4 Adjusted mean values after  Duval and Tweedie’s trim and fill method for 
random-random and fixed-random models 

 Model k 
Studies 

Trimmed 

Direction 

of Mean 
 Hedges’ g 

Lower 

Limit 

Upper 

Limit 

Observed  Random- Random 218 - Right  1.10 1.01 1.19 

Adjusted  Random- Random 242 24 Right  1.23 1.13 1.33 

Observed  Random- Random 218 - Left   1.10 1.01 1.19 

Adjusted  Random- Random 218 - Left   1.10 1.01 1.19 

Observed  Fixed-Random 218 - Right  1.10 1.01 1.19 

Adjusted  Fixed-Random 218 - Right  1.10 1.01 1.19 

Observed  Fixed-Random 218 - Left   1.10 1.01 1.19 

Adjusted  Fixed-Random 298 70 Left   0.71 0.61 0.81 

 

 

Figure 4.3 Adjusted funnel plot of all studies included in the meta-analysis based on 
random-random model. 

 

This model tries to provide symmetric distribution of all studies around the mean by 

adding mirror values. It yields a more conservative result for the fixed-fixed model 

but yields less conservative for the fixed-random model. Therefore, the literature 

proposes to report the fixed-random model additionally. In this model, researcher 
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creates a mirror image around the funnel plot center. For the scope of this study, 70 

missing studies at the left of the mean were estimated. This is a severe number for 

this sample. As a limitation of this model, Vevea et al. (2019) stated that the fixed-

random model gives over-conservative results in some situations. For example, if the 

studies with small effect sizes get together, the SD of the mean decrease. This led to 

an increase in the number of extreme studies which depend on the SD of the sample. 

Therefore, the missing study number increase dramatically. The sample for this 

meta-analysis also reflects this sensitivity, as can be observed in Figure 4.4. 

Therefore, the fixed-random model yields an over-conservative result. 

 

Figure 4.4 Adjusted funnel plot of all studies included in the meta-analysis based on 
the fixed-random model. 

 

Alternatively, RoBMA provides a comprehensive publication bias analysis. This 

analysis compares and averages 36 models, including PEESE, selection models, and 

tail and cut-off points to inform readers more comprehensively. This analysis took 

about 60 minutes for 218 studies. This quantitative correction analysis reported that 

the adjusted mean value should be 0.93 which is smaller than the unadjusted value 

(1.10) but still a large effect size (Table 4.5). 
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Table 4.5 Output of the RoBMA for publication bias. 

 
95% CI 

  Mean Median Lower     Upper 

Effect size (δ) 
 

0.93 
 

0.94 
 

0.68 
 

1.09 
 

Heterogeneity (τ) 
 

0.57 
 

0.57 
 

0.47 
 

0.72 
 

 

 

The above analysis informs that the unadjusted overall effect value is 1.10 and the 

adjusted value is 0.93 which informs around 15% of change in the overall mean. 

Therefore, we may infer that there is a publication bias effect in a small effect 

direction but publication bias does not change the overall mean dramatically.   

In addition to the trim and fill method and RoBMA, we need to examine other 

methods that inform about the study’s publication bias sensitivity like Rosenthal’s 

FSN. This method checks the impact of missing studies by using a critical p-value 

and questioning the number of missing studies by averaging the null value to yield a 

nonsignificant result. Mullen et al. (2001) proposed the cut-off number (5k+10) 

should exceed the FSN value to evaluate the results more precisely, where N is the 

number of studies obtained from Rosenthal’s, or Orwin’s FSN and k is the number of 

studies, including meta-analysis. 

The below table (Table 4.6) was generated for a .05 alpha level for two tails. 

According to Rosenthal’s Fail-Safe N method, there should be 7380 more studies 

with a mean of 0.000 to bring a p-value more than .05, which is a trivial result. This 

is a relatively significant number for 218 studies, which implies that this result 

implies robustness for the publication bias. 
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Table 4.6 Rosenthal’s FSN for all studies  

Z-value for observed studies 59.01 

p-value for observed studies 0.000 
Alpha 0.05 

Tails 2.00 
Z for alpha 1.96 
Number of observed studies 218 

Fail-safe N 7380 

                                      

Another sensitivity method is Orwin’s FSN which is based on practical significance 

for effect size values. According to Orwin’s Fail-Safe N method, there should be 

1853 more studies with a mean of 0.000 to bring Hedges’ g value to less than 0.100, 

which is a trivial result (Table 4.7). It can be said that it can be ignored for 

publication bias in this meta-analysis for Orwin’s FSN. 

Table 4.7 Orwin’s FSN for all studies  

Hedges’g in observed studies 0.95 

Criteria for trivial Hedges’ g 0.1 
Mean Hedges’ g in missing studies 0.00 
Z for alpha 1.96 

Number of observed studies 218 
Fail-safe N 1853 

Another method is Egger’s Regression Test which is the most sensitive method for 

publication bias and is based on the symmetry of the funnel plot (Table 4.8). This test 

implies an asymmetric plot for this meta-analysis, implying a publication bias. We 

rejected the null hypothesis that “ there is no funnel plot asymmetry (β0 = 0)”. In this 

sense, we may state that this study has a publication bias, but we can ignore it. 

Table 4.8 Egger’s regression test results for all studies 

Intercept 4.33 

Standard error 0.53 
95% lower limit (2-tailed) 3.29 

95% lower limit (2-tailed) 5.37 
t value 8.21 
Df 216 

p-value (2-tailed) <.001 
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4.2.1.3 Overall Mean Effect Size and Corresponding Statistical Test              

Null Hypothesis: Ho: δ1 = δ2  

The mean of all observed effect sizes for studies investigating the effect of CCS on 

science achievement is equal to the mean effect sizes which are obtained from 

studies using traditional methods. 

This meta-analysis used a random-effects model to observe the effect of CCS 

compared to traditional methods. The overall effect size is 1.10 with a confidence 

interval of 95% of 1.01 and 1.19, which is large effect size. The null hypothesis was 

rejected at the alpha level of 0.05 (p<.001), indicating that the mean of all true effect 

sizes for CCS is significantly different from the mean of traditional methods (Table 

4.9). 

Table 4.9 Overall effect size results and corresponding statistical test for research 
question one. 

                       Effect Size                                         95% CI Statistical test 

Model k g SE Variance 
Low. 
Limit 

Up. 
Limit 

z p 

Fixed 218 0.95 0.02 0.00 0.92 0.98 56.07 <.001 

Random 218 1.10 0.04 0.00 1.01 1.19 24.78 <.001 
k :Number of studies; g: Hedges’ g; SE: Standard error; CI:Confidence interval 

 

4.2.1.4 Power Analysis  

One of the advantages of meta-analysis is yielding high power due to the large 

number of sample sizes used in primary studies. This power is calculated by 

collecting each study power. Therefore, it is expected to yield very high power for 

meta-analysis studies. For this meta-analysis; the variance for the effect size 

(Hedges’g) of 1.102 is 0.002 based on the random-effects model, so the parameter λ 

is:          

                 λ = 
𝛿

√Vδ 
 = 

1.102

√0.002 
 = 24.64      
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where 𝛿 is the true effect size, and  Vδ   its variance. 

Then, power is calculated with an alpha level of  .05 as:  

                                   Power = 1 – Φ (cα –λ) + Φ (-cα –λ)  

In Excel,  

Power =  1-NORMSDIST(1.96- 24.64)+ NORMSDIST (-1.96  - 24.64) ≈1.000                                         

where c is the critical value of Z associated with a significance level (thus, for 

α=0.05, cα= 1.96) and Φ is the normal distribution function which returns a one-

tailed probability from the standardized normal distribution. Due to the large number 

of sample sizes, the power of the test is very high with respect to single studies.  The 

power of 1.000 implies that the Type II error probability is almost zero.  It means “ 

fail to detect a real treatment effect.” 

Β = 1- Power = 0 

In other words, the power to detect an effect size of 1.102 is almost 1. 

4.2.1.5 Heterogeneity Analysis  

The heterogeneity in this chapter is the heterogeneity between true effect sizes rather 

than observed effect sizes. Since observed variation includes both true variation and 

random error, it is not practical to measure heterogeneity between observed effect 

sizes. There are some statistical procedures to answer the question about 

heterogeneity as; 

Is there evidence of heterogeneity in true effect sizes?  

What is the variance of the true effects?  

What are the substantive implications of this heterogeneity?  

What proportion of the observed heterogeneity is real?    

The above questions were investigated under the statistical values sequentially as the 

Q statistic (a measure of weighted squared deviations), the between-studies variance 

(T
2
), and the ratio of true variance to the total variance (I

2
). The first statistical 
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method is Q statistics, based on the chi-squared distribution. We investigate the 

question “Is there evidence of heterogeneity in true effect sizes?”. The hypothesis is 

that “ All studies share a common effect size “ is tested so it is reported a p-value for 

any observed value of Q for degrees of freedom k – 1. Shortly, alpha is set at .05, 

with a p-value less than alpha indicating to reject of the null hypothesis (Table 4.10, 

p<.05). It was concluded that the studies do not share a common effect size. There is 

significant heterogeneity between true effect size values.  

Table 4.10 Heterogeneity test for research question one 

Q-value df (Q) p-value I-squared 
Tau 

Squared 
Standard 

Error 
Variance Tau 

1428 217 <.001 84.80 0.35 0.05 0.00 0.59 

                 

The second question is “What is the variance of the true effects?”. Since it is not 

possible to measure true effect sizes, we estimate true effect variance by observed 

effect size variance. Therefore, it was estimated by T
2 

which is the between-study 

variance. If we had an infinitely large sample of studies, then observed variance and 

true variance become the same (T
2
=1). In this meta-analysis, the T

2
=0.35 means that 

35% of variance stems from a variation of the true effects (between-study variance).  

Tao refers to the estimation of the actual standard deviation, which is 0.59. 

Finally, I
2 

value provides to investigate the question that, “What proportion of the 

observed variance reflects real differences in effect size?” In this study , 84.8% of 

observed variance reflects the true variance. This result implies that there is pretty 

much heterogeneity in findings, and the possible source of heterogeneity should be 

investigated through further analyses. In the scope of this study, this heterogeneity 

will be investigated through moderator analyses.    

 

 



 
 

 
 

163 
 

 

4.2.2 Overall Effectiveness of Cognitive Conflict 

What is the overall effectiveness of cognitive conflict on science achievement 

compared to traditional teaching methods? 

4.2.2.1 Unit of Analysis  

We accepted each primary study as a unit of analysis. Every primary study has only 

one mean effect size value for calculations. We also calculated a single weighted 

effect size value for studies with more than one effect size, which is inversely 

proportional to the standard error of effect size values. We included 150 primary 

studies. The literature also proposes that the random-effects model is more 

reasonable for analyzing moderator variables for educational study contexts. That is 

why the random-effects model was used to analyze the heterogeneity. 

4.2.2.2 Publication Bias 

In Table 4.11, it is stated that articles have a lower effect size value than doctoral 

dissertations, master thesis , and conference papers. We do not reject the hypothesis 

that there is no difference between articles and other types. This is an unexpected 

result of literature and publication bias. This result implies a decreasing possibility 

for publication bias. More specifically, doctoral dissertations have the largest effect 

size value. This is very similar to the result of the first question.   
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Table 4.11 The number of studies and effect sizes in different publication types and 
corresponding point estimates for research question two. 

   k :Number of studies; %: Percent;  g: Hedges’ g; CI:Confidence interval 

The forest plot (Appendix E) illustrates this meta-analysis's distribution and 

precision. Other visual and statistical methods to investigate publication bias are 

funnel plot, trim and fill method, Rosenthal and Orwin's FSN regression, and rank 

tests. In Figure 4.5, the funnel plot is constructed for the random-effects model to 

observe the distribution of primary studies and the scope. For this study, the shape of 

the inverse funnel represents an asymmetric distribution of studies for the second 

research question. This visual tool implies missing studies at the left part of the 

funnel. This idea can be more evidence-based by the trim and fill method. This 

method provides an adjusted overall mean effect by estimating potentially missing 

studies (Table 4.12). 

Table 4.12 Adjusted mean values for random-random and fixed-random models 

Result  Model k 
Studies 

Trimmed 

Direction 

for mean 
  g 

Lower 

Limit 

Upper 

Limit 

Observed Random- Random 150 - Right 1.10 1.00 1.21 

Adjusted Random- Random 163 13 Right 1.21 1.09 1.33 

Observed Random- Random 150 - Left 1.10 1.00 1.21 

Adjusted Random- Random 150 - Left 1.10 1.00 1.21 

Observed Fixed-Random 150 - Right 1.10 1.00 1.21 

Adjusted Fixed-Random 150 - Right 1.10 1.00 1.21 

Observed Fixed-Random 150 - Left 1.10 1.00 1.21 

Adjusted Fixed-Random 150 51 Left 0.69 0.58 0.81 

 
Variables/ 

Subgroups  

k  % g 
95% CI      Heterogeneity 

Lower 

Limit 

Upper 

Limit 
p T

2
 I

2 
R

2 

Publication Type      0.08 0.34 84.57 0.02 

 Journal Article 91 65 1.03 0.93 1.18 

 

  
 

 
Doctoral 

Dissertation 
33 20 1.39 1.15 1.63    

 Master Thesis 20 12 0.99 0.72 1.26    
 Proceeding 6 3 0.95 0.54 1.65    

 Overall 150 100 1.09 0.99 1.19     
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Figure 4.5 Funnel plot of the studies included in the sample of the second research 

question based on the random-effects model 

 

For the random-random model (Figure 4.6), 13 missing studies were estimated at the 

right side of the mean to adjust the overall effect. The adjusted mean increase was 

from 1.103 to 1.210 (Table 4.12). This model provides a symmetric distribution of all 

studies around the mean by adding mirror values. It yields more conservative results 

for fixed-fixed models but yields less conservative for fixed-random models. 

Therefore, the literature proposes to report the fixed-random model additionally.    
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Figure 4.6 Funnel plot of the studies included in the sample of the second research 

question based on the random effects model 

 

During the fixed-random model, researcher should create a mirror image about the 

center of the funnel plot for the fixed-effect method. But, meta-analysis should be 

done by the random-effects method to estimate the adjusted overall mean effect. For 

the scope of this study, 51 missing studies at the left of the mean were estimated. 

This is a very serious number for this sample. As a limitation of this model, Vevea et 

al. (2019) stated that the fixed-random model gives over-conservative results in some 

situations. For example, if the studies with small effect sizes get together SD of the 

mean decrease. This leads to an increase in the number of extreme studies that 

depend on the SD of the sample. Therefore, the missing study number increases 

dramatically. The sample for the cognitive conflict strategies also reflects this 

sensitivity, as shown in Figure 4.7. Therefore, the fixed-random model yields over-

conservative results.  
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Figure 4.7 Funnel plot of the studies included in the sample of the second research 

question based on fixed  effects models 

 

RoBMA is a very comprehensive analysis of publication bias. This analysis 

compared and averaged 36 models, including PET, selection models, and tail and 

cut-off points. Therefore, this analysis informs researchers most reliably and 

comprehensively. This analysis takes about 45 minutes, which is comprehensive and 

heavy content for computers. This quantitative correction analysis informs that the 

adjusted mean value should be 0.94, which is smaller than the unadjusted value 

(1.10) but still  a large effect size (Table 4.13) 

Table 4.13 Robust BMA model-averaged estimates 

 
95% CI 

 
Mean Median Lower Upper 

Effect size (δ) 
 

0.94 
 

0.97 
 

0.57 
 

1.11 
 

Heterogeneity (τ) 
 

0.54 
 

0.53 
 

0.45 
 

0.69 
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The above analysis informs that the unadjusted overall effect value is 1.10 and the 

adjusted value is 0.94, which informs around 16% of the change in the overall mean.  

Therefore, we may infer that there is a publication bias effect in a small effect 

direction, but this correction does not change the overall mean dramatically. When 

the funnel plot is examined in detail, it is seen that the asymmetry is generally 

because studies with larger sample sizes have lower effect size values in the analysis. 

In this sense, we need to check other sensitivity methods. According to Rosenthal’s  

Fail-Safe N method, there should be 5728  more studies with a mean of 0.000 to 

bring a p-value less than 0.05, which is a trivial result. It can be said that there is no 

publication bias in this meta-analysis concerning Rosenthal’s  FSN. The cut-off 

number of Mullen et al. (2001) is 745 for this meta-analysis result from the (5N+10 ) 

formula. The below table (Table 4.14) is constructed with respect to a 0.05 alpha 

level with a two-tail.  

Table 4.14 Rosenthal’s FSN for all studies  

Z-value for observed studies 49.55 

p-value for observed studies 0.00 
Alpha 0.05 
Tails 2.00 

Z for alpha 1.96 
Number of observed studies 150 

Fail-safe N 5728 

 

Another method for publication bias is Orwin’s FSN which is based on practical 

significance for effect size values. According to Orwin’s Fail-Safe N method, there 

should be 1262 more studies with a mean 0.000 to bring Hedges’ g value less than 

0.10, which is a trivial result (Table 4.15). This result implies that this meta-analysis 

can neglect publication bias regarding Orwin’s  FSN. 
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Table 4.15 Orwin’s FSN for all studies  

Hedges’g in observed studies 0.94 

Criterion for trivial Hedges’ g 0.1 
Mean Hedges’ g in missing studies 0.00 

Number of observed studies 150 
Fail-safe N 1262 

 

Although there is some asymmetric funnel plot for publication bias, we can conclude 

that publication bias has not so effective on treatment effect for the sample in meta-

analysis with respect to FSN methods and visual analysis for funnel plot.  

Another method is Egger’s Regression Test, one of the most sensitive methods for 

publication bias based on the symmetry of the funnel plot. This test implies an 

asymmetric plot for this meta-analysis, which implies a publication bias.   We reject 

the null hypothesis that “there is no funnel plot asymmetry (β0 = 0)”. In this sense, 

we may state that there is a moderate publication bias for the scope of Egger's 

regression analysis (Table 4.16). Therefore, there should be a more comprehensive 

evaluation to disclose the existence of publication bias.  

Table 4.16 Egger’s regression test results for all studies 

Intercept 5.28 

Standard error 0.66 
95% lower limit (2-tailed) 3.98 

95% lower limit (2-tailed) 6.60 
t value 8.00 
Df 148 

p-value (2-tailed) <.001 

 

 

4.2.2.3 Overall Mean Effect Size and Corresponding Statistical Test 

Null Hypothesis: Ho: δ1 = δ2  

The mean of all observed effect sizes for studies investigating the effect of Cognitive 

Conflict Methods on science achievement is equal to the mean effect sizes obta ined 

from studies using traditional methods. 
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The random-effects model was used in this meta-analysis to observe the effect of 

CCS compared to traditional teaching methods. The overall effect size is 1.103 with 

a confidence interval 95% of  1.00 and 1.21, which is large effect size. The null 

hypothesis related to research question one was rejected at the alpha level of .05 

(p<.001), indicating that the mean of all true effect sizes for cognitive conflict 

significantly differs from traditional teaching methods (Table 4.17). 

Table 4.17 Overall effect size details for research question two. 

                                                                                95% CI Statistical value 

Model k g SE Var. 
Lower 

Limit 

Upper 

Limit 
z p 

Random 150 1.10 0.05 0.03 1.00 1.21 20.48 <.001 

      k :Number of studies; g: Hedges’ g; SE: Standard error; Var: Variance; CI:Confidence interval 

4.2.2.4 Power Analysis  

For this meta-analysis;  the variance for the effect size (Hedges’g) is 0.03 based on 

the random-effects model, so the parameter λ is: 

λ = 
𝛿

√𝑉 
 = 

1,103

√0,03 
 =6.368 

Then, power is calculated with an alpha level of 0.05 as:  

                                  Power = 1 – Φ (cα –λ) + Φ (-cα –λ) = 1 

In Excel,  

Power =  1-NORMSDIST(1.96- 6.368)+ NORMSDIST (-1.96  - 6.368) =1.000                                         

where c is the critical value of Z associated with a significance level (thus, for 

α=0.05, cα= 1.96) and Φ is the normal distribution function which returns a one-

tailed probability from the standardized normal distribution. Due to a large number 

of sample sizes, the power of the test is very high with respect to single studies.  The 

power of 1.000 implies that the Type II error probability is almost zero.  It means “ 

fail to detect a real treatment effect.” 

                                               Β = 1- Power = 0.  

In other words, the power to detect an effect size of 1.103 is almost 1. 
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4.2.2.5 Heterogeneity Analysis  

The heterogeneity in this chapter is the heterogeneity between true effect sizes rather 

than observed effect sizes. Since observed variation includes both true variation and 

random error, it is not practical to measure heterogeneity between observed effect 

sizes. There are some statistical procedures to answer the question about 

heterogeneity as; 

Is there evidence of heterogeneity in true effect sizes?  

What is the variance of the true effects?  

What are the substantive implications of this heterogeneity?  

What proportion of the observed heterogeneity is real?    

The above questions were investigated under the statistical values sequentially as the  

Q statistic (a measure of weighted squared deviations), the between-studies variance 

(T
2
), and the ratio of true heterogeneity to total observed variation (I

2
). The first 

statistical method is Q statistics, based on the chi-squared distribution. We 

investigate the question, “Is there evidence of heterogeneity in true effect sizes?”. 

The hypothesis is that “ All studies share a common effect size “ is tested so it is 

reported a p-value for any observed value of Q for degrees of freedom k–1. Shortly, 

it is set alpha at 0.05, with a p-value less than alpha, indicating to reject of the null 

hypothesis (Table 4.18, p<.05). It was concluded that the studies do not share a 

common effect size. There is significant heterogeneity between true effect size 

values.  

Table 4.18 Heterogeneity test for research question two 
Q-value df (Q) P I

2 
T

2 
SE Variance T 

1017 149 <.001 85.35 0.36 0.06 <.01 0.60 

 

The second question is , “What is the variance of the true effects? “ Since it is not 

possible to measure true effect sizes, we estimate true effect variance  by observed 

effect size variance. Therefore, it was  estimated by T
2 

which is the between study 
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variance. if we had an infinitely large sample of studies than observed variance and 

true variance become the same (T
2
=1). In this meta-analysis the T

2
=0.36 means that 

about 36% of variance stems from a variation of the true effect (between-study 

variance). Tao refers to the estimation of the actual standard deviation which is 0.56. 

Finally, I
2 

value provides to investigate the question, “What proportion of the 

observed variance reflects real differences in effect size?”. In this study, 85.35% of 

observed variance reflects the true variance. This result implies that there is pretty 

much heterogeneity in findings and the possible source of heterogeneity should be 

investigated through further analyses. In the scope of this study, this heterogeneity 

will be investigated through moderator analyses.  

4.2.3 Overall Effectiveness of Cognitive Bridging  

What is the overall effectiveness of cognitive bridging on science achievement 

compared to traditional teaching methods? 

4.2.3.1 Unit of Analysis 

We accepted each primary study as a unit of analysis. Every primary study has only 

one mean effect size value for calculations. We also calculated a single weighted 

effect size value for studies with more than one effect size, which is inversely 

proportional to the standard error of effect size values. Thirty primary studies were 

included to examine the fifth research question. The literature also proposes that the 

random-effects model is more reasonable for analyzing moderator variables for 

educational study contexts. That is why the random-effects model was used to 

analyze the heterogeneity. 

4.2.3.2 Publication Bias  

In Table 4.19, it is stated that articles have lower effect size value than doctoral 

dissertations, master thesis , and conference papers. We do not reject the hypothesis 

that there is no mean difference between articles and other types in the heterogeneity 
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analyses. This is the unexpected result with respect to literature and publication bias.  

This result implies a decreasing possibility for publication bias. More specifically,  

doctoral dissertations have the largest effect size value. This is very similar to the 

result of the first question. On the other hand, the number of students in three 

subgroups is smaller than the five value. Therefore, heterogeneity analysis cannot 

provide reliable evidence due to an insufficient number of samples for each group. 

We should check the other methods.   

Table 4.19 The number of studies, effect sizes in different publication types, and 
corresponding point estimates for research question three. 

     k :Number of studies; %: Percent; g: Hedges’ g; CI:Confidence interval 

 

We can also observe the effect size distribution concerning the precision, which is 

inversely proportional to standard error by forest plots. Appendix F illustrates the 

forest plots for studies in this meta-analysis for the third research question.   

Other visual and statistical methods are provided to investigate publication bias, such 

as funnel plot, trim and fill method, Rosenthal and Orwin’s FSN methods, regression  

and rank tests. In Figure 4.8, the funnel plot is constructed for the random-effects 

model to observe the distribution of primary studies and the scope. For this study, the 

shape of the inverse funnel represents an asymmetric distribution of studies for the 

second research question. This visual tool implies that there is an increasing 

heterogeneity in the below part of the funnel. But it is not fit for inverse funnel 

shape, so there are missing studies. It can be more evidence-based by the trim and fill 

 
Variable 

k % g 

95% CI      Heterogeneity 

Lower 
Limit 

Upper 
Limit 

p T
2
 I

2 
R

2 

Publication Type      0.43 0.31 81.9 <.01 

 Journal Article 22 73 1.13 0.86 1.40     

 Doctoral 
Dissertation 

2 7 1.36 0.09 2.63    

 Master Thesis 4 13 0.64 0.36 0.92    

 Proceeding 2 7 0.93 0.53 1.33    

 Overall 30 100 0.91 0.73 1.08     
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method. This method adjusts the overall mean effect by estimating potentially 

missing studies. 

Table 4.20 Adjusted mean values for random-random and fixed-random models 

 Model k 
Studies 
Trimmed 

Direction 
for mean 

 Hedges’ g 
Lower 
Limit 

Upper 
Limit 

Observed  Random- Random 30 - Right  1.063 0.843 1.283 

Adjusted  Random- Random 32 2 Right  1.122 0.900 1.344 
Observed  Random- Random 30 - Left 1.063 0.843 1.283 
Adjusted  Random- Random 30 - Left   1.063 0.843 1.283 

Observed  Fixed-Random 30 - Right  1.063 0.843 1.283 
Adjusted  Fixed-Random 30 - Right  1.063 0.843 1.283 
Observed  Fixed-Random 30 - Left   1.063 0.843 1.283 

Adjusted  Fixed-Random 30 - Left   1.063 0.843 1.283 

 

 

Figure 4.8 Funnel plot of the studies included in the sample of third research question 
based on random-effects model 

 

For the random-random model (Figure 4.9), two missing studies were estimated at 

the right side of the mean to adjust the overall effect. The adjusted mean increased 

from 1.063 to 1.122 (Table 4.20). This model tries to provide symmetric distribution 

of all studies around the mean by adding mirror values. It yields a more conservative 
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result for the fixed-fixed model but yields less conservative for the fixed-random 

model. Therefore, the literature proposes to report the fixed-random model 

additionally. 

 

Figure 4.9 Funnel plot for the third research question based on random-random  
model 

 

During the fixed-random model, the researcher should create a mirror image of the 

center of the funnel plot concerning the fixed-effect method. But, meta-analysis 

should be done by the random-effects method to estimate the adjusted overall mean 

effect. For the scope of this study, no missing studies at the left or right of the mean 

were estimated (Figure 4.10). This result implies that there can be three additional 

missing studies at the right of the mean for the random-random model. 
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Figure 4.10 Funnel plot of the studies included in the sample of the third research 
question based on the fixed-random model. 

 

RoBMA is a comprehensive analysis of publication bias problems. This analysis 

compared and averaged 36 different models including PET, selection models, 

different tail and cut-off points. Therefore, this analysis informs researchers most 

reliably and comprehensively. This analysis takes about 45 minutes, which is 

comprehensive and heavy content for computers. This quantitative correction 

analysis informs that the adjusted mean value should be 0.87 which is smaller than 

the unadjusted value (1.06) but still a large effect size (Table 4.21). 

Table 4.21 Robust BMA model averaged estimates 

 
95% CI 

  Mean Median Lower Upper 

Effect size (g) 
 

0.87 
 

0.93 
 

0.00 
 

1.17 
 

Heterogeneity  
 

0.53 
 

0.50 
 

0.35 
 

0.92 
 

The above analysis informs that the unadjusted overall effect value is 1.06 and the 

adjusted value is 0.87 which informs around 13% of change in the overall mean. 
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Therefore, we may infer that there is a publication bias effect in a small effect 

direction but this correction does not change the overall mean dramatically. When 

the funnel plot is examined in detail, it is seen that the asymmetry is generally since 

studies with larger sample sizes have lower effect size values in the analysis. In this 

sense, we need to check other methods. According to Rosenthal’s  Fail-Safe N 

method, there should be 3570 more studies with a mean 0.000 to bring p-value less 

than 0.05 which is a trivial result (Table 4.22). It can be said that the publication bias 

effect in this meta-analysis can be neglected for Rosenthal’s FSN. The cut-off 

number of Mullen et al. (2001) is 145 for this meta-analysis result from (5N+10) 

formula. 

Table 4.22 Rosenthal’s FSN for all studies included in meta-analysis 

Z-value for observed studies 21.46 

p-value for observed studies 0.000 
Alpha 0.05 
Tails 2.00 

Z for alpha 1.96 
Number of observed studies 30 
Fail-safe N 3570 

 

Another method for publication bias is Orwin’s FSN which is based on practical 

significance for effect size values. This method provides a more conservative result 

for publication bias. According to Orwin’s Fail-Safe N method, there should be 280 

more studies with a mean 0.000 to bring Hedges’ g value to less than 0.100 which is 

a trivial result (Table 4.23). It can be said that the publication bias effect in this meta-

analysis can be neglected with respect to Orwin’s FSN. 
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Table 4.23 Orwin’s FSN for all studies included in meta-analysis 

Hedges’g in observed studies 1.03 

Criterian for trivial Hedges’ g 0.1 

Mean Hedges’ g in missing studies 0.00 

Number of observed studies 30 

Fail-safe N 280 

 

Another method is Egger’s Regression Test which is the most conservative method 

for publication bias which is based on the symmetry for funnel plot. This test also 

supported the idea that the funnel plot for this meta-analysis is symmetric which 

implies that there is publication bias (Table 4.24). The hypothesis is that “ We do not 

reject the null hypothesis that “ there is no funnel plot asymmetry  (β0 = 0)”.   

Table 4.24 Egger’s regression test results for all studies included in the meta-
analysis. 

Intercept 1.10 
Standard error 1.59 

95% lower limit (2-tailed) -2.17 
95% lower limit (2-tailed) 437 
t value 0.69 

df 28 
p value (2-tailed) 0.496 

 

The result of the four methods inform that there is no significant publication bias 

affecting on treatment effect for this meat-analysis study. Although there are some 

visual evidence for publication bias, we can conclude that there is no significant 

publication bias for the sample in meta-analysis with respect to statistical and visual 

methods.  

4.2.3.3 Overall Mean Effect Size and Corresponding Statistical Test 

Null Hypothesis: Ho: δ1 = δ2 

The mean of all observed effect sizes for studies investigating the effect of cognitive 

bridging on science achievement is equal to the mean effect sizes which are obtained 

from studies using traditional methods. 
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This meta-analysis used a random-effects model to observe the effect of cognitive 

bridging compared to traditional teaching methods. The overall effect size is 1.06  

with a confidence interval of 95% of 0.84 and 1.28 which is a large effect size (Table 

4.25). The null hypothesis related to research question one is rejected at the alpha 

level of .05 (p<.001), indicating that the mean of all true effect sizes for Cognitive 

Bridging Methods is significantly different from traditional teaching methods 

Table 4.25  Overall effect size details and corresponding statistical test for research 
question three. 

                                                                             95% CI Statistical test 

Model k g SE Variance Lower 
Limit 

Upper 
Limit 

z p 

Random 30 1.06 0.11 0.01 0.84 1.28 9.48 <.001 

      k :Number of studies; g: Hedges’ g; SE: Standard error; CI:Confidence interval 

4.2.3.4 Power Analysis  

One of the advantages of meta-analysis studies is yielding high power due to large 

number of the sample size used in primary studies. This power is calculated by 

collecting each study power. Therefore, it is expected to yield very high power for 

meta-analysis studies. For this meta-analysis; the variance for the effect size 

(Hedges’g) of 1.063 is 0.015 based on random-effects model, so the parameter λ is:   

                        λ = 
𝛿

√𝑉 
 = 

1.063

√0.015 
 = 8.679 

where 𝛿 is the true effect size, and  Vδ   its variance. 

Then, power is calculated with an alpha level of 0.05 as:  

                                               Power = 1 – Φ (cα –λ) + Φ (-cα –λ)  

In Excel,  

Power =  1-NORMSDIST(1.96- 8.679)+ NORMSDIST (-1.96  - 8.679) =0.98                                        

where c is the critical value of Z associated with a significance level (thus, for 

α=0.05, cα= 1.96) and Φ is the normal distribution function which returns a one-

tailed probability from the standardized normal distribution. Due to a large sample 

size, the power of the test is very high with respect to single studies.  The power of 
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1.000 implies  that the Type II error probability is almost zero.  It means “ fail to 

detect a real treatment effect” 

                                               Β = 1- Power = 0.01.  

In other words, the power to detect an effect size of 1.063 is  98 %. 

4.2.3.5 Heterogeneity Analysis  

The heterogeneity in this chapter is the heterogeneity between true effect sizes rather 

than observed effect sizes. Since observed variation includes  both true variation and 

random error, it is not practical to measure heterogeneity between observed effect 

sizes. There are some statistical procedures to answer the question about 

heterogeneity as; 

Is there evidence of heterogeneity in true effect sizes?  

What is the variance of the true effects?  

What are the substantive implications of this heterogeneity?  

What proportion of the observed heterogeneity is real?    

The above questions were investigated under the statistical values sequentially as the 

Q statistic (a measure of weighted squared deviations), the between-studies variance 

(T
2
) and the ratio of true heterogeneity to total observed variation (I

2
). The first 

statistical method is Q statistics which is based on the chi-squared distribution. We 

investigate the question, “Is there evidence of heterogeneity in true effect sizes?”. 

The hypothesis is that “ All studies share a common effect size “ is tested so it is 

reported a p-value for any observed value of Q for degrees of freedom k–1. Shortly, 

it is set alpha at .05, with a p-value less than alpha indicate to reject the null 

hypothesis (Table 4.26, p<.05). It was concluded that the studies do not share a 

common effect size. There is significant heterogeneity between true effect size 

values.  
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Table 4.26 Heterogeneity test for research question three 

Heterogeneity 

Q-value 
df 

(Q) 
P-value I-squared 

Tau 

Squared 

Standard 

Error 
Variance Tau 

156 28 <.001 81.39 0.30 0.11 0.01 0.46 

                 

The second question is “What is the variance of the true effects? “. Since it is not 

possible to measure true effect sizes, we estimate true effect variance by observed 

effect size variance. Therefore, it was estimated by T
2 

which is the between-study 

variance. if we had an infinitely large sample of studies than observed varience and 

true variance become the same (T
2
=1). In this meta-analysis, the T

2
=0.298 means 

that 29.8% of variance stems from variation of the true effect (between-study 

variance). Tao refers to the estimation of actual standard deviation which is 0.46. 

Finally, I
2 

value provides to investigate the question that “What proportion of the 

observed variance reflects real differences in effect size?”. In this study 81.39% of 

observed variance reflects the true variance. This result implies that there is pretty 

much heterogeneity for findings and the possible source of  heterogeneity should be 

investigated through further analyses.In the scope of this study, this heterogeneity 

will be investigated through moderator analyses.     
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4.2.4 Overall Effectiveness of Ontological Category Shift 

What is the effectiveness of the ontological category shift on science achievement 

compared to traditional teaching methods? 

4.2.3.1 Unit of Analysis  

We accepted each primary study as a unit of analysis. Every primary study has only 

one mean effect size value for calculations. We also calculated a single weighted 

effect size value for studies with more than one effect size, which is inversely 

proportional to the standard error of effect size values. Nine primary studies were 

included in the analyses. The literature proposes that the random-effects model is 

more reasonable for analyzing moderator variables for educational study contexts. 

That is why the random-effects model was used to analyze the heterogeneity. 

4.2.4.2 Publication Bias 

In Table 4.27, it is stated that articles have a higher effect size value than doctoral 

dissertations but lower than a master thesis. From the heterogeneity analysis, we do 

not reject the hypothesis that no significant difference exists between published and 

unpublished study effect size values. This is an unexpected result of literature and 

publication bias. This result implies the decreasing possibility of publication bias. 

More specifically, master thesis has the largest effect size value. This is similar to the 

result of the first, second and third research questions. On the other hand, the number 

of students in two subgroups is smaller than the five value. Therefore, heterogeneity 

analysis cannot provide reliable evidence due to an insufficient number of samples 

for each group. We should check the other methods.   
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Table 4.27 The number of studies, effect sizes in different publication types, and 
corresponding point estimates for research question four. 

k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

 

We can also observe the effect size distribution concerning the precision, which is 

inversely proportional to standard error by forest plots. Appendix G illustrates the 

forest plots for studies in this meta-analysis for the fourth research question. We can 

observe the effect size distribution regarding precision, which is inversely 

proportional to standard error by forest plots. Since the number of studies is few, it is 

unreliable to evaluate the relation between precision and effect size values by forest 

plot examination. Therefore, we need to control other methods.   

Other visual and statistical methods provide to investigate publication bias, such as 

funnel plot, trim and fill method, Rosenthal and Orwin’s FSN regression, and rank 

tests. In Figure 4.11, the funnel plot is constructed with respect to the random-effects 

model to observe the distribution of primary studies and the scope. For this study, the 

shape of the inverse funnel represents an asymmetric distribution of studies for the 

second research question. This visual tool implies an increasing heterogeneity in the 

below part of the funnel. But it is not fit for inverse funnel shape, which means that 

there are missing studies. It can be more evidence-based by the trim and fill method. 

This method provides to adjust the overall mean effect by estimating potentially 

missing studies. 

 

Variables//Subgroup 
k % g 

95% CI Heterogeneity 

Lower 

Limit 

Upper 

Limit 
p T

2
 I

2 
R

2 

Publication Type      0.25 0.22 72.6 <.01 

 Journal Article 7 78 0.92 0.48 1.35    
 

 Doctoral Dissertation 1 11 0.04 -1.10 1.15    

 Master Thesis 1 11 1.15 0.46 1.83    

 Overall 9 100 0.88 0.50 1.26     
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Table 4.28 Adjusted mean values for trim and fill method for random-random and 
fixed-random models 

 Model k Studies  Direction Hedges’ g Lower  Upper  

Observed Random- Random 9 - Right 0.88 0.50 1.13 

Adjusted Random- Random 9 - Right 0.88 0.50 1.13 

Observed Random- Random 9 - Left 0.88 0.50 1.13 

Adjusted Random- Random 9 - Left 0.88 0.50 1.13 

Observed Fixed-Random 9 - Right 0.88 0.50 1.13 

Adjusted Fixed-Random 9 - Right 0.88 0.50 1.13 

Observed Fixed-Random 12 3 Left 0.58 0.20 0.96 

Adjusted Fixed-Random 9 - Left 0.88 0.50 1.13 

 

 

 

Figure 4.11 Funnel plot of the studies included in the sample of the fourth research 

 

For the random-random model (Figure 4.12), no missing studies were estimated at 

the right or left side of the mean to adjust the overall effect. The adjusted mean is 

0.88 (Table 4.28). This model tries to provide symmetric distribution of all studies 
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around the mean by adding mirror values. It yields a more conservative result for the 

fixed-fixed model but less conservative for the fixed-random model. Therefore, the 

literature proposes to report the fixed-random model additionally. 

 
Figure 4.12 Funnel plot of the studies included in the sample of the fourth research 

question based on the random-random model 

 

During the fixed-random model, researcher should create a mirror image of the 

center of the funnel plot for the fixed-effect method. But, meta-analysis should be 

done by the random-effects method to estimate the adjusted overall mean effect. For 

the scope of this study, three missing studies at the left of the mean were estimated 

(Figure 4.13). This result implies that there can be three additional missing studies at 

the left of the mean for the fixed-random model. The adjusted mean decreased from 

0.88 to 0.50  (Table 4.28). 
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. 

Figure 4.13 Funnel plot of the studies included in the sample of the fourth research 
question based on the fixed-random model 

 

Finally, RoBMA is a very critical comprehensive analysis of the publication bias 

problem. This analysis compared and averaged 36 different models , including PET, 

selection models, and different tail and cut-off points. Therefore, this analysis 

informs researchers most reliable and comprehensive way. This analysis takes about 

10 minutes, which is comprehensive and heavy content for computers. This 

quantitative correction analysis informs that the adjusted mean value should be 0.69, 

which is smaller than the unadjusted value (0.88) but still a medium effect size 

(Table 4.29). 

Table 4.29 Robust BMA model-averaged estimates 

 
95% CI 

 
Mean Median Lower Upper 

Effect size (δ) 
 

0.69 
 

0.75 
 

0.00 
 

1.12 
 

Heterogeneity (τ) 
 

0.38 
 

0.34 
 

0.08 
 

0.89 
 
   

When the funnel plot is examined in detail, it is seen that the asymmetry is generally 

since studies with larger sample sizes have lower effect size values in the analysis. In 



 
 

 
 

187 
 

this sense, we need to check other methods. According to Rosenthal’s  Fail-Safe N 

method, there should be 103 more studies with a mean 0.000 to bring a p-value less 

than 0.05, which is a trivial result (Table 4.30). It can be said that there is no 

publication bias in this meta-analysis with respect to  Rosenthal’s  FSN.  The cut-off 

number of Mullen et al. (2001) is 55 for this meta-analysis result from (5N+10) 

formula.   

Table 4.30 Rosenthal’s  FSN method 

Z-value for observed studies 8.41 

p-value for observed studies 0.00 
Alpha 0.05 

Tails 2.00 
Z for alpha 1.96 
Number of observed studies 9 

Fail-safe N 157 

 

Another method for publication bias is Orwin’s FSN which is based on practical 

significance for effect size values. This method provides more conservative results 

for publication bias. According to Orwin’s  Fail-Safe N method, there should be 56 

more studies with a mean of 0.000 to br ing Hedges’ g value less than 0.100 which is 

a trivial result (Table 4.31). It can be said that there is no publication bias in this 

meta-analysis with respect to Orwin’s  FSN since it is higher than the cut-off value 

(45). 

Table 4.31 Orwin’s FSN for all studies included in the meta-analysis 

Hedges’g in observed studies 0.88 
Criteria for trivial Hedges’ g 0.1 
Mean Hedges’ g in missing studies 0.00 

Number of observed studies 9 
Fail-safe N 56 

 

Another method is Egger’s Regression Test which is the most conservative method 

for publication bias and is based on the symmetry of the funnel plot. This test implies 

a symmetric plot for this meta-analysis, which implies no publication bias (Table 
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4.32). The hypothesis is that we do not reject the null hypothesis that “there is no 

funnel plot asymmetry (β0 = 0)”.   

Table 4.32 Egger’s regression test results for all studies 

Intercept 2.12 
Standard error 1.45 

95% lower limit (2-tailed) -1.32 
95% lower limit (2-tailed) 5.55 
t value 1.46 

df 7 
p-value (2-tailed) 0.19 

 

The four methods show no significant publication bias affecting the treatment effect 

for this meta-analysis study. Although there is some visual evidence for publication 

bias, we can conclude that there is no significant publication bias for the sample in 

meta-analysis with respect to statistical and visual methods.  

4.2.4.3 Overall Mean Effect Size and Corresponding Statistical Test 

Null Hypothesis: Ho: δ1 = δ2  

The mean of all observed effect sizes for studies investigating the effect of 

Ontological Category Shift Methods on science achievement is equal to the mean 

effect sizes which are obtained from studies using traditional methods. This meta-

analysis uses a random-effects model to observe the effect of CBM compared to 

traditional teaching methods. The overall effect size is 1.06 with a confidence 

interval 95% of 0.50 and 1.26 which is large effect size. The null hypothesis related 

to research question one is rejected at the alpha level of 0.05 (Table 4.33, p<.001), 

indicating that the mean of all true effect sizes for ontological category shift is 

significantly different from traditional teaching methods. 
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Table 4.33 Overall effect size details and corresponding statistical test for research 
question three. 

                                                                                   95% CI Statistical test 

Model  k g SE Variance Lower 

Limit 

Upper 

Limit 

z   p 

Random 9 0.88 0.19 0.04 0.50 1.26 4.55 <.001 

k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

4.2.4.4 Power Analysis  

One of the advantages of meta-analysis studies is yielding high power due to large 

sample size used in primary studies. This power is calculated by collecting each 

study power. Therefore, it is expected to yield very high power for meta-analysis 

studies. For this meta-analysis;  the variance for the effect size (Hedges’g) of  1.144 

is 0.002 based on the random-effects model, so the parameter λ is:      

λ = 
𝛿

√𝑉 
 = 

0.877

√0.037 
 = 4.559 

where 𝛿 is the true effect size, and  Vδ  its variance. 

Then, power is calculated with an alpha level of 0.05 as:  

Power = 1 – Φ (cα –λ) + Φ (-cα –λ) 

In Excel,  

Power =  1-NORMSDIST(1.96- 4.56)+ NORMSDIST (-1.96  - 4.56) =0.98                                       

where c is the critical value of Z associated with a significance level (thus, for 

α=0.05, cα= 1.96) and Φ is the normal distribution function which returns a one-

tailed probability from the standardized normal distribution. Due to large sample 

size, the power of the test is very high for single studies.  The power of 1.000 implies 

that the Type II error probability is almost zero.  It means “ fail to detect a real 

treatment effect.” 

                                               Β = 1- Power = 0.12  

In other words, the power to detect an effect size of 0.877 is 0.98. 
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4.2.4.5 Heterogeneity Analysis  

The heterogeneity in this chapter is the heterogeneity between true effect sizes rather 

than observed effect sizes. Since observed variation includes both true variation and 

random error, measuring heterogeneity between observed effect sizes is not practical. 

There are some statistical procedures to answer the question about heterogeneity as; 

Is there evidence of heterogeneity in true effect sizes?  

What is the variance of the true effects?  

What are the substantive implications of this heterogeneity?  

What proportion of the observed heterogeneity is real?    

The above questions were investigated under the statistical values sequentially as the 

Q statistic (a measure of weighted squared deviations), the between-studies variance 

(T
2
), and the ratio of true heterogeneity to total observed variation (I

2
). The first 

statistical method is Q statistics, based on the chi-squared distribution. We 

investigate the question, “Is there evidence of heterogeneity in true effect sizes?”. 

The hypothesis is that “ All studies share a common effect size “ is tested so it is 

reported a p-value for any observed value of Q for degrees of freedom k – 1. Shortly, 

it is set alpha at 0.05, with a p-value less than alpha, indicating to reject of the null 

hypothesis (Table 4.34, p<.05). It was concluded that the studies do not share a 

common effect size. There is significant heterogeneity between true effect size 

values.  

Table 4.34 Heterogeneity test for research question three 

                                           Heterogeneity 

Q-value df (Q) p I
2 

Τ
2 

Τ Variance SE 

29 8 <.001 72.62 0.22 0.47 0.03 0.17 

                 

The second question is , “What is the variance of the true effects? “. Since it is not 

possible to measure true effect sizes, we estimate true effect variance by observed 
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effect size variance. Therefore, it was estimated by T
2 

which is the between-study 

variance. if we had an infinitely large sample of studies, then observed variance and 

true variance would become the same (T
2
=1). In this meta-analysis, the T

2
=0.218 

means that 21.8% of variance stems from a variation of the true effect (between-

study variance). Tao refers to the estimation of the actual standard deviation which is 

0.467. Finally, I
2 

value provides to investigate the question, “What proportion of the 

observed variance reflects real differences in effect size?”. In this study 72.6% of 

observed variance reflects the true variance. This result implies that there is pretty 

much heterogeneity in findings and the possible source of  heterogeneity should be 

investigated through further analyses. In the scope of this study, this heterogeneity 

will be investigated through moderator analyses. 
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4.3 Moderator Analyses  

In this part, we examined 23 moderators with simple meta-regression processes. The 

relationship between each explanatory moderator and treatment effect was analyzed 

individually. Additionally, the combined impact of whole moderators was analyzed 

simultaneously to yield a simultaneous model that best explains the heterogeneity in 

effect size distribution.  

4.3.1 Analyses for Types of CCS 

What is the role of conceptual change strategies (cognitive bridging, cognitive 

conflict, or ontological category change) on the effectiveness of CCS on science 

achievement? 

4.3.1.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 189 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Additionally, more than five effect sizes for each subgroup are 

needed to provide valid calculations for the overall mean effect size (Borenstein et 

al., 2009). For the scope of this study, we analyzed the correlations between 

moderators and treatment effects through simple and simultaneous meta-regression 

analyses. In this way, we tried to observe the effect of different moderator variables 

that are likely to impact the treatment effect. Thus, how much influence each 

moderator variable has on the treatment effect can be observed. 
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4.3.1.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effect sizes of cognitive conflict, cognitive bridging, and 

ontological category shift strategies are equal to each other. 

Table 4.35 expresses the results of heterogeneity analyses between each subgroup. 

There is no significant heterogeneity within subgroups. Descriptively, the mean 

effect sizes for conflict and bridging methods are higher than ontology-based 

methods. But conflict and bridging methods are not different from each other. As a 

result, the null hypothesis was not rejected and indicated that the mean effect sizes 

for conceptual change strategies are not significantly different at 0.05 (p> .05). 

Table 4.35 The results of heterogeneity analysis within subgroups for type of CCS. 

k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

** This subgroup has not been included in heterogeneity analysis . 

 
Variable 

k % g SE 

95% CI Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2
 R

2 
I
2 

Type of CCS       0.62 0.35 0.00 84.53 

 Cognitive 
Bridging 

30 12 1.06 0.11 0.84 1.28  
 

   

 Cognitive Conflict 150 71 1.10 0.05 1.00 1.21    

 Ontological 
Change Shift 

9 4 0.88 0.19 0.50 1.26    

 Unspecified** 29 13 1.21 0.13 0.95 1.47    

 Overall 218 100 1.10 0.04 1.01 1.19     
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The overall  I-squared is 84.53 which illustrates that 84.5% of total variance results 

from study variance and 15.5% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on treatment effect.  

4.3.1.3  Explained Variance by Individual Model  

The individual model enables to test of the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.36, we tested the 

significance of the individual model. We have one covar iate as CCSs. The analysis 

showed that Q=0.95 with df=2 and p=.622, so it implies that the predictive model 

probably does not explain the variance in mean effect size. Therefore, it can be said 

that CCSs have no impact on the treatment effect if we do not control the other 

confounders. This individual model does not explain any variance. 

4.3.1.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

We tested whether the common effect size for all studies is the same or not. For this 

model, we rejected the null hypothesis that all CCSs do not have the same common 

effect size (Table 4.36,  p<.05). Therefore, confounding variables should affect the 

common effect size except for CCSs. In this sense, it is needed to look simultaneous 

model including more confounders that explain the total variance in true effect sizes 

more.  

Table 4.36 Meta-regression results on the effect of different types of conceptual 
change strategies 

    95% 
Low

Limit 

95% 
Up. 

Limit 

        Heterogeneity 

Set Covariate β SE z p Q df p 

Type of 
CCS 

Intercept 1.07 0.12 0.83 1.30 8.94 <.001 0.95 2 0.622 
Conflict 0.04 0.13 -0.22 0.29 0.29 0.77    

 Ontology -0.19 0.26 -0.69 0.32 -0.72 0.47    
Model        0.95 2 0.622 

Residual        1202 186 <.001 
Total        1203 188 <.001 

  β:Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.2 Analyses for Material 

What is the role of material (computer-based, hands-on, and text-based) on the 

effectiveness of CCS on science achievement?  

4.3.2.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.2.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effect sizes of computer-based, hands-on, and text materials are 

equal. 

Table 4.37 expresses the results of heterogeneity analyses for heterogeneity between 

each subgroup. There is significant heterogeneity within subgroups. As a descriptive 

evaluation, the mean effect sizes for hands-on materials are higher than the other 

materials, and the computer-based materials have the least mean effect size value. As 

a result, the null hypothesis was rejected, indicating that the mean effect sizes for 

materials are significantly different at 0.05 (p> .05). 

Table 4.37 Heterogeneity analysis within subgroups for material type. 

k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

 

The overall  I-squared is 84.5, which illustrates that 84.5% of total variance results 

from study variance and 15.5% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect.  

4.3.2.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.38, we can test the 

 
Variable 

k % g SE 

95% CI     Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2
 I

2 
R

2 

Material       0.05 0.34 84.50 0.02 

 Computer   32 16 0.87 0.11 0.70 1.12     

 Hands-on 69 32 1.23 0.08 1.07 1.39    

 Text-based 117 52 1.09 0.06 0.97 1.21    

 Overall 218 100 1.10 0.04 1.01 1.19     
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significance of the individual model. We have one covariate as material. The analysis 

shows that Q=6.16 with df=2 and p=.046, implying that the predictive model 

probably explains variance in mean effect size. Therefore, it can be said that material 

has an impact on treatment effect if we do not control the other confounders. This 

individual model only explains the total variance by 1.8%. 

4.3.2.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

We tested whether the common effect size for all studies is the same or not. For this 

model, we rejected the null hypothesis that all materials do not have the same 

common effect size (Table 4.38,  p<.05). Therefore, there should be confounding 

variables that affect the common effect size except the type of material. In this sense, 

it is needed to look simultaneous model including more confounders that explain the 

total variance in true effect sizes more.  

Table 4.38 Simple meta-regression analysis within subgroups for the type of 
material. 

      Heterogeneity 

Set Covariate β SE z p Q df p 

 Intercept 0.88 0.12 7.60 <.001    

Medium Hands-on 0.34 0.14 2.46 0.01 6.16 2 0.046 

 Text 0.21 0.13 1.57 0.12    
Model      6.16 2 0.046 

Residual      1387 215 <.001 
Total      1428 217 <.001 

  β:Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.3 Analyses for Publication Type  

What is the role of publication type (Article, Doctoral dissertation, Master thesis, 

Conference paper) on the effectiveness of CCS on science achievement?    

4.3.3.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies to examine the fifth research question. The population that each 

primary study was obtained is unique in social sciences. That is why the random-

effects model was used to analyze the heterogeneity. Therefore, it is more 

meaningful to analyze moderator variables in this model. Additionally, more than 

five effect sizes for each subgroup are needed to provide valid calculations for the 

overall mean effect size (Borenstein et al., 2009). For the scope of this study, we 

analyzed the correlations between moderators and treatment effects through simple 

and simultaneous meta-regression analyses. In this way, we tried to observe the 

effect of different moderator variables that are likely to impact the treatment effect. 

Thus, how much influence each moderator variable has on the treatment effect can 

be observed. 

4.3.3.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effect sizes of computer-based, hands-on, and text materials are 

equal to each other. 

Table 4.39 expresses the results of simple meta-regression analyses for heterogeneity 

between subgroups. There is no significant heterogeneity within subgroups. More 

specifically, the mean effect sizes for doctoral dissertations are higher than the other 

types. As a result, the null hypothesis is not rejected and indicates that the mean 

effect sizes for publication types are not significantly different at 0.05 (p> .05).        

Table 4.39 Heterogeneity analysis within subgroups for publication  type 

k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

 

The overall I-squared is 84.6, which illustrates that 84.6% of total variance results 

from study variance and 15.4% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

 

 

 

Variable 
k % g SE 

95% CI        Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Publication Type       0.09 0.34 84.57 0.02 

 Journal Article 133 62 1.06 0.06 0.95 1.17 

 

  
 

 
Doctoral 

Dissertation 
40 19 1.35 0.12 1.12 1.57    

 Master Thesis 35 14 1.01 0.10 0.82 1.19    

 
Conference 

Proceeding 
10 5 0.98 0.16 0.68 1.29    

 Overall 218 100 1.10 0.04 1.01 1.19     
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4.3.3.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.40, we can test the 

significance of the individual model.  We have one covariate as publication type. The 

analysis shows that Q=6.73 with df=3 and p=.081, so it implies that the predictive 

model probably does not explain the variance in mean effect size. Therefore, it can 

be said that publication type has no impact on treatment effect if we do not control 

the other confounders. This individual model only explains the total variance by 

0.16%. 

4.3.3.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we tested the common effect size for all studies is the same or not. For this 

model, we rejected the null hypothesis that all CCSs do not have the same common 

effect size (Table 4.40,  p<.05). Therefore, confounding variables should affect the 

common effect size except for publication type. In this sense, it is needed to look 

simultaneous model including more confounders that explain the total variance in 

true effect sizes more.  

Table 4.40 Simple meta-regression analysis for the type of mater 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Publication 
Type 

Intercept 1.06 1.17 18.88 <.001    

 Dissertation 0.28 0.51 2.39 0.02 6.73 3 0.081 

 Master -0.04 0.20 -0.35 0.73    

 Proceeding -0.06 0.35 -0.30 0.76    

Model      6.73 3 0.081 

Residual      1386 214 <.001 

Total      1428 217 <.001 

  β:Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 

 



 
 

 
 

201 
 

4.3.4 Analyses for Region  

What is the role of region (Africa, America, Asia, Europe, Turkey) on the 

effectiveness of CCS on science achievement?     

4.3.4.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.4.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effect sizes of Africa, America, Asia, Europe, and Turkey are equal 

to each other. 

Table 4.41 expresses the results of heterogeneity analyses between each subgroup. 

There is significant heterogeneity within subgroups. As a descriptive evaluation, the 

mean effect sizes for studies done in Turkey are higher than in the other regions. As a 

result, the null hypothesis is rejected and indicates that the mean effect sizes for 

different regions are significantly different at 0.05 (p< .05). 

Table 4.41 Heterogeneity analysis within subgroups for the type of region 

k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

The overall  I-squared is 81.1, which illustrates that 81.1% of total variance results 

from study variance and 18.9% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.4.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.42, we can test the 

 
Variable 

k % g SE 

95% CI           Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Region       <.001 0.27 81.12 0.22 

 Africa 8 3 0.88 0.20 0.48 1.28 

 

  
 

 America 28 13 0.68 0.09 0.49 0.86    

 Asia 23 11 0.79 0.12 0.56 1.02    

 Europe 12 6 0.66 0.18 0.31 1.01    

 Turkey 147 67 1.28 0.05 1.18 1.38     

 Overall 218 100 1.10 0.04 1.01 1.19     
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significance of the individual model. According to Table 4.42, we have one covariate 

as country/region. The analysis shows that Q=40.0 with df=4 and p<.001, implying 

that the predictive model explains the variance in mean effect size. Therefore, it can 

be said that the region impacts the treatment effect if we do not control the other 

confounders. This individual model explains the total variance by 21.8 %. 

4.3.4.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we tested the common effect size for all studies is the same or not. For this 

model, we rejected the null hypothesis that all regions do not have the same common 

effect size (Table 4.42, p<.05). Therefore, there should be confounding variables that 

affect the common effect size except for the region. In this sense, it is needed to look 

simultaneous model including more confounders that explain the total variance in 

true effect sizes more. 

Table 4.42 Simple regression analysis within subgroups for the region 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Region Intercept 0.88 0.21 4.30 <.001 40.0 4 <.001 

  America -0.19 0.23 -0.81 0.42    

  Asia -0.09 0.24 -0.37 0.71    
  Europe -0.23 0.26 -0.86 0.39    

 Turkey 0.39 0.21 1.87 0.06    

Model      40.0 4 <.001 

Residual      1128 213 <.001 

Total      1418 217 <.001 

  β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.5 Analyses for Subject Domain 

What is the role of the subject domain (Biology, Chemistry, Physics) on the 

effectiveness of CCS on science achievement?    

4.3.5.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, We tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.5.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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 Null Hypothesis: 

Means of all true effect sizes within subgroups of Biology, Chemistry, and Physics 

are equal to each other. 

Table 4.43 expresses the results of heterogeneity analyses between each subgroup. 

There is significant heterogeneity within subgroups. More specifically, the mean 

effect sizes for chemistry are higher than the other subjects. As a result, the null 

hypothesis is rejected and indicates that the mean effect sizes for different subject 

domains are significantly different at 0.05 (p< .05). 

Table 4.43 Heterogeneity analysis within subgroups for the subject domain 

  k : Number of studies; g: Hedges’ g; SE: Standard error; CI: Confidence interval 

The overall  I-squared is 82.7, which illustrates that 82.7% of total variance results 

from study variance and 17.3% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.5.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.44, we can test the 

significance of the individual model.  We have one covariate as the subject domain. 

The analysis shows that Q=28.27 with df=3 and p<.001, implying that the predictive 

model explains the variance in mean effect size. Therefore, it can be said that subject 

 
Variable 

k % g SE 

95% CI Heterogeneity 

Low 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Subject Domain       <.001 0.30 82.73 0.14 

 Biology 42 19 0.82 0.09 0.64 0.99 

 

 
 

 

 Chemistry 85 39 1.37 0.07 1.23, 1.51    

 Physics 91 42 0.98 0.07 0.86 1.10    

 Overall 218 100 1.10 0.04 1.01 1.19     
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domain has an impact on the treatment effect if we do not control the other 

confounders. This individual model explains the total variance by 13.5%. 

4.3.5.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we tested the common effect size for all studies is the same or not. For this 

model, we rejected the null hypothesis that all subject domains do not have the same 

common effect size (Table 4.44, p<.05). Therefore, confounding variables should 

affect the common effect size except for the subject domain. In this sense, it is 

necessary to look at simultaneous models, including more confounders that 

comprehensively explain the total variance in true effect sizes.  

Table 4.44 Simple regression analysis within subgroups for the subject domain 

Set Covariate β SE z p 

Heterogeneity 

Q df p 

Subject 

Domain 
Intercept 0.82 0.09 8.73 <.001 

28.27 3 <.001 

 Chemistry 0.54 0.12 4.69 <.001    

  Physics 0.19 0.12 1.64 0.10    

Model      28.27 3 <.001 

Residual      1239 214 <.001 

Total      1428 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.6 Analyses for Question Type  

What is the role of question type (mix, objective , and open-ended) on the 

effectiveness of CCS on science achievement? 

4.3.6.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 145 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.6.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes of mix, objective and open-ended question types are 

equal to each other. 

Table 4.45 expresses the results of heterogeneity analyses between each subgroup. 

There is significant heterogeneity within subgroups. More specifically, the mean 

effect sizes for the objective type tests are higher than the other types. As a result, the 

null hypothesis is rejected and indicates that the mean effect sizes for different 

question types are significantly different at 0.05 (p< .05). 

Table 4.45 Heterogeneity analysis within subgroups for question type. 

** This subgroup has not been included in heterogeneity analysis. 
k: Number of studies; %: percent; g: Hedges’ g ; SE: Standard error 

 

The mixed type does not include regression analysis. The overall I-squared is 82.2,  

which illustrates that 82.2% of total variance results from study variance and 17.8% 

from sampling error. This result also implies the existence of other moderator 

variables that have an impact on the treatment effect. 

4.3.6.3  Explained Variance by Individual Model  

 The individual model enables to test of the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.46, we can test the 

significance of the individual model. We have one covariate as the question type. 

The analysis shows that Q=12.85 with df=1 and p<.001, implying that the predictive 

 

Variable 
k % g SE 

95% CI        Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Question type       <.001 0.32 82.24 0.14 

 Mix** 73 35 1.09 0.07 0.94 1.23    
 

 Objective 113 51 1.21 0.06 1.09 1.33    

 Open-ended 32 14 0.75 0.10 0.55 0.94    

 Overall 218 100 1.10 0.04 1.01 1.19     
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model probably explains the variance in mean effect size. Therefore, it can be said 

that question type has an impact on the treatment effect if we do not control the other 

confounders. This individual model explains the total variance by 13.5%. 

4.3.6.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all question types do not have the same 

common effect size (Table 4.46,  p<.05). Therefore, there should be confounding 

variables that affect the common effect size except for the question type . In this 

sense, it is necessary to look at simultaneous models, including more confounders 

that comprehensively explain the total variance in true effect sizes. 

Table 4.46 Simple regression analysis within subgroups for question types. 

Set Covariate β SE z p 

Heterogeneity 

Q df p 

Question 
type 

Intercept 1.21 0.06 20.25 <.001 12.85 1 <.001 

 Open-ended -0.45 0.13 -3.58 <.001    
Model      14.54 1 <.001 

Residual      805 143 <.001 

Total      919 144 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.7 Analyses for Educational  Levels 

What is the role of educational levels (elementary, middle school, high school, 

undergraduate) on the effectiveness of CCS on science achievement?  

4.3.7.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.7.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis:  

Means of all true effect sizes of elementary, middle, high school, and undergraduate 

are equal to each other. 

Table 4.47 expresses the results of heterogeneity analyses between each subgroup. 

There is significant heterogeneity within subgroups. As a descriptive evaluation, the 

mean effect sizes for high school students are higher than the other educational 

levels. As a result, the null hypothesis is rejected and indicates that the mean effect 

sizes for different educational levels are significantly different at 0.05 (p<.05).  

Table 4.47 Heterogeneity analysis within subgroups for educational levels  

k: Number of studies; %: percent; g: Hedges’ g ; SE: Standard error 

 

The overall I-squared is 84.4 which illustrates that 84.4% of total variance results 

from study variance and 15.6% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.7.3  Explained Variance by Individual Model  

The individual model enables to test the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.48, we can test the 

significance of the individual mode l. We have one covariate as educational levels. 

The analysis shows that Q=9.27 with df=3 and p=.026, implying that the predictive 

model probably explains the variance in mean effect size. Therefore, it can be said 

 

Variable 
k % g SE 

95% CI Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2
 I

2 
R

2 

Educational 
Levels 

      0.03 0.34 84.43 0.02 

 Elementary 13 5 0.96 0.18 0.64 1.29 
 

 
 

 
 Middle 50 49 1.03 0.07 0.90 1.16    
 High school 101 23 1.24 0.07 1.10 1.39    

 Undergraduate 54 24 0.92 0.09 0.76 1.12     

 Overall 218 100 1.10 0.04 1.01 1.19     
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that educational levels have an impact on treatment effect if we do not control the 

other confounders. This individual model explains the total variance by 2.2%. 

4.3.7.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all education levels do not have the same 

common effect size (Table 4.48, p<.05). Therefore, confounding variables should 

affect the common effect size except for educational levels. In this sense, it is 

necessary to look at simultaneous models, including more confounders that 

comprehensively explain the total variance in true effect sizes.  

Table 4.48 Simple regression analysis within subgroups for educational levels 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Education 
Level 

Intercept 0.97 0.18 5.40 <.001 
9.27 3 0.026 

 High school  0.27 0.19 1.42 0.16    

 Middle 0.08 0.20 0.40 0.69    
 Undergrad. -0.04 0.20 -0.21 0.84    

Model      9.27 3 0.026 

Residual      1374 214 <.001 
Total      1428 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.8 Analyses for Instrument Type  

What is the role of instrument type (adapted test, preexisting test, researcher 

developed test) on the effectiveness of CCS on science achievement?   

4.3.8.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.8.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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 Null Hypothesis: 

Means of all true effect sizes of elementary, middle, high school and undergraduate 

are equal to each other. 

Table 4.49 expresses the results of heterogeneity analyses for heterogeneity between 

each subgroup. There is significant heterogeneity within subgroups. More 

specifically, the mean effect sizes for researcher-developed tests are higher than the 

other types. As a result, the null hypothesis is rejected and indicates that the mean 

effect sizes for different instrument types are significantly different at 0.05 (p< .05). 

Table 4.49 Heterogeneity analysis within subgroups for instrument type. 

k: Number of study; %: percent; g: Hedges’ g value; SE: Standard error 

 

The overall I-squared is 84.4 which illustrates that 84.4% of total variance results 

from study variance and 15.6% from sampling error. This also implies the existence 

of other moderator variables that impact treatment effect.  

4.3.8.3  Explanined Varience by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.50, we can test the 

significance of the individual model.  We have one covariate as instrument type. The 

analysis shows that Q =6.73 with df=2 and p=.035, implying that the predictive 

model probably explains the variance in mean effect size. Therefore, it can be said 

that instrument type have an impact on treatment effect if we do not control the other 

confounders. This individual model explains the total variance by 2.3%. 

 
Variable 

 
k  

 
% 

 
g 

 
SE 

95% CI Heterogeneity 

Low 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Instrument type       0.04 0.35 84.42 0.02 

 Adapted  test  23 10 1.01 0.13 0.76 1.26 

 

  
 

 Preexisting test 40 19 0.88 0.10 0.68 1.09    

 
Researcher 

developed test 
155 71 1.17 0.05 1.07 1.28    

 Overall 218 100 1.10 0.04 1.01 1.19     
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4.3.8.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all instrument types do not have the same 

common effect size (Table 4.50, p<.05). Therefore, confounding variables should 

affect the common effect size except for the instrument type. In this sense, it is 

necessary to look at simultaneous models, including more confounders that 

comprehensively explain the total variance in true effect sizes. 

Table 4.50 Simple regression analysis within subgroups for instrument type 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Instruent 
type 

Intercept 1.04 0.14 7.25 <.001 6.73 2 0.035 

 Preexisting  -0.16 0.18 -0.87 0.38    

 
Researcher 

developed 
0.14 0.15 0.93 0.35    

Model      6.73 2 0.035 

Residual      1379 215 <.001 

Total      1428 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.9 Analyses for Experimental Design 

What is the role of experimental design (Poor experimental, Quasi experimental, and 

True experimental) on the effectiveness of CCS on science achievement?  

4.3.9.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to ana lyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.9.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes of elementary, middle, high school and undergraduate 

are equal to each other. 

Table 4.51 expresses the results of heterogeneity analyses between each subgroup.  

There is significant heterogeneity within subgroups. More specifically, the mean 

effect sizes for quasi-experimental designs are higher than the other designs. As a 

result, the null hypothesis is rejected and indicates that the mean effect sizes for 

experimental designs are significantly different at 0.05 (p< .05). 

Table 4.51 Heterogeneity analysis within subgroups for experimental designs 

k: Number of study; %: percent; g: Hedges’ g value; SE: Standard error 

 

The overall I
2
 is 83.8, which illustrates that 83.8% of total variance results from 

between-study variance and 16.2% results from sampling error. This result also 

implies the existence of other moderator variables that have an impact on the 

treatment effect. 

4.3.9.3  Explained Variance by Individual Model 

The individual model enables to test of the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.52, we can test the 

significance of the individual model.  We have one covariate as an experimental 

design. The analysis shows that Q=23.7 with df=2 and p<.001, so it implies that the 

 

Variable 
k % g SE 

95% CI         Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Experimental 

Design 
      <.001 0.33 83.77 0.08 

 Poor 23 10 0.88 0.10 0.68 1.09 

 

  
 

 Quasi 162 75 1.22 0.05 1.12 1.33    

 True 33 15 0.64 0.08 0.49 0.79    

 Overall 218 100 1.10 0.04 1.01 1.19     
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predictive model probably explains the variance in mean effect size. Therefore, it can 

be said that experiment design has an impact on treatment effect if we do not control 

the other confounders. This individual model explains the total variance by 7.2% . 

4.3.9.4 Residual  

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all experiment designs do not have the 

same common effect size (Table 4.52, p<.05). Therefore, there should be 

confounding variables that affect the common effect size except for the experiment 

design. In this sense, it is necessary to look at simultaneous models, including more 

confounders that comprehensively explain the total variance in true effect sizes.  

Table 4.52 Simple regression analysis within subgroups for experiment design  

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Experiment  

Design 
Intercept 0,90 0.14 6,57 <.001 23.72 2 <.001 

 Quasi 0,32 0.15 2,16 0.03    

 True -0,25 0.18 -1,41 0.16    

Model      23.72 2 <.001 

Residual      1304 212 <.001 

Total      1373 214 <.001 

    β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.10 Analyses for Teacher Training 

What is the role of  teacher training  (Unstated or stated) on the effectiveness of CCS 

on science achievement?  

4.3.10.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.10.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes of stated and unstated are equal to each other. 

Table 4.53 expresses the results of heterogeneity analyses for heterogeneity between 

each subgroup. There is significant heterogeneity within subgroups. More 

specifically, the mean effect sizes for the studies that conduct the teacher training 

process are higher than the unstated group. As a result, the null hypothesis is 

rejected. It indicates that the mean effect sizes for studies that state conducting 

teacher training are significantly different from the unstated condition at the level of 

0.05 (p< .05). 

Table 4.53 Heterogeneity analysis within subgroups for teacher training 

  k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

 

The overall I-squared is 83.5, which illustrates that 83.5% of total variance results 

from study variance and 16.5% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.10.3  Explained Variance by Individual Model 

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.54, we can test the 

significance of the individual model. According to Table 4.54, we have one covariate 

as teacher training. The analysis shows that Q=16.68 with df=2 and p<.001, implying 

that the predictive model probably explains the variance in mean effect size. 

 
Variable 

k % g SE 

95% CI      Heterogeneity 

Low 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

Teacher 
Training 

      <.001 0.32 83.52 0.09 

 Unstaed 107 49 1.08 0.06 0.96 1.21    
 

 Stated 111 51 1.12 0.06 1.00 1.25    

 Overall 218 100 1.10 0.04 1.01 1.19     
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Therefore, it can be said that teacher training has an impact on treatment effect if we 

do not control the other confounders. This individual model explains the total 

variance by 9 %. 

4.3.10.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that trained or untrained teachers do not have 

the same common effect size (Table 4.54, p<.05). Therefore, there should be 

confounding variables that affect the common effect size except teacher training. In 

this sense, it is necessary to look at simultaneous models, including more 

confounders that explain the total variance in true effect sizes. 

Table 4.54 Simple regression analysis within subgroups for teacher training 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Teacher 

Training 
Intercept 0.93 0.06 15.49 <.001 16.68 1 <.001 

 yes 0.35 0.09 4.08 <.001    
Model      16.68 1 <.001 

Residual      1311 216 <.001 

Total      1373 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.11 Analyses for School Type  

What is the role of school type (private and public) on the effectiveness of CCS on 

science achievement?  

4.3.11.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean  

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 176 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has  

on the treatment effect can be observed. 

4.3.11.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effect sizes of private and public are equal to each other. 

Table 4.55 expresses the results of simple meta-regression analyses for heterogeneity 

between subgroups. There is no significant heterogeneity within subgroups. As a 

result, the null hypothesis is not rejected and indicates that the mean effect sizes for 

school types are not significantly different at 0.05 (p> .05). 

Table 4.55 Heterogeneity analysis within subgroups for school type 

** This subgroup has not been included in heterogeneity analysis. 

The overall  I-squared is 85.2, which illustrates that 85.2% of total variance results 

from study variance and 14.8% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.11.3  Explained Variance by Individual Model 

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.56, we can test the 

significance of the individual model. We have one covariate as school type. The 

analysis shows that Q=0.07 with df=1 and p=.790, implying that the predictive 

model probably does not explain any variance in mean effect size. Therefore, it can 

 

Variable 
k g SE 

95% CI Heterogeneity 

Low 

Limit 

Up 

Limit 
p T

2
 I

2 
R

2 

School Type      0.79 0.35 85.22 <.01 

 Private 11 1.03 0.15 0.73 1.33 
 

  
 

 Public 165 1.10 0.05 1.01 1.2    

 Unspecified** 42 1.10 0.11 0.89 1.31     

 Overall 218 1.10 0.04 1.01 1.19     
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be said that school type has no impact on treatment effect if we do not control the 

other confounders. This individual model does not explain any variance. 

4.3.11.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all school types do not have the same 

common effect size (Table 4.56, p<.05). Therefore, confounding variables should 

affect the common effect size except for school type. In this sense, it is necessary to 

look at simultaneous models, including more confounders that explain the total 

variance in true effect sizes.  

Table 4.56 Simple meta-regression analysis within subgroups for school type 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

School type Intercept 1.05 0.20 5.24 <.001 0.07 1 0.79 
 Public 0.06 0.21 0.27 0.79    

Model      0.07 1 0.79 

Residual      1176 174 <.001 
Total      1176 165 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.12 Analyses for School Location 

What is the role of school location (rural and urban) on the effectiveness of CCS on 

science achievement?            

4.3.12.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 174 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than f ive effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.12.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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 Null Hypothesis: 

Means of all true effect sizes of rural and urban are equal to each other. 

Table 4.57 expresses the results of heterogeneity analyses between each subgroup. 

There is no significant heterogeneity within subgroups. As a result, the null 

hypothesis is not rejected and indicates that the mean effect sizes for school locations 

are not significantly different at 0.05 (p> .05). 

 

Table 4.57 Heterogeneity analysis within subgroups for school location 

k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

** This subgroup has not been included in heterogeneity analysis. 

 

The overall  I-squared is 85.3, which illustrates that 85.3% of total variance results 

from study variance and 14.7% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.12.3 Explained Variance by Individual Model 

The individual model enables to test of the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.58, we can test the 

significance of the individual model. According to Table 4.58, we have one covariate 

as school location. The analysis shows that Q=1.09 with df=1 and p=.296, so it 

implies that the predictive model probably does not explain any variance in mean 

 

Variable 
k g SE 

95% CI         Heterogeneity 

Low 
Limit 

Up. 
Limit 

p T
2
 I

2 
R

2 

School location      0.30 0.36 85.34 <.01 

 Rural 22 0.96 0.12 0.72 1.20 
 

   

 Urban 157 1.13 0.05 1.03 1.24   
 

 Unspecified ** 39 1.08 0.12 0.89 1.36     

 Overall 218 1.10 0.04 1.01 1.19     
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effect size. Therefore, it can be said that school location has no impact on treatment 

effect if we do not control the other confounders. This individual model does not 

explain any variance.  

4.3.12.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all school locations do not have the same 

common effect size (Table 4.58, p<.05). Therefore, confounding variables should 

affect the common effect size except for school location. In this sense, it is necessary 

to look at simultaneous models, including more confounders that explain the total 

variance in true effect sizes. 

Table 4.58 Simple meta-regression within subgroups for school location 

Set Cov. β SE z p 
Heterogeneity 

Q df p 

School 

location 
0.97 0.14 0.69 <.01 0.97 1.09 1 0.30 

 0.16 0.15 -0.14 0.30 0.16    
Model      1.09 1 0.30 

Residual      1207 177 <.001 
Total      1208 178 <.001 

         

 Cov: Covariate; β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.13 Analyses for Sampling Method 

What is the role of the sampling method (Nonrandom sampling and random 

sampling) on the effectiveness of CCS on science achievement?   

4.3.13.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.13.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

 Null Hypothesis: 

Means of all true effect sizes within subgroups of sampling method are equal to each 

other. 

Table 4.59 expresses the results of heterogeneity analyses between each subgroup. 

There is no significant heterogeneity within subgroups. As a result, the null 

hypothesis is not rejected and indicates that the mean effect sizes for the sampling 

method are not significantly different at 0.05 (p> .05). 

Table 4.59 Heterogeneity analysis within subgroups for sampling method 

k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

** This subgroup has not been included in heterogeneity analysis . 

The overall  I-squared is 84.7, which illustrates that 84.7% of total variance results 

from study variance and 15.3% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.13.3  Explained Variance by Individual Model 

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.60, we can test the 

significance of the individua l model. We have one covariate as the sampling method.  

The analysis shows that Q=0.99 with df=1 and p=.319, so it implies that the 

predictive model probably does not explain any variance in mean effect size. 

Therefore, it can be said that the sampling method has no impact on the treatment 

 

Variable 
k % g SE 

95% CI         Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2
 I

2 
R

2 

Sampling 
method 

      0.32 0.35 84.71 0.01 

 Nonrandom 196 88 1.09 0.05 1.00 1.18 
 

  
 

 Random 22 10 1.24 0.15 0.95 1.52    

 Overall 218 100 1.10 0.04 1.01 1.19     
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effect if we do not control the other confounders. This individual model explains the 

total variance by 0.1 %, and this moderator does not explain 99.9%  of the total 

variance. 

4.3.13.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all sampling method types do not have 

the same common effect size (Table 4.60, p<.05). Therefore, there should be 

confounding variables that affect the common effect size except the sampling 

method. In this sense, it is necessary to look at simultaneous models , including more 

confounders that comprehensively explain the total variance in true effect sizes. 

Table 4.60 Simple meta-regression analysis within subgroups for sampling method 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Sampling 
Method 

Intercept 1.09 0.05 23.28 <.001 0.99 1 0.319 

Random 0.15 0.15 1.00 0.32    

Model      0.99 1 0.319 

Residual      1412 216 <.001 

Total      1428 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.14 Analyses for Researcher Effect 

What is the role of researcher effect  (Not teacher, One of the teachers, Only teacher) 

on the effectiveness of CCS on science achievement?    

4.3.14.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 168 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.14.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes within subgroups of researcher effect are equal to each 

other.  

Table 4.61 expresses the results of heterogeneity analyses between each subgroup. 

There is no significant heterogeneity within subgroups. As a result, the null 

hypothesis is not rejected and indicates that the mean effect sizes for the researcher's 

effect are not significantly different at 0.05 (p> .05). 

Table 4.61 Heterogeneity analysis within subgroups for researcher effect 

        k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 
        ** This subgroup has not been included in heterogeneity analysis. 

The overall I-squared is 84.6, which illustrates that 84.6% of total variance results 

from between-study variance and 15.4% results from sampling error. This result also 

implies the existence of other moderator variables that have an impact on the 

treatment effect. 

4.3.14.3  Explained Variance by Individual Model 

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.62, we can test the 

significance of the individual model. We have one covariate as the researcher effect. 

The analysis shows that Q=1.11 with df=2 and p=.573, implying that the predictive 

model probably does not explain any variance in mean effect size. Therefore, it can 

be said that researcher effect has no impact on the treatment effect if we do not 

control the other confounders. This individual model does not explain any variance. 

 
Variable 

k  g SE 

95% CI      Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2 

I
2 

R
2 

Researcher Effect     0.57 0.36 84.64 <.01 

 Not teacher  108 1.20 0.07 1.07 1.33   
 

 One of the 
teachers 

12 0.99 0.17 0.65 1.32   

 Only teacher 48 1.14 0.09 0.97 1.30    

 Unspecified** 50 0.88 0.09 0.72 1.05    

 Overall 218 1.10 0.04 1.01 1.19    
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4.3.14.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all groups do not have the same common 

effect size (Table 4.62, p<.05). Therefore, there should be confounding variables that 

affect the common effect size except for the researcher effect. In this sense, it is 

needed to look at simultaneous models including more confounders that explain the 

total variance in true effect sizes more comprehensively. 

Table 4.62 Simple meta-regression analysis within subgroups for researcher effect 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Researcher 

Effect 

Intercept 1.20 0.06 18.83 <.001 1.11 2 0.573 

One of the 
teachers 

-0.20 0.20 -1.00 0.32 
   

 Only teacher -0.06 0.12 -0.51 0.61    

Model      1.11 2 0.573 
Residual      1074 165 <.001 

Total      1096 167 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.15 Analyses for Teacher Effect 

What is the role of teacher effect (Different teacher or same teacher) on the 

effectiveness of CCS on science achievement?     

4.3.15.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 178 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.15.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes within subgroups of teacher effect are equal to each 

other. 

Table 4.63 expresses the results of heterogeneity analyses for each subgroup.  

There is no significant heterogeneity within subgroups. As a result, the null 

hypothesis is not rejected. It indicates that the mean effect sizes for teacher effect are 

not significantly different at the level of 0.05 (p> .05).  

Table 4.63 Heterogeneity analysis within subgroups for teacher effect 

k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 
** This subgroup has not been included in heterogeneity analysis. 

 

The overall  I-squared is 85.1, which illustrates that 85.1% of total variance results 

from study variance and 14.9% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.15.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.64, we can test the 

significance of the individual model. We have one covariate as the teacher effect. 

The analysis shows that Q=0.27 with df=1 and p=.601, implying that the predictive 

model probably does not explain any variance in mean effect size. Therefore, it can 

be said that teacher effect has no impact on the treatment effect if we do not control 

 

Variable 
k g SE 

95% CI        Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2
 I

2 
R

2 

Teacher Effect      0.60 0.37 85.12 <.01 
 Different 

teachers  
44 1.12 0.09 0.94 1.30     

 Same teacher 134 1.83 0.06 1.07 1.30    

 Unspecified** 40 0.81 0.08 0.64 0.97     

 Overall 218 1.10 0.04 1.01 1.19     
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the other confounders. This individual model explains the total variance by 0%, and 

this moderator does not explain 100 %  of the total variance. 

4.3.15.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we reject the null hypothesis that all groups do not have the same common 

effect size (Table 4.64, p<.05). Therefore, there should be confounding variables that 

affect the common effect size except for the teacher effect. In this sense, it is needed 

to look at simultaneous models including more confounders that comprehensively 

explain the total variance in true effect sizes. 

Table 4.64 Simple meta-regression analysis within subgroups for teacher effect 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Teacher Effect 

Intercept 1.13 0.10 11.21 <.001 0.27 1 0.60 

Same 
teacher 

0.08 0.12 0.69 0.49 
   

Model      0.27 1 0.60 

Residual      1182 176 <.001 
Total      1182 177 <.001 

     β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.16 Analyses for Number of Tiers  

What is the role of the number of tiers (one-tier, two-tier, or more) on the 

effectiveness of CCS on science achievement? 

4.3.16.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 204 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.16.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes within subgroups of the number of tiers are equal to 

each other. 

Table 4.65 expresses the results of heterogeneity analyses between each subgroup. 

There is no significant heterogeneity within subgroups. As a result, the null 

hypothesis was not rejected and indicated that the mean effect sizes for the number 

of tiers are not significantly different at 0.05 (p>0.05).  

Table 4.65 Heterogeneity analysis within subgroups for number of tiers 

k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 
** This subgroup has not been included in heterogeneity analysis. 

 

The overall I-squared is 84.5, which illustrates that 84.5% of total variance results 

from study variance and 15.5% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect.  

4.3.16.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.66, we can test the 

significance of the individual model. We have one covariate as the number of tiers.  

The analysis shows that Q=3.08 with df =2 and p=.215, so it implies that the 

predictive model probably does not explain any variance in mean effect size. 

Variable k % g SE 

95% CI       Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2
 I

2 R
2 

Number of Tiers       0.22 0.34 84.50 <.01 

 1 164 75 1.13 0.05 1.03 1.23 
 

  
 

 2 31 15 0.91 0.11 0.69 1.12    

 3 15 6 1.13 0.15 0.84 1.42     
 Mix 8 4 1.18 0.31 0.58 1.78     

 Overall 218 100 1.10 0.04 1.01 1.19     
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Therefore, it can be said that number of tiers has no impact on the treatment effect if 

we do not control the other confounders. This individual model does not explain any 

variance. 

4.3.16.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test the common effect size for all studies is the same or not. For this 

model, we reject the null hypothesis that all groups do not have the same common 

effect size (Table 4.66, p<.05). Therefore, confounding variables should affect the 

common effect size except for the number of tiers . In this sense, it is needed to look 

at simultaneous models including more confounders that comprehensively explain 

the total variance in true effect sizes.  

Table 4.66 Simple meta-regression analysis within subgroups for number of tiers 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Number of 
Tiers 

Intercept 1.13 0.05 22.28 <.001 3.08 2 0.215 

 2 -0.22 0.13 -1.73 0.08    

 3 0.01 0.18 0.07 0.95    

Model      3.08 2 0.215 

Residual      1325 201 <.001 

Total      1361 203 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.17 Analyses for Treatment Verification 

What is the role of treatment verification (stated or unstated) on the effectiveness of 

CCS on science achievement?  

4.3.17.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.17.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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 Null Hypothesis: 

Means of all true effect sizes within subgroups of treatment verification are equal to 

each other. 

Table 4.67 expresses the results of heterogeneity analyses between each subgroup. 

There is no significant heterogeneity within subgroups. As a result, the null 

hypothesis was not rejected and indicated that the mean effect sizes for treatment 

verification are not significantly different at the level of 0.05 (p>.05). 

Table 4.67 Heterogeneity analysis within subgroups for treatment verification 

   k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

 

The overall  I-squared is 84.8, which illustrates that 84.8% of total variance results 

from study variance and 15.2% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.17.3  Explained Variance by Individual Model  

The individual model enables to test predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.68, we can test the 

significance of the individual model. We have one covariate as treatment 

verification. The analysis shows that Q=0.32 with df=1 and p=.570 so it implies that 

the predictive model probably does not explain any variance in mean effect size. 

Therefore, it can be said that treatment verification has no impact on treatment effect 

 

Variable 
k % g SE 

95% CI     Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2 
I

2 
R

2 

Treatment 

Verification 
      0.57 0.35 84.8 <.01 

 Unstated 107 49 1.08 0.06 0.96 1.21 
 

  
 

 Stated 111 51 1.13 0.06 1.00 1.25    

 Overall 218 100 1.10 0.04 1.01 1.19     
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if we do not control the other confounders. This individual model explains the total 

variance by 0%,  and 100%  of the total variance is not explained by this moderator. 

4.3.17.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all groups do not have the same common 

effect size (Table 4.68, p<.05). Therefore, there should be confounding variables that 

affect the common effect size except for verification. In this sense, it is necessary to 

look at simultaneous models, including more confounders that comprehensively 

explain the total variance in true effect sizes. 

Table 4.68 Simple meta-regression analysis within subgroups for treatment 
verification 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Verification Intercept 1.08 0.06 16.88 <.001 0.32 1 0.57 

 yes 0.05 0.09 0.57 0.57    

Model      0.32 1 0.57 

Residual      1424 216 <.001 

Total      1428 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.18 Analyses for Measuring Outcome  

What is the role of outcome measure type (conceptual change or general 

achievement) on the effectiveness of CCS on science achievement? 

4.3.18.1 Unit of Analysis and Model  

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we also calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 208 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.18.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effect sizes within subgroups of outcome measure are equal to each 

other. Table 4.69 expresses the results of heterogeneity analyses between each 

subgroup. There is no significant heterogeneity within subgroups. As a result, the 

null hypothesis was not rejected and indicated that the mean effect sizes for outcome 

measures are not significantly different at 0.05 (p> .05). 

Table 4.69 Heterogeneity analysis within subgroups for outcome measure type 

k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

** This subgroup has not been included in heterogeneity analysis. 

 

The overall I-squared is 85.1, which illustrates that 85.1% of total variance results 

from between-study variance and 14.9% result from sampling error. This result also 

implies the existence of other moderator variables that have an impact on the 

treatment effect. 

4.3.18.3  Explained Variance by Individual Model  

The individual model enables to test of the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.70, we can test the 

significance of the individual model. We have one covariate as outcome measure 

type. The analysis shows that Q=1.93 with df=1 and p=.165, so it implies that the 

predictive model probably does not explain any variance in mean effect size. 

Therefore, it can be said that outcome measure has no impact on treatment effect if 

 

Variable 
k % g SE 

      95% CI       Heterogeneity 

Low. 

Limit 

Up. 

Limit 
p T

2 
I

2 
R

2 

Measuring outcome       0.17 0.36 85.1 <.01 

 Conceptual 
Change 

192 90 1.12 0.05 1.03 1.22     

 General 
Achievement 

16 6 0.87 0.14 0.60 1.14    

 Mix** 10 4 1.04 0.17 0.70 1.37     

 Overall 218 100 1.10 0.04 1.01 1.19     
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we do not control the other confounders. This individual model explains the total 

variance by 0%,  and 100%  of the total variance is not explained by this moderator. 

4.3.18.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. We 

rejected the null hypothesis that all groups do not have the same common effect size 

(Table 4.70, p<.05). Therefore, confounding variables should affect the common 

effect size except for measuring outcome. In this sense, it is needed to look at 

simultaneous models, including more confounders that comprehensively explain the 

total variance in true effect sizes. 

Table 4.70 Simple meta-regression analysis within subgroups for outcome measuring  
type 

Set Cov. β SE z p 
Heterogeneity 

Q df p 

Measuring 
Outcome 

Intercept 1.12 0.05 23.53 <.001 
1.93 1 0.165 

 
General 
Achievement 

-0.24 0.17 -1.39 0.17 
   

Model      1.93 1 0.165 

Residual      1379 206 <.001 

Total      1389 207 <.001 

  β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.19 Analyses for Sample Size 

What is the role of sample size (24-396) on the effectiveness of CCS on science 

achievement? 

4.3.19.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We include 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and s imultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.19.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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Null Hypothesis: 

Means of all true effects for each sample with different sample sizes are equal to 

each other. 

Table 4.71 expresses the results of heterogeneity analyses for sample size. There is 

significant heterogeneity for samples with different sample sizes. As a result, the null 

hypothesis was not rejected and indicates that the mean effect sizes for sample size 

are not significantly different at 0.05 (p> .05). 

Table 4.71 Heterogeneity  analysis for sample size 

        k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

The overall  I-squared is 84.1, which illustrates that 84.1% of total variance results 

from study variance and 15.9% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.19.3  Explained Variance by Individual Model 

The individual model enables testing the predictive model that explains any of the 

variances in effect size for a single moderator. In Table 4.72, we can test the 

significance of the individual model. We have one covariate as sample size. The 

analysis shows that Q =5.98 with df =4 and p<.001, so it implies that the predictive 

model probably explains significant variance in mean effect size. Therefore, it can be 

said that sample size  has an impact on treatment effect if we don't control the other 

confounders. This individual model explains the total variance by 5%.  

 

 

Variable 
k g SE 

95% CI         Heterogeneity 

Lower 

Limit 

Upper 

Limit 
p T

2 
I
2 

R
2 

Sample Size      0.20 0.33 84.07 0.05 

 16-46 45 1.09 0.09 0.92 1.26 
 

  
 

 47-56 45 1.07 0.09 0.90 1.24    

 57-72 45 1.23 0.10 1.04 1.42     

 73-100 41 1.18 0.10 0.97 1.383     

 102-396 42 0.93 0.10 0.73 1.12     



 
 

 
 

248 
 

4.3.19.4 Residual  

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all groups do not have the same common 

effect size (Table 4.72 p<.05). Therefore, confounding variables should affect the 

common effect size except for sample size. In this sense, it is necessary to look at 

simultaneous models including more confounders that comprehensively explain the 

total variance in true effect sizes. 

Table 4.72 Simple meta-regression analysis within subgroups for sample size 

Set Cov. β SE z p 
Heterogeneity 

Q df p 

Sample 

Size 
1.10 0.10 0.91 0.00 1.10 5.98  <.001 

 -0.03 0.14 -0.30 0.84 -0.03    

 0.13 0.14 -0.15 0.36 0.13    
 0.07 0.14 -0.20 0.61 0.07    
 -0.18 0.14 -0.45 0.20 -0.18    

Model      5.98 4 0.20 

Residual      1298 213 <.001 
Total      1428 217 <.001 

     Cov: Covariate; β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.20 Analyses for Intervention Length 

What is the role of intervention length on the effectiveness of CCS on science 

achievement? 

4.3.20.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 144 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.20.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effects for each sample with different intervention lengths are equal 

to each other. 

Table 4.73 expresses the results of heterogeneity analysis for heterogeneity for 

intervention length. There is significant heterogeneity for samples with different 

intervention lengths. As a result, the null hypothesis was rejected and indicated that 

the mean effect sizes for studies with varying intervention lengths are significantly 

different at 0.05 (p> .05). 

Table 4.73 Heterogeneity  analysis for intervention length 

 

The overall  I-squared is 83.5, which illustrates that 83.5% of total variance results 

from study variance and 16.5% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.20.3  Explained Variance by Individual Model 

The individual model enables testing the predictive model that explains any of the 

variances in effect size for a single moderator.  In Table 4.74, we can test the 

significance of the individual model. We have one covariate as intervention duration. 

The analysis shows that Q=15.81 with df=1 and p<.001, so it implies that the 

predictive model probably explains significant variance in mean effect size. 

Therefore, it can be said that intervention length has an impact on treatment effect if 

Variables  k β 

95% CI 

p T
2 

I
2 

R
2 

Low. 
Limit 

Up. 
Limit 

Intervention 

Length 

0-48 

course 
hour 

144 0.02 0.01 0.03 <.001 0.31 83.46 0.11 
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we don't control the other confounders. This individual model explains the total 

variance by 10 %.  

4.4.20.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we tested whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that instructions using different intervention 

lengths do not have the same common effect size (Table 4.74, p<.05). Therefore, 

confounding variables should affect the common effect size except for intervention 

length. In this sense, it is necessary to look at simultaneous models including more 

confounders that comprehensively explain the total variance in true effect sizes. 

Table 4.74 Simple meta-regression analysis within subgroups for intervention length 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Intervention 
Length 

Intercept 0.84 0.08 10.12 <.001 
15.81 1 <.001 

 
Intervention 
Length 

0.02 0.01 3.98 <.001 
   

Model      15.81 1 <.001 

Residual      858 142 <.001 
Total      958 143 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.21  Analyses for Publication Year  

What is the role of publication year (1989-2000, 2001-2005, 2006-2010, 2011-2015, 

2016-2020) on the effectiveness of CCS on science achievement? 

 4.3.21.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.21.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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 Null Hypothesis: 

Means of all true effects for each sample with different publication years are equal to 

each other. 

Table 4.75 expresses the results of heterogeneity analysis for different years 

intervals. There is a significant heterogeneity for effect size means for studies with 

different year intervals. As a result, the null hypothesis is rejected and indicates that 

the mean effect sizes for the year intervals are significantly different at 0.05 (p<.05). 

The overall  I-squared is 82.9 which illustrates that 82.9 % of total variance results 

from study variance and 17.1% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

Table 4.75 Heterogeneity  analysis for the publication year 

k: Number of studies; %: percent; g: Hedges’ g value; SE: Standard error 

 

4.3.21.3  Explained Variance by Individual Model 

The individual model enables testing the predictive model that explains any 

variances in effect size for a single moderator. In Table 4.76, we can test the 

significance of the individual model. According to Table 4.76, we have one covariate 

as a year. The analysis shows that Q=0.53 with df=1 and p =0.467, implying that the 

predictive model probably does not explain significant variance in mean effect size. 

Therefore, it can be said that year has no impact on treatment effect if we don't 

 

Variable 
k % g SE 

95% CI        Heterogeneity 

Low. 
Limit 

Up. 
Limit 

p T
2 

I
2 

R
2 

Publication Year       <.001 0.31 82.94 0.12 

 1989-2000 14 6 0.95 0.16 0.35 0.78 
 

   

 2001-2005 48 22 1.05 0.19 0.88 1.28   
 

 2006-2010 73 34 1.27 0.18 1.15 1.45     

 2011-2015 69 32 1.14 0.18 0.95 1.24     

 2016-2020 14 6 1.13 0.23 0.49 1.00     
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control the other confounders. This individual model explains the total variance by 

12%. 

4.3.21.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we tested whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all groups do not have the same common 

effect size (Table 4.76, p<.05). Therefore, confounding variables should affect the 

common effect size except for publication year. In this sense, it is necessary to look 

at simultaneous models, including more confounders that comprehensively explain 

the total variance in true effect sizes. 

Table 4.76 Simple meta-regression analysis for publication year 

Set Subgroups β SE z p 
Heterogeneity 

Q df p 

PublicationYear Intercept 0.58 0.16 3.61 <.001 0.53 1 0.47 
 2001-2005 0.49 0.19 2.65 0.01    
 2006-2010 0.72 0.18 4.05 <.001    

 2011-2015 0.51 0.18 2.86 <.001    
 2016-2020 0.17 0.23 0.72 0.47    
Model      22.59 4 0.02 

Residual      1298 213 <.001 
Total      1428 217 <.001 

β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.22 Analyses for Intervention Intensity 

What is the role of intervention intensity on the effectiveness of CCS on science 

achievement?  

4.3.22.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 142 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.22.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 

treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 
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 Null Hypothesis: 

Means of all true effects for each sample with different intervention intensities are 

equal to each other. 

Table 4.77 expresses the results of heterogeneity analyses for intervention intensity. 

There is no significant heterogeneity between study sample means with different 

intervention intensities. As a result, the null hypothesis is not rejected and indicates 

that the mean effect sizes for treatment intensity are not significantly different at 0.05 

(p> .05). 

Table 4.77 Heterogeneity  analysis for intervention intensity 

The overall  I-squared is 85.6, which illustrates that 85.6% of total variance results 

from study variance and 14.4% from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.22.3  Explained Variance by Individual Model 

The individual model enables testing the predictive model that explains any 

variances in effect size for a single moderator. In Table 4.78, we can test the 

significance of the individual model. We have one covariate as treatment intensity. 

The analysis shows that Q=0.33 with df=1 and p=.665, implying that the predictive 

model probably does not explain significant variance in mean effect size. Therefore, 

it can be said that treatment intensity has no impact on treatment effect if we don't 

control the other confounders. This individual model does not explain any variance. 

 

Variables k β 

95% CI 

p T
2 

I
2 

R
2 

Low 
Limit 

Up. 
Limit 

Intervention 

Intensity 

1-8  course 

hours per week 
142 0.02 -0.06 0.107 0.56 0.37 85.58 <.01 



 
 

 
 

257 
 

4.3.22.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we test whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that instructions using different intervention 

intensities do not have the same common effect size (Table 4.78, p<.05). Therefore, 

confounding variables should affect the common effect size except for intervention 

intensity. In this sense, it is necessary to look at simultaneous models, including 

more confounders that comprehensively explain the total variance in true effect sizes. 

Table 4.78 Simple meta-regression analysis within subgroups for intervention 
intensity 

Set Covariate β SE z p 
Heterogeneity 

Q df p 

Treatment 
Intensity 

Intercept 1.09 0.13 8.15 <.001 
0.33 1 0.57 

 
Treatment 

Intensity 
0.02 0.04 0.43 0.66 

   

Model      0.33 1 0.57 

Residual      962 136 <.001 
Total      963 137 <.001 

   β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 
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4.3.23 Analyses for Class Size  

What is the role of class size interval (8-22, 23-26, 27-30, 31-38, 39-87) on the 

effectiveness of CCS on science achievement? 

4.3.23.1 Unit of Analysis and Model 

We accepted each primary study as unit of analysis so that we used only one mean 

effect size value for calculations for a single study. Additionally, we calculated a 

single weighted effect size value for studies with more than one effect size, which is 

inversely proportional to the standard error of effect size values. We included 218 

primary studies for analyses. The population that each primary study was obtained is 

unique in social sciences. That is why the random-effects model was used to analyze 

the heterogeneity. Therefore, it is more meaningful to analyze moderator variables in 

this model. Additionally, more than five effect sizes for each subgroup are needed to 

provide valid calculations for the overall mean effect size (Borenstein et al. , 2009). 

For the scope of this study, we analyzed the correlations between moderators and 

treatment effects through simple and simultaneous meta-regression analyses. In this 

way, we tried to observe the effect of different moderator variables that are likely to 

impact the treatment effect. Thus, how much influence each moderator variable has 

on the treatment effect can be observed. 

4.3.23.2 Simple Meta-regression Analyses 

In primary studies, there may be lots of factors that have an impact on mean effect 

size simultaneously. Multiple regression analysis provides to investigate the effect of 

potential confounders by isolating other variables. The exact process is still valid for 

meta-regression analysis. Therefore, it is critical to investigate different confounders 

by including enough studies in meta-analysis to isolate the unique effect of each 

confounding variable. We also examined 23 confounding variables on the overall 
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treatment effect. In this part, we discussed the moderators individually. In the second 

part, we discussed the moderators simultaneously. 

Null Hypothesis: 

Means of all true effects for each sample with different class size intervals are equal 

to each other. 

Table 4.79 expresses the results of a simple meta-regression analysis for 

heterogeneity for class sizes. There is no significant heterogeneity for sample means 

with different class sizes. As a result, the null hypothesis is not rejected and indicates 

that the mean effect sizes with varying class sizes are not significantly different at the 

level of 0.05 (p> .05). 

Table 4.79 Heterogeneity analysis for class size 

   β: Coefficient; SE: Standard error; Q: Total heterogeneity; df: Degree of  freedom 

The overall  I-squared is 84.7,  which illustrates that 84.7 % of total variance results 

from study variance and 15.3 % from sampling error. This result also implies the 

existence of other moderator variables that have an impact on the treatment effect. 

4.3.23.3  Explained Variance by Individual  Model 

The individual model enables testing the predictive model that explains any 

variances in effect size for a single moderator. In Table 4.80, we can test the 

significance of the individual model. We have one covariate as class size. The 

analysis shows that Q=5.74 with df=4 and p=.219, implying that the predictive 

model probably does not explain significant variance in mean effect size. Therefore, 

it can be said that class size has no impact on the treatment effect if we don't control 

Variables  k  β 

95% CI 

p T
2 

I
2 

R
2 

Low 
Limit 

Up. 
Limit 

Class Size 16-87 218 -0.00 -0.01 1.69 0.69 0.35 84.73 <.01 
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the other confounders. This individual model explains the total variance by 3%,  and 

this moderator does not explain 97%  of the total variance. 

4.3.23.4 Residual 

The residual is a test for consistency with the assumptions of the fixed-effect model. 

That is, we tested whether the common effect size for all studies is the same. For this 

model, we rejected the null hypothesis that all groups do not have the same common 

effect size (Table 4.80, p<.05). Therefore, there should be confounding variables that 

affect the common effect size except for class size. In this sense, it is necessary to 

look at simultaneous models, including more confounders that comprehensively 

explain the total variance in true effect sizes. 

 

Table 4.80 Simple meta-regression analysis within subgroups for class size 

Set k β SE z p 
Heterogeneity 

Q df p 

Class Size 8-22 0.95 0.09 10.16 <.001 5.74 4 0.22 

 23-26 0.10 0.14 0.75 0.45    

 27-30 0.32 0.14 2.29 0.02    

 31-38 0.20 0.14 1.44 0.15    

 39-87 0.17 0.14 1.25 0.21    
         

Model      5.74 4 0.22 

Residual      1357 213 <.001 

Total      1428 217 <.001 
 k: Number of study; %: percent; g: Hedges’ g value; SE: Standard error 
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4.4 Multiple Meta-Regression Analyses  

In many ways, the reasons for dispersion on effect sizes are masked by unconsidered 

moderators that are effective on true variance in mean effects. The potential pitfall of 

simple meta-regression is that acknowledging unisolated moderators causes an 

overly simplistic assessment of the effect value. Multiple meta-regression analyses 

tried to determine the possible confounders to estimate the effect of the independent 

variables on dependent variables. Researchers should include each possible 

explanatory moderator in the regression model to explain the observed heterogeneity 

between effect size values by increasing the explained variance into the total 

variance (R
2
) ratio. On the other hand, increasing the number of moderators causes a 

decrease in sample size for each subgroup. Therefore, it is critical to provide the 

optimum number of moderators that yield the optimum  R2 value. At the same time, 

the significance value within subgroups of each moderator in the general model 

should be taken into consideration. 

Three different multiple regression methods yield the best general model for a 

defined moderator set: simultaneous, stepwise, and sequential. Each method has 

different strengths and weaknesses during heterogeneity analysis. Therefore,  for the 

scope of this study, the combination of these three methods is used to define the best 

general model for the heterogeneity analysis process. We have 23 explanatory 

moderators that are yielded from primary studies. But, it is not efficient and 

appropriate to include all moderators at the same time in the general model. Some of 

the moderators can be coded for less number of studies. On the other hand, the 

multiple regression process compares the common study findings. This situation 

causes us to lose data for the general model. That is why it is reasonable to use 

moderators with effect size values that are coded for 218 primary studies for the 

scope of this meta-analysis. In this sense, the number of moderators for the final 

moderator set is limited in the general model. In the first stage, a simultaneous model 

is intended to use to observe the combined effect. The CMA version 3.0 program 
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allows at most 11 moderators to analyze simultaneously. We have 23 moderators that 

can be included in analyses. Therefore, We tried to determine practically and 

theoretically important moderators that explain the total variance, which was the 

general model. This process needs to search previous literature on the effectiveness 

of intervention methods from a meta-analytic perspective. Additionally, the simple 

meta-regression analysis results should also be consistent with previous findings. 

These moderators are region, subject domain, education level, instrument type, 

teacher training, sample size, question type, experiment design, publication type, 

material type, intervention length, and publication year. Nevertheless, the combined 

effect of these moderators does not give precise evidence about the best general 

model and the individual effect of moderators in the model. 

It should also be investigated on the question, “which moderators are really effective 

for treatment in simultaneous models?”. “Is there any significant correlation between 

moderators?” These analyses provide more comprehensive knowledge about each 

moderator in the model. There are indexes that inform us about the correlation matrix 

for moderators, like tolerance and VIF indexes. The VIF (variance inflation factor) 

index is the degree of multicollinearity in the moderator set during the multiple 

regression analyses. This value should not exceed 10 to inform uncorrelated 

independent subgroups (Cohen et al., 2003). On the other hand,  the VIF or tolerance 

indexes do not give evidence about the moderator correlations but rather inform us 

about the correlations between subgroups.“The VIF index is the 1/(1-Ri
2),  where 

Ri

2
 is the squared multiple correlation coefficient between column i and the 

remaining columns of the design matrix. VIF is not very informative as some 

variables are algebraically connected to each other” (Harrel, 2015, p.79). Therefore, 

it may not be observed multicollinearity between moderators with VIF index may not 

be observed in the distribution of effect sizes, p-values, and R
2
  values. The tolerance 

is just an inverse proportion of VIF, which is 1/VIF. In this sense, investigating 

moderators by practical applications can give more reliable evidence about the 

degree of correlations for moderators in simultaneous analyses. 
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Simultaneous Model 

No isolated treatment effect yields a precise result since CCS also interacts with 

other explanatory variables simultaneously. In this sense, it is essential to set a model 

that includes explanatory variables to explain the true impact of treatment 

intervention. This final state of treatment effect will be adjusted by controlling 

potentially important factors. Therefore, describing the potentially important 

moderators improves our understanding of the true treatment effect. For the scope of 

this study, the theoretical background, simple and multiple meta-regression analyses 

enable to derive a simultaneous model that best explains the variation in effect sizes. 

The inclusion and exclusion of moderators in the simultaneous model are critical in 

that theoretical background, and statistical evidence should be balanced to set the  

most reasonable scheme. For the scope of this study, firstly, moderators related to the 

randomization process and internal validity threats are prominent to test the effect of 

study quality on achievement. In any area of education literature, the quality of the 

intervention process may interact with the findings (Glass & Smith, 1978). Previous 

meta-analyses also infer that study quality interacts with effect value, namely, poor 

study quality considerably inflates the effect size (Chadwick, 1997; Cuijpers et al., 

2009). In this sense, design characteristics related to the type of experiment design 

(poor, quasi, true experimental) are an effective moderator in literature. 

Additionally, White (1988) and Johnson & Johnson (2000) proposed that teacher 

training impacted the efficiency of any instructional method. The efficacy of a 

method is strictly related to the implementer's proficiency. In this sense, better 

teacher training results in a higher effect size value. It is important that the 

implementer should be adequately trained on the implementation process to become 

evident of the effect of the method. The simple and multiple meta-regression 

analyses also support that experimental design and teacher training are significant 

independent moderators on achievement. Therefore, including these two moderators 
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in the general model is substantial. The Table 4.81 demonstrates the impact of the 

combined effect of two moderators on achievement by reporting notable  R
2
 values. 

Table 4.81 The multiple meta-regression model for moderators related to design 
characteristics 

No Variables 
Study 

Characteristics 
Simple 

R
2 P k 

Multiple R 
sq. 

1 Experiment  design Design  0.08 <.001 218 0.16 

 Teacher training Design  0.10 <.001 218  

 

Secondly, the publication characteristics' effect is frequently tested in meta-analytic 

studies. The previous meta-analytic CCS studies (Armağan, 2011; Gelen, 2015) 

propose that doctoral dissertations have a higher mean value. Dissertations are 

expected to give more prominence to controlling confounding variables across other 

types. Namely, doctoral dissertations provide better control for internal validity 

threads. That is why the overall effect value is possibly influenced by publication 

type. The multiple meta-regression analyses also support the theoretical background, 

so dissertations have a higher effect value than other types (Table 4.82). Therefore, 

we included in the general model to moderate the effect of CCS on student 

achievement. 

Table 4.82 The general model that includes moderators related to design and 
publication characteristics 

No Variables 
Study 

Characteristics 
Simple 

R
2 P k 

Multiple R 
sq. 

2 Experimental  design Design  0.08 .005 218 0.27 

 Teacher training Design  0.10 .012 218  

 Publication type Publication  0.02 .026 218  

 Publication year Publication  0.12 .010 218  

 

The impact of the publication year should be considered in that year is a significant 

publication character in meta-analytic studies on education (Bayraktar, 2000; 

Chadwick, 1997). For the scope of this study,  we coded publication year as the year 

in which the treatment was applied. As theoretically, there are two bases for this 
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impact. Firstly, new studies may take into consideration the limitations of early 

studies during application so that new studies provide a more planned process. This 

may inflate the effect value for new studies (Armağan,2011). Secondly, the 

popularity of methods gives direction to researchers.  In some year intervals, CCS 

had investigated more intensely to disclose the true impact of the method on the 

learning process. This trend can be observed by the number of studies throughout the 

years (Table 4.2). This situation might cause an increase in the representativeness of 

the sample for the population and provide more precise findings in those years. 

Therefore year may become an effective moderator on achievement scores. The 

statistical evidence and early meta-analysis on CCS also support this hypothesis 

strictly (Armağan, 2011; Gelen, 2015). A distinctive pattern for those year intervals 

was observed related to the popularity of the method and overall effect value (Table 

4.2).  Thus, year is a prominent independent moderator on student achievement for 

CCS and should be tested in the general model. There are strong indications that 

study intervention characteristics are effective moderators in literature (subject 

domain, intervention length, and material type). In particular, different subject 

domains have different impacts on treatment interventions for CCS (Armağan, 2011; 

Mufit et al. , 2020). The statistical findings support the idea that different domains 

may create different treatment impacts on achievement even the other moderators 

controlled (Table 4.83). On the other hand, multiple regression analyses do not 

support the efficacy of material type. Additionally, the missing data on intervention 

length conceal the role of this moderator. 

Table 4.83 The general model that includes moderators related to design, publication, 
and intervention characteristics 

No Variables Study Characteristics  
Simple 

R
2 p k 

Multiple 

R sq. 

3 Experimental  design Design  0.08 <.001 218 0.32 
 Teacher training Design  0.09 .003 218  

 Publication type Publication  0.02 .047 218  
 Publication Year Publication  0.12 .002 218  
 Subject Domain Intervention  0.14 .001 218  

 



 
 

 
 

266 
 

Finally, it can be prioritized that the possible effect of sample characteristics like 

region (Africa, Asia, America, Europe, and Turkey) is a critical issue. The simple 

and multiple meta-regression analyses also support that region is a significant 

independent moderator on achievement even after controlling publication 

characteristics, experimental design types, teacher training process, and subject 

domains (Table 4.84). Therefore it is substantial to include region moderator in the 

general model. 

Table 4.84 The general model that includes moderators related to design, publication, 
intervention, and sample  characteristics 

Model Variables 
Study 

Characteristics 

Simple     

R
2 p k Multiple R

2
 

4* Experimental  design Design  0.08 .010 218 0.35 
 Teacher training Design  0.09 .008 218  
 Publication type Publication  0.02 .025 218  

 Publication Year Publication  0.12 .046 218  
 Subject Domain Intervention  0.14 .005 218  

 Region  Sample  0.24 .029 218  

 

Additionally, the treatment process can be accepted as an effective moderator of 

achievement. One important hypothesis is that the short duration of the intervention 

causes a lack of deeper comprehension of knowledge for students. That is why 

increasing intervention length enables most likely to boost effect value (White, 

1988). In this sense, simple meta-regression analyses inform that the intervention 

length is an effective moderator. But, the coded sample in this moderator is smaller 

than other moderators. Therefore, it is reasonable to test this moderator finally. On 

the other hand, multiple meta-regression imply that intervention length also interacts 

with other moderators (Table 4.85). Therefore, it is not an individual moderator 

rather, it reflects the effect of studying other moderators. In this sense, it is not 

reasonable to include it in the general model. 
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Table 4.85 The general model that includes moderators related to design, publication, 
intervention, and sample  characteristics 

No Variables 
Study 

Characteristics 

Simple 

R
2 P k 

Multiple 

R sq. 

6 Experimental  design Design  0.08 0.02 144 0.35 
 Teacher training Design  0.09 0.02 144  
 Publication type Publication 0.02 0.29 144  

 Year Publication 0.12 0.03 144  
 Domain Intervention 0.14 0.07 144  
 Region Sample 0.24 0.50 144  

 Intervention length Intervention 0.11 0.11 144  

 

Figure 4.14 demonstrates the simultaneous model yielded by 23 explanatory 

moderators and 218 primary studies. According to the general model, region, 

domain,  experimental design, teacher training, year, and publication type impact the 

effectiveness of CCS on student achievement. The multiple meta-regression results 

imply that this model can explain about 35%  heterogeneity. 

 

Figure 4.14 Path representation of simultaneous model on treatment effect 
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4.5 Publication Bias 

As we explained before, we ran several analyses to examine the degree to which 

publication bias was a threat to the validity of this meta-analysis. First, Orwin’s fail-

safe N was 1853, much larger than the total number of studies (218) included in this 

meta-analysis. Therefore, the results of the meta-analysis seem robust to publication 

bias. Then, we examined the funnel plot for small study bias. Figure 4.2 shows the 

funnel plot, which appears asymmetrical: as the standard error increases, the effect 

sizes tend to have larger effect sizes. Egger’s regression test also points out an 

asymmetry (t(216)= 8.21, two-tailed p<.001). The Trim and Fill method imputes 70 

studies to the left of the mean to eliminate this asymmetry, resulting in an adjusted 

effect size of 0.71 when using a fixed-fixed model. On the other hand, the random-

random model yields an adjusted effect size of 1.23, imputing 24 studies to the right 

of the mean. The asymmetry in the funnel plot and the trim and fill method indicate a 

small study bias, which may or may not result from a publication bias. Therefore, we 

also performed selection models to calculate an adjusted effect size. The selection 

model gives us an adjusted g = 0.93, 95% CI [0.75, 1.11] for random effects 

estimate. Finally, we conducted a Robust Bayesian Meta-Analysis using 36 models 

to calculate a robust mean effect size. This analysis gives us a robust mean effect size 

of g = 0.93. The adjusted effect sizes estimated by the selection method and Robust 

Bayesian Meta-Analysis are close to each other and are still considered large effects. 

Accordingly, we conclude that publication bias does not change our interpretation of 

the mean effect size. Table 4.86 presents the results of our analyses to examine 

publication bias. 
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4.6 Heterogeneity Analysis  

The heterogeneity analyses yielded statistically significant results for not only the 

effect size distribution of all 218 studies (Q(217)=1428.10, p<.001) but also that of 

cognitive conflict (Q(149)=1017.18, p<.001), cognitive bridging (Q(29)=155.83, 

p<.001), and ontological category shift (Q(8)=29.21, p<.001). As shown in Table 

4.87, all I
2
 values are above 80% except for ontological category shift (73%), which 

means that most of the total variance corresponds to the between-study variance for 

all distributions. In addition, large tau squared values provide evidence of high 

heterogeneity within the distributions, resulting in a wide prediction interval for each 

distribution. In other words, each strategy has a significant and large amount of true 

heterogeneity. 

Table 4.87 The heterogeneity analyses result for CCSs. 

     Heterogeneity 

Strategy k g p 95% CI T
2 

I
2 

QT 95% PI 

Overall Conceptual 
Change 

218 1.10 <.001 [1.01, 1.19] .35 84.80 1428.10 [0.19,2.38] 

Cognitive Conflict 150 1.10 <.001 [1.00, 1.21] .36 85.35 1017.18 [0.18,2.03] 

Cognitive Bridging 30 1.06 <.001 [0.84, 1.28] .30 81.39 155.83 [0.20,1.92] 

Ontological Category 
Shift 

9 0.88 <.001 [0.50, 1.26] .22 72.62 29.21 [0.07,1.69] 

k: Number of studies; g: Hedges’ g; QT: Total heterogeneity;  CI =Confidence interval; PI= Prediction 
interval; T

2
:Between study variance; I

2
: The ratio of true variance to the total variance.  
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CHAPTER 5 

 

DISCUSSION AND CONCLUSION 
 

 

In this meta-analysis, we aimed to synthesize the studies investigating the effect of 

CCS on science achievement in more than 30 years. By doing so, we sought not only 

to estimate the degree to which overall CCS affects science achievement but also to 

examine if there is any difference in the effectiveness of different types of CCS. In 

this sense, we compared three main types of CCS extensively studied in the literature 

that derived from three knowledge perspectives: cognitive conflict, cognitive 

bridging, and ontological category shift. Furthermore, we conducted moderator 

analyses to explain the heterogeneity in the distribution of true effect sizes by 

conducting simple and multiple meta-regression analyses. We performed a RoBMA 

adjustment analysis for publication bias sensitivity. 

We tried to standardize the effect values by including primary studies that used 

control group design as traditional instruction. So we aimed to yield more consistent 

findings by controlling the effect of traditional instruction across the studies.  

In this context, we combined the results of 218 studies involving 18,051 students 

from four continents. This broad sample of studies consists of published and 

unpublished studies conducted in a wide range of time-interval from 1989 to 2020. 

We also investigated publication, design, sample, intervention, and measurement 

characteristics. The studies were collected through a systematic and comprehensive 

literature search that 147 studies yielded from Turkey, 28 from America, 23 from 

Europe, 12 from Asia, and 8 from Africa. We believe that the sample of this meta-

analysis is highly representative of CCS studies in science education literature. 
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5.1 The Effect of CCS on Science Achievement 

Our findings show that CCS has a large overall effect on science achievement. This 

result is consistent across all CCS types. Although the mean effect size for studies 

using ontological category shift is slightly smaller than others, the difference is 

neither statistically significant nor explains a considerable heterogeneity of true 

effect sizes. In other words, each type of CCS consistently has a large effect on 

science achievement. However, the distributions of effect sizes are highly 

heterogeneous, resulting in a wide prediction interval for the mean effect size for 

each type of CCS. Therefore, we conducted moderator analyses using some variables 

related to study characteristics. 

The overall effect size indicating the effectiveness of CCS is consistent w ith previous 

meta-analyses in the literature (Armağan, 2011; Gelen, 2015; Guzzetti et al., 1993; 

Schroeder & Kucera, 2021). In other words, our findings, similar to previous meta-

analyses, confirm that CCS significantly affects science achievement regardless of 

publication, sample, design, intervention, or measurement characteristics. Although 

the scope and sample of the prior meta-analyses are not the same as ours, the 

consistent findings revealed in all these meta-analyses provide strong evidence for 

the effectiveness of conceptual change strategies. 

As we underlined before, what is unique about this meta-analysis is that we 

compared the relative effectiveness of each conceptual change strategy. Thus, one of 

the key findings in this meta-analysis is that each conceptual change strategy 

consistently has a large effect on science achievement. The meta-analyses of 

Armağan (2011) and Gelen (2015), focusing mainly on cognitive conflict, estimate 

the overall effect size to be 1.18 and 1.13, respectively. These values are very close 

to the one estimated for the cognitive conflict in this meta-analysis (g=1.10). 

However, in a recent meta-analysis, Schroeder and Kucera (2021) synthesized the 

studies on the refutational text and gave us an overall effect size of 0.45 for science, 

which is smaller than the one in this meta-analysis (g=1.09 for text-based CCS). 
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There could be several reasons for this discrepancy, one of which is the sample 

characteristics of the meta-analyses. Schroeder and Kucera reviewed 33 studies 

published in North America, whereas we synthesized 218 studies, 147 of which 

come from Turkey and 28 from North America. The overall mean value for studies 

from North America is very consistent with Schroeder and Kucera's findings. In this 

sense, findings are consistent when we consider the regional impact. 

We also performed several analyses to examine the effect of the publication bias on 

our results. The high values that yielded from Rosenthal and Orwin's Fail-safe N 

show that the results were robust to publication bias. Furthermore, both selection 

models and Robust Bayesian Meta-Analysis estimate large adjusted effect sizes close 

to the unadjusted one. Thus, we conclude that publication bias does not considerably 

affect our interpretation of the results in this meta-analysis. 

5.2 The Role of Study Characteristics on the Effectiveness of CCS 

Main effect analyses are extremely important to draw a comprehensive conclusion 

about the effectiveness of conceptual change strategy. On the other hand, there is a 

significant distribution among effect values. The amount of this variation is 

measured through heterogeneity analyses, which inform us that there is significant 

variation between study variances.  In this sense, there are prominent moderators that 

provide evidence on reasons for heterogeneity in effect size values. This practical 

knowledge improves understanding of the possible roles of moderators for the 

effectiveness of CCS in student achievement. We examined several moderator 

variables to explain the heterogeneity in true effect sizes. We categorized these 

variables into five broad characteristics : publication, sample, design, intervention, 

and measurement (Table 5.1).  

In terms of the role of publication characteristics, publication type is one of the most 

criticized moderators in literature (Borenstein et al., 2009). As a theoretical 

perspective, published and unpublished studies yield different effect values due to 
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the publication bias. This criticism implies that researchers have less tendency to 

publish studies with nonsignificant results. So, articles have a higher effect size value 

than unpublished studies like dissertations, master theses, or conference papers. On 

the other hand, the coding process of publication bias is not straightforward. Most of 

the conference papers, master theses, and doctoral dissertations could also be 

published. In this sense, it is not easy to code these sources as unpublished.  

Therefore, testing the theoretical argument on publication bias is a controversial 

issue.  Nevertheless, the previous meta-analyses support this issue by reporting very 

divergent results for publication type moderator (Kaçar, 2021; Üstün, 2012). In the 

scope of this study, simple meta-regression analyses disclosed that publication type 

is not a significant moderator when included in the analysis alone. However, it turns 

out to be significant when it was analyzed with other variables using multiple meta-

regressions (Table 4.84). Doctoral dissertations have a larger mean effect size than 

other publication types. We need to note that if a dissertation or thesis was also 

published in a journal, we included the dissertation or thesis since it generally 

provided us with much more detailed information about the study than journal 

articles. That is to say, the results revealed from some of these dissertations were also 

published in journals, but we still labeled them as dissertations. Thus, this 

classification does not directly represent comparing published and unpublished 

studies.  

Meta-analytic studies have also criticized the publication year impact for  publication 

characteristics (Armağan, 2011; Bayraktar, 2000). Initially, we have to say that the 

publication year expressed here is the year in which the treatment was applied. The 

mean effect size of the studies conducted between 2006 and 2010 is larger than the 

others. This result is also consistent when we consider simultaneously the 

theoretically important moderators like design and sample characteristics. Previous 

meta-analyses appear to show a similar pattern. For example, Guzzetti (1993), as one 

of the earliest meta-analyses on conceptual change, covers the studies between 1981 

and 1991, but most of them were conducted in the second half of this time interval. 
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The findings of this meta-analysis indicate an overall effect size of 0.85. In addition, 

Armağan (2011) classified the primary studies into three groups separated by five 

years. The mean effect sizes are 0.98, 1.08, and 1.25 for the studies conducted  

between 1995-1999, 2000-2005, and 2006-2010, respectively. There could be several 

reasons for this trend, such as the developments in the conceptual change theory or 

improved experimental conditions in more recent studies. Yet, we do not have any 

empirical evidence to support these explanations in this meta-analysis. 

Study quality is another important issue in meta-analysis literature. In any area of 

education literature, the quality of the intervention process may interact with the 

findings (Glass & Smith, 1977). Previous studies also infer that the better study 

designs reveal the true effect value more clearly (Chadwick,  1997). We aimed to 

investigate the effect of study quality by including moderators related to design 

characteristics like the design of the experiment and the teacher training. As a result 

of simple meta-regression, increasing study quality causes to a decrease in mean 

effect value. For instance, the quasi-experimental studies have a much larger mean 

effect size than the true-experimental studies. Unlike quasi-experimental design, 

true-experimental design requires random assignment of the subjects to treatment 

groups, which is an influential way to control threats to internal validity (Fraenkel et 

al., 2012, p. 266). Therefore, any difference between the mean effect sizes of true 

and quasi-experimental studies may result from the degree to which they control the 

threats to internal validity. And if this is so, we might be overestimating the overall 

effect size because of the weakness of the poor and quasi-experimental designs.   

Furthermore, the studies reporting the teacher training reveal a larger mean effect 

size than those that did not. Teacher training is essential to boost implementation 

fidelity. Carroll et al. (2007) claim that the variations in the degree to which 

implementation fidelity is achieved in primary studies might explain the 

heterogeneity in their results. Additionally, the efficacy of a method is strictly related 

to the implementer's proficiency. In this sense, better teacher training result in a 
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higher effect size value. It is vital that the implementer should be adequately trained 

in the implementation process to become evident of the effect of the method. From 

this perspective, our findings show that the conceptual change strategies work more 

effectively when the implementation fidelity is elevated through teacher training. 

Multiple meta-regression with different explanatory moderators also supports this 

evidence. That is, if we control other explanatory moderators with the training 

process one by one simultaneously, the training process is still influential on student 

science achievement. 

Investigating the intervention characteristics is one of the main themes of this study. 

Subject domain is one of the most important moderating variables regarding the 

intervention characteristics. The studies in Chemistry have a considerably larger 

mean effect size than those in Physics and Biology. In contrast, the studies in 

Biology have the smallest mean effect size among these three subject domains.  

Multiple meta-regression with explanatory characteristics also supports this 

evidence. If we control other moderators with subject domain simultaneously, it is 

still effective on student achievement. So that the subject domain can be a pivotal 

independent moderator on student achievement for CCS. This result is also 

compatible with previous meta-analyses that used domain as a moderator in 

conceptual change strategy and problem-based methods (Arık & Yılmaz, 2020; 

Armağan, 2011; Gelen, 2015; Üstün, 2012). But there is no clear theoretical 

argument about why CCS works more effectively in literature in a specific subject 

domain. Thus, further qualitative and quantitative analyses could enable to disclosure 

of this issue more comprehensively.  

Intervention length also moderates the effect of CCS on science achievement. One 

important hypothesis is that the short duration of the intervention causes a lack of 

deeper comprehension of knowledge for students (White, 1988). The effect size 

increases as the intervention length increases, indicating that it takes time to observe 

the actual impact of conceptual change strategies. Previous meta-analytic results on 
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the conceptual change also support this finding (Chadwick, 1997; Gelen, 2015). On 

the other hand, controlling the other moderators with multiple meta-regression 

analyses is critical. Simultaneous analyses also show that length seems effective and 

has a significant and individual impact on treatment. This finding is reasonable 

because students and teachers may require time to get used to a new method, which 

is considerably different from what they usually experience in their classes. 

Intervention intensity can be another moderator that makes sense to readers as 

theoretically significant in that more treatment dosage in a short period may yield 

higher student achievement. On the other hand, simple and multiple meta-regression 

analyses imply the ineffectiveness of treatment intensity. Intended results are broadly 

reasonable to reviews of recent studies attaining no consistent association between 

treatment intensity and student achievement (Kim et al., 2021; Kraft et al., 2018; 

Lynch et al. , 2019). Therefore, it can be concluded that treatment intensity has no 

significant impact on student achievement. 

The region is the only variable that explains a significant amount of heterogeneity in 

terms of sample characteristics. The studies conducted in Turkey have a significantly 

larger mean effect size than those in other studies. Previous meta-analyses on the 

conceptual change also support this finding. For example, most of the primary 

studies synthesized in Armağan (2011) and Gelen (2015) were conducted in Turkey. 

The overall effect sizes estimated in these meta-analyses are large and close to the 

one in this meta-analysis. Schroeder and Kucera (2021), on the other hand, cover the 

studies conducted in North America and estimate an overall effect size of 0.45 for 

science. As noted previously, this could be one of the reasons for the discrepancy 

between their findings and ours. This result is parallel to previous meta-analyses also 

(Arık & Yılmaz, 2020; Gözüyeşil & Dikici, 2014; Üstün, 2012). This moderator 

implies that conceptual change strategies work best in Turkey and worst in Europe 

and America. But, the critical question is why the region is an effective moderator. 

Simple meta-regression analyses only give rough evidence about the possible 
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explanatory moderators. Analyses imply that the region moderator can also interact 

with other moderators. In this sense, multiple meta-regression could provide more 

comprehensive evidence of the region's effectiveness. For example, the studies in 

Turkey are mainly designed as quasi-experimental (88%), use objective-type 

questions for assessment (92%), and most teachers were trained by researchers 

(56%). On the other hand, in Europe and America,  researchers have used less 

frequently quasi-experimental designs (17%, 39 %) and objective-type questions for 

assessment  (28 %, 43%), and very few teachers were trained (27%, 44%). In this 

sense, region can be an over-effective moderator due to the interaction with these 

moderators, even if region seems most effective in a simple regression model. The 

effect of region can also be related to the intervention, design, and sample 

charactersitics. On the other hand, even though we control design and publication 

characteristics with region moderator, the region is still an effective moderator on 

student achievement. It is important to note that this variable remains significant in 

the final model created using multiple meta-regression analyses. In other words, it is 

a substantial moderator above and beyond the other variables in the model, which 

includes some other essential moderators. It would seem reasonable that this finding 

arises from another moderator we could not include in this meta-analysis.      

One of the important intervention characteristics concerning simple meta-regression 

analysis is the material (computer, hands-on, or text-based). Material is a particular 

moderator for the scope of this study. Students can use different materials during 

intervention process like hands-on materials (laboratory activities, real tools, or 

chemicals), computer-based materials (simulation, demo, or video), or text-based 

materials (texts, maps,  or drawings). Multiple intelligence theory proposes to 

include different types of materials to appeal to various attributes of students during 

educational interventions. So the properties of instructional tools may interact with 

student achievement. Some students may prefer computers, but some prefer real 

experimental environments. That is why the materials that students interact during 

the intervention can make a difference on student achievement. Simple meta-
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regression analyses support this theoretical argument by showing significant 

heterogeneity between different material types. This result implies that hands-on 

materials work better for student achievement than computer-based and text-based 

materials. Nevertheless, the multiple meta-regression analyses give more extensive 

evidence on this issue. This moderator is also affected by other moderators and has 

no significant and individual impact on the treatment effect. This final state of 

knowledge reveals that material does not significantly change CCS's effectiveness on 

student achievement. 

Outcome measure type (misconception test or general achievement test) is also a 

special moderator for this study as measurement characteristics. Some primary 

studies use general achievement tests to measure the effect of CCS. On the other 

hand, conceptual change strategy aims to eliminate misconceptions rather than to 

grasp new knowledge. In this sense, it is expected that the studies that used a 

misconception test for assessment should provide a higher effect value than studies 

that used general achievement tests. As a result of simple meta-regression analyses, 

results derived from misconception tests had trivial differences from the achievement 

test scores. On the other hand, due to the moderator interactions, this hypothesis 

merits further scrutiny by carefully coding this issue to yield more valid analyses. 

For further investigation, we controlled explanatory moderators in multiple meta-

regression. Consequently, there is no significant difference in student science 

achievement scores for different outcome measure types. 

Education level (elementary, middle, high, university) should also be investigated for 

the effectiveness of different methods. In this sense, it was included in both simple 

and multiple meta-regression analyses to provide a more comprehensive 

understanding of this moderator. Some meta-analytic studies indicated that 

educational interventions work better in lower-level grades like preschool and 

elementary levels (Arık & Yılmaz, 2020; Kim et al., 2021).  On the other hand, there 

are also inconclusive meta-analytic findings (Armağan, 2011; Deniz, 2019). In this 



 

 
 

280 
 

study, the simple meta-regression analyses imply that  CCS works better at the high 

school level. Nevertheless, the multiple regression analyses give more 

comprehensive evidence on this issue since explanatory moderators are taken into 

consideration simultaneously. This moderator is also affected by other moderators 

and has no significant and individual impact on the treatment effect. This final state 

of knowledge revealed that education levels do not significantly change student 

achievement. 

Instrument type (adapted test, pre-existing test or researcher-developed test) is one of 

the effective moderators in literature. The validated standardized tests are more 

robust against random errors and researcher bias (Bayraktar, 2000). Therefore, it is 

expected to have a more negligible role in the treatment effect for systematic errors. 

Additionally, researcher-developed instruments are more purposeful and related to 

learning outcomes. In this sense,  it is reasonable to expect differences between 

standardized and researcher-developed tests. According to simple meta-regression 

analyses, the CCS has the highest overall mean value if researchers use a researcher-

developed test for assessment rather than other test types. There is significant 

heterogeneity between moderators. Nevertheless, multiple meta-regression with 

explanatory moderators did not support this evidence. Instrument type was not an 

effective moderator if we controlled study quality or publication characteristics. As a 

result, instrument types do not yield a significant impact on  student achievement for 

CCS. 

One of the explanatory moderators in sample characteristics is the sample size. As a 

theoretical argument, studies with a small sample size enable researchers to control 

moderators better and may increase treatment effect (Kulik et al., 1985). It is so that 

better controlling processes yield higher treatment scores (Chadwick, 1997). The 

simple meta-regression analyses informed that sample size did not impact treatment 

efficiency. The existing meta-analyses yielded controversial findings on this issue 

(Armağan, 2011; Bayraktar, 2000; Gelen, 2015). For the scope of this study, we 
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controlled the effective characteristics (design and publication characteristics) 

simultaneously to observe the true effect of the sample size. The final state of 

knowledge revealed that sample size is not an effective moderator for CCS. 

One of the effective moderators for simple meta-regression analysis is the question 

type for the assessment process (open-ended, objective type, or mix) representing 

measurement characteristics. The conceptual change strategy is affected by question 

type significantly. The mixed question type (including both open-ended and 

objective types) is also included in the analyses. The results imply that using 

objective-type questions during the assessment process enables to yield of higher 

effect value than open-ended and mix-type questions. The mix-type is also 

significantly higher than the open-ended question type. On the other hand, these 

results are not compatible with previous meta-analyses (Arık & Yılmaz, 2020; Üstün, 

2012). In this sense, multiple meta-regression is crucial to yield more valid and 

comprehensive knowledge. Multiple meta-regression with explanatory moderators 

supports previous studies and implies that assessment with objective-type questions 

might overestimate the effectiveness of conceptual change strategies. The type of 

assessment instrument also appears to be significant, but it did not explain a 

considerable variance. That is, if we control design characteristics with question type 

moderator, it is not effective on student achievement. The final stage of investigation 

reveals that different question types in the assessment process do not cause any 

significant heterogeneity in student achievement for CCS.   

Finally, the type of conceptual change strategy (cognitive conflict, cognitive 

bridging, or ontological category shift) is also critical and a special moderator for the 

scope of this study.  Different conceptual change perspectives do not entirely reject 

each other but lead to a dispersion of the possible roles of prior knowledge through 

the conceptual change process. Different instructional implications of CCS yield very 

divergent effectiveness on achievement (Brown, 1995; Slotta & Chi, 2006; Smith et 

al., 1993; Tsai, 2003; Zohar & Kravetsky, 2005). Therefore, different instructional 
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strategies of conceptual change perspective may have different profiles on student 

achievement and cause significant variation in effect size values. We derived three 

common types of strategy from the characteristics of 218 primary studies and 

theoretical knowledge introduced by Posner et al., 1982; Smith et al. , 1993 and Chi 

et al. 1992; 1993; 1994; 2002; 2008. At the same time, we also validated this 

grouping using primary study authors' feedback, which included studies in this meta-

analysis. The list of authors that provide feedback on this issue is also attached to the 

appendix. We also investigated the effect of strategies individually in the main effect 

analyses.Additionally, their impact on the heterogeneity in total variance was 

analyzed by using simple and multiple meta-regression analyses. These analyses 

reveal that there is no significant heterogeneity among these groups. This moderator 

is also affected by other moderators and has no significant and individual impact on 

the treatment effect. As a result, there is no significant difference between these 

strategies on science achievement. 

The hierarchical multiple meta-regression analysis yielded a parsimonious model 

including six moderators, explaining 35.1% of the heterogeneity. This model allows 

us to estimate the effect of a particular moderator variable above and beyond the 

other variables in the model. In this model, quasi-experimental studies have a larger 

mean effect size than other studies even when we control for the type and year of the 

publication, the subject domain, the region where the studies were conducted, and 

whether the teachers were trained before the intervention. 

To sum up, we identified some moderator variables affecting the effectiveness of 

conceptual change strategies on science achievement in terms of publication, sample, 

design, intervention, and measurement characteristics. Furthermore, we created a 

parsimonious model using multiple meta-regression to examine the unique 

moderating effect of some important variables. On the other hand, based on our 

meta-analysis, the conceptual change strategies significantly improve science 

achievement regardless of any study characteristics.  
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Table 5.1 Summary of the results yielded by simple meta-regression analyses 

 
 
Q: Total heterogeneity; T

2
: Between study variance; I

2
: Ratio of the true variance to the total 

variance; R
2
: Ratio of the explained variance to the total variance. 

*The moderators explain a significant amount of heterogeneity. 

 

 

 

Study Characteristics Variables 
Heterogeneity  

Q p T
2
 I

2 
R

2 

Publication  
Characteristics 

Publication Type 6.73 .089 .34 84.57 .02 

Publication Year * 22.59 .001 .32 83.30 .12 

       

Sample  
Characteristics 

Region* 48.33 <.001 .27 81.12 .24 

Sample Size 5.98 .200 .33 84.80 .05 

 Class Size 5.74 .219 .34 84.31 .03 

 Education Level* 9.27 .026 .34 84.43 .02 

 School Location 1.27 .296 .36 85.34 <.01 

 School Type 0.07 .790 .35 85.22 <.01 

       

Design  

Characteristics 

Experimental Design* 23.72 <.001 .33 83.77 .08 

Sampling Method 0.99 .319 .35 84.71 .01 

 Researcher Effect 8.39 .573 .36 84.64 <.01 

 Teacher Effect 9.68 .601 .37 85.12 <.01 

 Treatment Verification 0.32 .570 .35 84.84 <.01 

 Teacher Training* 16.68 .000 .32 83.52 .10 

       

Intervention  
Characteristics 

Type of CCS 0.95 .622 .35 84.53 <.01 

Material* 6.16 .046 .34 84.50 .02 

 Subject Domain* 28.27 <.001 .30 82.73 .14 

 Intervention length* 15.81 <.001 .31 83.46 .11 

 Intervention Intensity 0.33 .564 .37 85.58 <.01 

       

Measurement  
Characteristics 

Instrument Type* 3.76 .035 .35 84.42 .02 

Question Type* 2.95 <.001 .32 82.24 .14 

 Number of Tiers 3.12 .215 .34 84.50 <.01 

 Type of Outcome  

Measure 

2.04 .165 .36 85.07 <.01 
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5.3 Implications for Theory and Practice  

In earlier sections, we limited ourselves to discussions of the results of quantitative 

analyses. In this section, we will question our findings from the theoretical 

perspective and discuss some issues from a practical point of view. One of our 

frustrations in this meta-analysis is that we used only science achievement as an 

outcome variable because most studies focused on this variable. However, the 

theoretical framework of each strategy gives different messages about how to learn 

science. Cognitive bridging, for example, appreciates what is already known, while 

cognitive conflict does the opposite. This may cause a difference in students'  

epistemologies about how to learn science. Similarly, several motivational factors, 

especially self-efficacy beliefs, can be affected by consistent falsification of what 

students already know during implementing cognitive conflict strategy (Smith et al. , 

1993). However, few studies focus on motivational or epistemological factors as 

outcome variables. Although the three conceptual change strategies do not 

significantly differ in the degree to which they affect students' science achievement, 

they may still diverge considering their effects on other outcome variables. 

Treatment fidelity emerges as another issue for the available primary studies in the 

literature on conceptual change, as argued by researchers in other domains (Moncher 

& Prinz, 1991; Swanson et al., 2013). Unfortunately, the primary studies hardly 

provide evidence about the fidelity of the treatments. All of the conceptual strategies 

require carefully designed procedures for implementation. In the case of cognitive 

conflict strategy, anomalous data or discrepant events have been used to trigger 

cognitive conflict. Nevertheless, several researchers reported that the intended 

conflict might not be achieved (Chan et al., 1997; Chinn & Brewer, 1993). 

According to these researchers, students' responses to anomalous data can range from 

unadopted to comply with anomalous data. Even though carefully selected 

anomalous data cannot guarantee a meaningful conflict, it is the best tool to initiate a 

conflict. Some researchers have included data about how students' responses to 
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anomalous data contribute to their gains from the cognitive conflict strategy (Lee & 

Byun, 2012). We need more of this kind of study to perform analyses examining the 

heterogeneity of the effects of cognitive conflict strategies. 

Similarly, the cognitive bridging strategy relies on analogies, especially 

anchoring/bridging analogies. Anchoring analogies have some unique qualities. 

Furthermore, calling them analogies can be misleading because they are not 

analogies but the concept itself. For example, the analogy of "a hand pressing on a 

spring" is used to eliminate students' misconception that "inanimate objects do not 

exert force.” This analogy was used in the preliminary study by Clement et al. (1989) 

to overcome students' misconception about the reaction force acting on a book 

resting on a table. Without going into details, both analog (the force acting on a hand 

pushing the spring) and target concepts (the force acting on a book resting on the 

table) are related to the same concept, the reaction force. The difference is that the 

force on the hand exerted by the spring is more noticeable for students compared to 

the force on the book by the table. However, in traditional analogies, the analog and 

the target concepts are different from each other. When using these analogies, it is 

critical to discuss the dissimilarities and the similarities between the analog and the 

target concepts. It is always possible for students to pick up new misconceptions out 

of the traditional analogies if the necessary precautions are not taken (Spiro et al. , 

1988). However, this is not the case for anchoring "analogies" because they are not 

analogies. In primary studies, we encounter traditional analogies as well as anchoring 

ones. More detailed discussions about the similarities and differences between the 

analog and the target concepts are needed.    

On the other hand, ontological category shift seems to be the most novel approach 

among the conceptual change strategies. This is probably why the number of studies 

testing ontological category shifts' effectiveness is far smaller than the ones for the 

other strategies. Furthermore, most of the studies on ontological categories focus on 

the concepts already categorized by Chi and her colleagues (1992; 1993; 2002). 
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Identifying the ontological categories of different concepts seems to be one of the 

challenging tasks of this strategy. Several researchers engaging in such a task, 

especially for physics concepts, have been arguing about the difficulties of locating 

them into distinct categories (Chiu et al., 2005; Çoruhlu & Çepni, 2015; Yang et al., 

2012). All these discussions are fruitful in creating awareness about the ontological 

nature of concepts and providing feedback for the ontological category theory.   

In terms of instructional practices, it is evident that students have misconceptions that 

are hard to eliminate. In this sense, the most efficient way of overcoming this barrier 

is using the CCS instead of traditional strategies regardless of subject, material, and 

conceptual change strategy. The effectiveness of the CCS is not related to the 

intensity of the process. It is more important how many course hours are applied. For 

this reason, it is important to conduct more instruction in optimum time intervals 

rather than in short-term, intensive applications. Furthermore, the effectiveness of 

instruction does not change in large or small classes, contrary to common belief, but 

the effect of other variables such as teacher's qualification and sample characteristics 

cannot be ignored. Thus, teachers should not avoid practicing CCS in large classes if 

there is no classroom management or insufficient material problem. 
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5.4 Limitations and Future Directions  

The first limitation of this meta-analysis is the language of the primary studies we 

included. We can generalize the results of this meta-analysis only to the studies 

published in either English or Turkish. In addition, any meta-analysis is limited by 

the scope of the primary studies synthesized in that meta-analysis. We could only 

examine the effect of conceptual change strategies on science achievement since 

most primary studies focus on the cognitive dimension rather than the effective one. 

However, conceptual change strategies may affect the motivational constructs as 

well. For example, cognitive conflict may affect the students' self-efficacy due to the 

dissatisfaction it aims to create. Furthermore, it may also affect students'  

epistemology since it focuses on unproductive preconceptions rather than productive 

ones. Yet, the outcomes of the conceptual change strategies in the affective domain 

are often neglected in the literature. Another limitation of any meta-analysis is the 

potential effect of publication bias on the findings. However, several analyses show 

that our results seem robust to the publication bias. Therefore, it would not change 

our interpretation of the overall effect size in this meta-analysis. Finally, the findings 

revealed by the moderator analyses should be interpreted cautiously. Because of the 

associational nature of these analyses, we cannot claim a cause-effect relationship 

directly. 

Each type of conceptual change strategy appears to be effective when it is used in an 

appropriate context. Yet, there is a need for studies comparing the effectiveness of 

these strategies on the same misconception. Since each conceptual change strategy is 

based on a different approach, its effectiveness might change according to the nature 

of the misconception. In addition, the conceptual change strategies may have 

different effectiveness measured by the retention test. Further studies can be 

conducted to examine the delayed effects of these strategies.  
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5.5 Conclusions 

In the scope of this comprehensive meta-analytic study, the provided knowledge 

derived from simple and multiple meta-regression analyses infer significant 

conclusions for researchers and policymakers. Even though the intended moderator 

significantly impacts simple meta-regression, the final state of knowledge has 

reached by using both multiple meta-regression results and theoretical knowledge. 

We briefly tabulated our findings in Table 5.2. Totally 218 primary studies (18,051 

individual samples), including articles, dissertations, thesis, and conference papers, 

were utilized for the following conclusions;  

 CCS has a large effect on science achievement compared to traditional 

teaching methods. 

 Cognitive conflict strategy has a large effect on science achievement when 

compared to traditional teaching methods. 

 Cognitive bridging strategy has a large effect on science achievement when 

compared to traditional teaching methods. 

 Ontological category shift strategy has a large effect on science achievement 

when compared to traditional teaching methods. 

 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by different regions such as Africa, America, 

Asia, Europe, and Turkey. 

 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by subject domain: chemistry reveals a larger 

effect size than physics and biology. 
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 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by different publication types: doctoral 

dissertations reveal a larger effect size than articles, master thesis, and 

conference papers.   

 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by different publication year intervals: studies 

done between 2010-2014 yield higher effect values than other year intervals.   

 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by intervention length: the longer the intervention 

length provides the higher the effect size values. 

 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by teacher training: when implementers are 

trained, it reveals a larger effect size compared to unstated training process 

conditions. 

 The estimated effect size values for the effectiveness of CCS on student 

achievement are moderated by experimental design: quasi-experimental 

designs provide larger effect sizes than poor experimental designs. 

 There is no statistical evidence for the effectiveness of the type of CCS, 

sample size, class size, school type, school location, question types, 

instrument types, educational levels, materials, sampling method, number of 

tiers, type of outcome measure, researcher effect, teacher effect, treatment 

verification, or treatment intensity on student achievement. 
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B. Coding Manual 
 

Directions:  

This coding sheet consists of 31 independent items as an excel sheet. Some items are 

multiple choices (open list) , and some items are open-ended. For the items with 

multiple choices, it is required to choose an option from the open list.  For open-

ended items, it is expected to write short answers specified in this manual.  

Near or below the items that are multiple choices, there is a sign that is written 

"select." The items with written "select" are expected to select one option the most 

appropriate for the study you are coding. Some of the items are expected to write 

short answers in provided spaces. If there is a colon (:) sign on the title, it means 

there is no open list for that column, and it is expected to write information to the 

provided space,  for example , country, grade level, and sample size. In some of these 

items, it is expected to write the information in numerical form, and for some items, 

it is expected to write as word form. You can also find the figures showing how the 

coding is done for each item in this manual. 

In some items (Example: item 2 and item 3), if the authors do not provide enough 

information about what is asked on the item, code it as “unspecified” by selecting or 

writing it explicitly to the provided spaces.  

There is also the "Specify" option in the open list for some items. If there isn't an 

option in multiple choices, please explicitly write the answer to the "Specify" choice 

(Exp.: item 4).    

The following instructions were provided to ease your coding process. It starts with a 

clear explanation of what you are expected to write for each item, and then (if 

necessary) some important points are highlighted. Please, read and try to follow the 

instructions as strictly as possible to establish consistency through the coding 

process. 
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1. Publication Type (Select) 

In this item, you will select an option between an open 

list. The options are listed below with order.  

Journal Article: Published articles in a journal about a 

specific topic.  

Master Thesis: The thesis written for the master 

degree.  

Doctoral Dissertation: The thesis written for the 

doctoral degree. 

Conference Paper: A scientific paper written for a 

conference. 

 

 

 

2. Year 

You will select an option between an open list with 

three choices in this item. Later, you will write just the 

year (not month or day) numerically to the item you 

selected from the open list. The choices are listed below 

in order. 

 

 

 

Implementation Year: The implementation year is the year of treatment ends. 

Received Year: This is the year the article was first submitted by the author.  

Accepted Year: This  is the year the article has first accepted the article. 

Publication Year: This is the year the article was published by the article. 

Unspecified: If it is not specified by the authors explicitly, please record as 

“Unspecified.” 

For the articles, write the received year of the study, which is the year that the 
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author submitted article. If the received year is not indicated, record the year that 

article was accepted to be published in the journal. If the accepted year is not 

indicated, write the study's publication year. (Please follow the order). 

3. Country 

       In this item, there is no open list. You will 

explicitly write the name of country/region to the 

provided space. Indicate the country where the study 

was implemented.  

The country where the study has been published may 

be different from the one implemented. Be careful 

that, in this item, “country” refers to the one the 

treatment was implemented. 

 

 

4. Subject Domain (Select)  

You will select an option between an open list with 

five choices in this item. Select the appropriate subject 

domain for the study. 

Some subjects can be expected for more than one 

subject domain, and researchers may not record the 

subject. Then, use the below list to decide.  

Physics: Record the physics subject like work and 

energy, radiation, pressure, electromagnetism, force 

and motion, optic, mechanic, heat and temperature, 

scattering and reflection,  electricity, and earth 

science.  

 

 

Chemistry: Record the chemistry subject like  mol, periodical tables,  gases, 

orbitals, atom  models, matter, reactions, electrochemistry, physico-chemistry, 

acid and bases boundings, periodical table, conservation of matter, sink and 

floating,  

Biology: Please select the biology subjects with respect to below list.  Health, 
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evolution, adaptation, heredity, living, microbiology, physicobiology, cells... 

Specify: If you are unsure about the subject, please write the subject to the 

"specify" option. 

 Even if the subject is labeled as general science (or similar terms) on the paper, 

code this item as physics, chemistry or biology. For example, if the topic is “air 

pressure” label the subject as physics even if it is called as general science (or 

science and technology) on the paper by the authors. 

5. Educational Level (Select) 

In this item, you will select an option between an open 

list. Select the appropriate educational level. Every 

country has a specific educational system. Therefore, 

please firstly take into account the level to decide on 

educational levels by looking the below definitions.  

Preschool (3-4 ages): This stage is also called pre-

kindergarten, kindergarten, nursery, or first school. 

Children are 3 or 4 years old.   

Elementary (Primary) ( 5-10 ages): This is the first stage found in formal 

education, beginning at about age 5 to 7 and ending at about age 10. 

Middle School ( 11-13 ages): This stage is also called junior high school,  

beginning at about 11 and ending at about 13.   

High School (Secondary) ( 14-17 ages): This stage is also called secondary 

school, beginning at about 14 and ending at about 17. 

Undergraduate (18 - more): This stage begins at 18 and includes university, 

master, doctorate, or post-doctorate degrees   

 If the age range or stages are not stated, please record as unspecified.    

For example, in USA educational stages 3
rd

 grade for elementary school students 

is eight years old. 

If the given age range includes two stages at the same time, please record the 

lower stage for consistency between coders 
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6. School Type (Select) 

In this item, you will select an option between an 

open list. Select the appropriate school type. 

Private School (Independent): These schools are 

founded and funded by a private organization, 

individuals, or religious groups (catholic schools) 

rather than by local, state, or national government. 

These schools are also known as independent 

schools. Some schools can also be founded by other 

states or missionaries, such as American schools 

and British schools.  

 

 

Public School (State-controlled): These schools are founded and funded  totally 

by the government or local government (State schools, boarding schools, 

vocational schools) 

Mixed: Some schools are founded by the private sector but funded by the State 

due to financial problems. Such as state-integrated schools or charter schools. 

Specify: If there is more than one school type or if you are not sure. 

 

7. School Location (Select) 

In this item, there is no open list. Record the school 

location of the sample which is used in the 

research. Please use the following intervals. 

Rural (town or smaller): A district called a town, 

village, or smaller. 

They generally have less than 50  thousand 

inhabitants. If it is larger than  50.000, please 

record as urban.  
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Urban Area ( city center): A district called city, metropolis or larger.  

They generally have more than 50  thousand inhabitants. If it is smaller and there 

is no information about district status, please record it as rural. 

Suburban (around the city): A district that is not in the center of the city but 

around it.  

Unspecified: If it is not specified by the authors explicitly, please record it as 

“Unspecified.” 

 

8. Gender Distribution (Select)  

In this item, you will select an option between an 

open list. 

Select the appropriate choice for the gender 

distribution of  

the sample. 

All male: All of the samples consist of males. 

All Female: All of the samples consist of females. 

Mixed: The sample consists of both males and 

females 

Unspecified: The researcher is not stated the 

gender distribution.              

 

 

 

9. Sampling (Select) 

In this item, you will record two parts sampling 

method and sampling method type. At each part, 

there is an open list. 

a) Sampling Method (Select) 

In this item, you will select an option between an 

open list. Select the appropriate sampling method 

procedure for the study. 
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Random Sampling: "Selecting a representative sample from the population. 

Every member of the population presumably had an equal chance of being 

selected" (Fraenkel et al.  2012: p. 93, 8
th

 ed.). Researchers try to get an accurate 

view of the population by selecting a representative sample from the population. 

Nonrandom Sampling: "Each member of the population has no equal chance of 

being selected, some, in fact, may have no chance" (Fraenkel et al. ,  2012: p. 94). 

Each of the selected individuals must possess all the criteria defined by the 

researcher(s). 

Unspecified:  If there is no information about the sampling method of the study 

or if you do not think that the study is neither random sampling nor nonrandom 

sampling, please select this option. 

Random Sampling Method Type (Select) 

Simple Random Sampling : "In which each and every member of the population 

has an equal and independent chance of being selected" (Fraenkel, Wallen, and 

Hyun,  2012: p. 94). 

For example:  

A researcher wants to survey the academic achievement of elementary students 

in Ankara. The researcher should randomly select individuals from the list of 

students, including all students in Ankara. 

Stratified Random Sampling: "This is a process in which certain subgroups, or 

strata, are selected for the sample in the same proportion as they exist in the 

population" (Fraenkel et al.,  2012: p. 95). In this sampling, the researcher aims 

to ensure that certain characteristics of individuals in the population are 

represented in the same proportions. 

For example:  

A researcher wants to survey the academic achievement for elementary students 

in Ankara. Researcher creates strata as gender, age range, race, nationality, and 

socioeconomic status. A random sample from each stratum is taken in a number 

proportional to the stratum's size when compared to the population. These 



 

 

 
349 

 

subsets of the strata are then pooled to form a random sample. 

Cluster Random Sampling: "The selection of groups or clusters of subjects 

rather than individuals known as cluster random sampling. It is similar to simple 

random sampling except that groups rather than individuals are randomly 

selected" (Fraenkel et al.,  2012: p. 96). When the population is too large to 

select individuals, the researcher divide the population into separate groups 

called clusters. Then some clusters are randomly selected from the population, 

not individuals. 

Two-Stage Random Sampling: "It is often useful to combine cluster random 

sampling with individual random sampling. Rather than randomly selecting 100 

students from a population of 3,000 ninth graders located in 100 classes, the 

researcher might decide to select 25 classes randomly from the population 100 

classes and randomly select 4 students from each class" (Fraenkel et al.,  2012: p. 

97).   

Multistage Random Sampling: "If the sampling procedure is divided into three 

or more stages, this is called as multistage sampling. The sample is selected at 

least twice using different types of sampling techniques at each stage"(Alvi, 

2016). This method does not require weighting, such as the stratified sampling 

method. 

 Example for multistage cluster sampling: 

A researcher wants to conduct a survey for which the population is all 

elementary students in Turkey. It is very expensive and time-consuming to reach 

every student in Turkey. Instead, the researcher defines geographic region 

clusters as cities. Later, randomly select cities and randomly select schools from 

each city. Finally, the researcher can randomly select individuals from each 

selected school.  
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Non-Random Sampling Method Type (Select) 

Systematic Sampling: "Every nth individual in the population list is selected for 

inclusion in the sample". For example, in a population list of 500 names to select 

a sample of 500, a researcher would select every tenth name on the list until 

reaching a total of 500 names "(Fraenkel, Wallen, and Hyun,  2012: p. 97). 

Convenience Sampling: "This is a group of individuals who (conveniently) are 

available for study. A certain group of people was chosen for study because they 

are available"( Fraenkel et al. 2012: p. 99). 

For example:  

 "A high school counselor interviews all the students who come to him for 

counseling about their career plans" (Fraenkel et al.  2012: p. 99).  

Purposive Sampling: "Purposive sampling is different from convenience 

sampling in that researchers do not simply study whoever is available samples 

but rather use their judgment to select a sample that they believe, based on prior 

information "(Fraenkel et al.,  2012: p. 100). 

For example: 

The researcher asks the opinions of certain students who have specific 

characteristics that the researcher needs in a certain high school about attitudes 

about physics questions at the university entrance exam.  

Unspecified: If there is no information about the sampling method of the study 

or if you do not think that the study is none of the above nonrandom sampling  

types, please select this option. 
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10. Experiment Design (Select) 

In this item, you will select an option between 

an open list. Select the appropriate 

experimental design for the study.  

Decide whether the research has been designed 

as poor, true, quasi-experimental, or factorial 

design. Make your decision based on an 

explanation of the details of the research. Your 

decision may not be the same as what the 

author(s) indicates about the type of research 

design. 

 

Poor Experimental: "Designs that are weak do not have built-in controls for 

threads to internal validity. In addition to the independent variable, there are a 

number of other plausible explanations for any outcomes that occur" (Fraenkel et 

al.,  2012: p.269). 

Examples for Poor Experimental Designs: 

 The one-shot case study design 

 

 The one group pretest-posttest design 

 

 The static group comparison design  

 

 The static group pretest-posttest design 
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True Experimental: "True essential ingredient of a true experimental design is 

that subjects are randomly assigned to treatment groups" (Fraenkel et al. ,   2012: 

p.270). 

For true experimental design, two conditions should be satisfied:  

 There should be control and experimental groups 

 Participants have to be randomly assigned to the sample groups 

"Random assignment means that every participant in the experiment has an equal 

chance of being assigned to the experimental or control group while random 

selection means that every member of the population has an equal chance of 

being selected for the sample"( Fraenkel et al.,  2012: p.267). 

Examples for True Experimental Designs: 

 The randomized posttest-only control experiment design 

 

 The randomized pretest-posttest  control group design

 

 
 The randomized Solomon four group design
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 Random assignment with matching 

a) The randomized posttest-only control group design, using match subjects 

Treatment Group                   Mr X O 

Random Matching Treatment Observation 

Control Group Mr C O 

Random Matching Control Observation 

 

b) The randomized pretest-posttest control group design, using match subjects 

Treatment 

Group 

Mr O X O 

Random Matching Observation Treatment Observation 

Control 

Group 

Mr O C O 

Random Matching Observation Control Observation 

 

Quasi-Experimental: "Designs that do not include the use of random 

assignment. Researchers who employ these designs rely instead on other 

techniques to control threads to internal validity"(Fraenkel et al.,   2012, p.275). 

            For quasi-experimental design: 

 There should be control and experimental groups 

 There is no random assignment of participants but the random assignment 

of groups.  

Examples for Quasi-Experimental Designs: 

 The matching-only design 
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a) Matching only posttest only control group design 

Treatment  

Group 

M X O 

Matching Treatment Observation 

Control Group M C O 

Matching Control Observation 

 

b) Matching only pretest-posttest control group design 

Treatment  Group M O X 

Matching Observation Treatment 

Control Group M O C 

Matching Observation Control 

 

 Counterbalanced  designs 

A three-treatment counterbalanced design. 

Group I X1 O X2 O X3 O 

Group 2 X2 O X3 O X1 O 

Group 3 X3 O X1 O X2 O 

 

 Time series designs 

A basic time series design 

O1 O2 O3 X O4 O5 O6 

 

 Factorial Design: "This is a modification of the pretest-posttest control group 

design. It involves one treatment and one control group and a moderator 

variable having two levels (Y1 and Y2)" (Fraenkel et al. 2012: p.277). 
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Treatment  R O X O Y1 O 

Control R O C O Y1 O 

Treatment  R O X O Y2 O 

Control R O C O Y2 O 
 

 

11. Intervention Length:  

          In this item, there is no open list. Record 

the total length of treatment for control and 

treatment groups separately, which is the time 

interval between the beginning and end of the 

implementation, as it is stated in the paper.  

 

 

Please record the order week, course hour per week, and course hour as min.  

If there is just a year, month, week, day, or hour, write, as numerical form.  

Exp.: 6 weeks, 4 hours, 2 months, 50 min,  

If there is both week, course per week and  course hour 

Exp.: 6 weeks, 4 sessions per week, and one course is 50 min as 6x4x50 min. 

If there is both month and week and day, write all of them by using "and" 

conjunction. 

If there is a course hour and week or month, write the first course hour and later 

week in parenthesis 

Exp.: 7 course hours (3 weeks), 210 min (2 months),  

If there are both month, week and day write in order 

Exp.: 1 month and 2 weeks and 3 days (1x2x3 days) 

If the intervention length is not certain, please record like 4-5 days, 2-3 weeks, 3-

4 course hours, 40-50 min e.g. 

Do not forget to specify the unit (i.e., year, month, week, day, or hour).  
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12. Intervention Length as Course Hour 

          In this item, there is no open list. Record 

total length of intervention length as a number of 

courses just for the treatment group, which is the 

time interval between the beginning and end of 

the implementation, as stated in the primary 

study. 

 

 

13.  Intervention Intensity  

In this item, there is no open list. Please record 

how many courses were done for a week period. 

If there is no information, please record it as 

“unspecified” to the provided space.   

 

 

14. Teacher Training: 

Please record whether the researcher stated that 

the implementers are trained or not?  

Stated: Researcher is done teacher training 

process and stated it.   

Unstated: The researcher is not stated whether 

training has been done or not 
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15. Internal Validity Threats (select) 

In this item, you will select an option between an open list for each item 

(researcher effect, same teacher effect, and method and medium confusion). 

"Internal validity means that observed differences on the dependent var iable are 

directly related to the independent variable, and not due to some other 

unintended variable" (Fraenkel et al. 2012: p.166). 

 

 

Researcher Effect (select) 

In this item, you will select an option between 

an open list. 

 Indicate whether researcher(s) has been 

involved in any of the 

control or experimental groups as a teacher. 

 

 

 

 

Researcher is one of the teachers: If one of the researchers has been involved 

in the control or treatment groups, label the item as “Researcher is one of the 

teachers”. If the regular teacher is one of the researchers, please label the item as 

“Researcher is one of the teachers”. 

Researcher is not one of the teachers: If the researchers have not been 
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involved in the control or treatment groups, label the item as "Researcher is not 

one of the teachers" (if the regular teacher is not one of the researchers). 

However, if the researcher(s) were involved in the groups just to observe the 

lessons (for treatment verification or any other purpose) or to train teacher or 

help teacher for student orientation and for material use,   and did not take part in 

instruction, then select “Researcher is not any of the teachers”. 

Researcher is the only teacher: If the researcher is the only teacher and there is 

no regular teacher during the treatment label the item as "Researcher is the only 

teacher". 

Unspecified: If there is no information, please record it as unspecified.  

Same Teacher Effect (select) 

In this item, you will select an option between an open list. Indicate whether the 

same teacher has instructed both control and experimental groups. This item does 

not aim to discriminate whether the researcher is one of the teachers.  

Same teacher for both control and experimental groups: If both control and 

experimental groups were instructed by the same researcher, we should select 

“same teacher for both control and experimental group” option. 

Different teachers for both control and e xperimental groups: We should 

select this item if the different researchers instruct both control and experimental 

groups. 

Unspecified: Select this item if the researcher does not state the teachers for any 

group. 
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Confusion of Method and Medium Effect (select) 

In this item, you will select an option between an open list. 

Sometimes the effects of the method and medium are reported together. In this 

case, we cannot observe the effects of these two variables separately. Yet, the 

researchers sometimes report as if one of them is the only source of the effect. 

For example, an instructor may use demonstrations assisted with computer 

simulation. In this sense, the effect of computer simulation is not regarded, and 

the effect of demonstration is reported as the only source of effect or simulation 

may be supported with text-based material but simulation may be reported as the 

only source.  

Researcher controls the method and medium effect: If the instructor reports 

the effect of both medium (computer, text, or hands-on medium) and method 

(conceptual change methods) separately, please record as "Researcher control the 

method and medium".  

Researcher does not control the method and medium: If the instructor does 

not report the effect of both medium (computer, text, or hands-on medium) and 

method (conceptual change methods) separately, even though there exist both 

effects, please record as "Researcher does not control the method and medium".  

Unspecified: If there is no information about the medium or you do not realize 

the medium clearly, please record it as "Unspecified." 

Specify: In this option, it is expected to write your answer explicitly.  If you 

think that there is no effect of medium or you have any other idea, please specify 

your idea for this item.  
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Level of Control over Threats to Internal Validity (select) 

In this item, you will select an option between an open list. Decide the extent to 

which threats to internal validity have been controlled using the following list of 

possible threats and criteria:  

Subject Characteristics, Loss of Subjects (Mortality), Location, Instrument 

Decay, Data Collector Characteristics, Data Collector Bias, Testing, Extraneous 

Events (History), Maturation, Attitude of Subjects, Regression. 

None: None of the threats to internal validity was controlled  

Poor: 1-3 of the threats to internal validity were controlled  

Average: 4-6 of the threats to internal validity were controlled  

Good: 7-9 of the threats to internal validity were controlled  

Very Good: All of the threats to internal validity were controlled  

Be aware of that:  

       That the authors do not mention how they have controlled the possible 

threats to internal validity does not necessarily mean that they have not done 

anything  for these threats. In this item, the quality of research design and 

reporting quality may interfere and it can be hard to make judgments about the 

threats to internal validity and the measures taken into control to distinguish 

which result provide no information about internal validity. So, to be able to get 

a fair judgment about the degree of internal validity, we should take care of the 

research design in study. Thus, any finding from this item is limited by what is 
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reported on the paper by the authors. 

 

 

16. Instrument Name: 

       In this item, there is no open list. Record 

the instrument name(s) used in the research. 

Just record the instruments providing 

quantitative data , do not record qualitative 

instruments like interviews, observations, 

records, reports, etc. There are three colons to 

record instrument names. Please write other 

instrument names to the instrument three colon 

if you need more colons. 
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17. Instrument Type (select)  

In this item, you will select an option between an open list. Select the appropriate 

type of instrument.  

Pre-existing test:  Refers to the tests that have already been developed by other 

researchers and available in the literature. These tests do not have to be 

standardized ones. Just being pre-existing is enough to label the test as a pre-

existing test.  

Researcher-developed test: The authors developed the test for this study. The 

test had not been available in the literature before this study, and it is totally 

original, not an adaptation of the pre-existing test.  

Adapted test: Refers to the tests that have been adapted from one or more pre-

existing tests for this study by the authors. However, the adapted version of the 

pre-existing test has not been used before for another study. 

Unspecified: If there is no information about the test type of the study or if you 

do not think that the study is not fit to the above test types, please select this 

option. 

If there are more than three assessment instruments, please add extra columns for 

them to code the necessary information.  
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18. Question Type in Diagnostic Instrument (select) 

In this item, you will select an option between an open 

list. Select the appropriate type of question that is used 

in the diagnostic instrument.  

Open-ended: The respondent must elaborate on their 

ideas by writing without answering simple yes or no, 

true or false.  

Objective: It requires selecting the correct answer 

from among one or more of several alternatives or 

supplying a word or two, and that demands an 

objective judgment when it is scored like multiple 

choices, scales, true-false, yes-no questions.  

Mix:  It requires to answer for open-ended and 

objective-type questions in the same question. It is 

common to use in multiple-tiered questions.   

Specify: If you are not sure about the type, please 

record it here by defining your reason explicitly. 

 

 

 

19. Number of Tiers (select) 

In this item, you will select an option between an open 

list. 

One Tier: Includes only one question root and one 

tier.  

Two Tier: Includes two-tier items. It is commonly 

used in the format that multiple-choice at the first tier 

is used and on the second tier, the reasons of answer 

on the first tier are used.   

Three Tier: Includes three tier items. It is commonly 

used in the format that multiple-choice at the first tier 

is used, on the second tier, the reasons of answer on 
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the first tier is used, on the third tier, it is questioned 

on the certainty about the answer.  

More: If there are more than three-tier, please record 

them here.   

Unspecified: If there is no information about 

questions, please record them here. 

20. Application Time of Post Test (select) 

In this item, you will select an option between an open 

list. 

Just After Treatment: If the diagnostic post-test is 

applied just after the treatment or on the same day 

with treatment, please record it here. 

Specify: The diagnostic post-test is applied after a 

certain time interval, please specify the time interval.  

For example 1 day, 1 week ... 

Unspecified: If there is no information about the 

application 

 time of post-test, please record here.    

 

 

21. Delay Test (select) 

In this item, you will select an option between an open 

list. 

 

No: If there isn’t a delay test, please record it here.  

Yes: If there is a delay test, please record it here. 
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22. Treatment Verification (select)  

In this item, you will select an option between an open 

list. Please record whether the researcher is stating that 

the treatment verification is done or not? 

Stated: Researcher did treatment verification and 

stated it.   

Unstated: Researcher does not state whether treatment 

verification has been done or not.   
 

 

18. Type of Conceptual Change Strategies (select) 

In this item, you will select an option between an open list.  

Please read the following explanations carefully to code  

type of conceptual change strategy. 

Conceptual change strategies include any instructional 

 methods with an explicit aim of changing students'  

 specific misconceptions and helping them construct 

scientific conceptions with a well-defined instructional 

 sequence.  

To identify an instructional method as a "conceptual change strategy": 

 The researcher(s) should explicitly address some specific  

misconceptions 

 There should be an explicit intention of changing misconceptions with 

well-defined instructional steps.  

 The researchers should follow one of the conceptual change strategy 

steps.  

 Cognitive Conflict is based on the classical conceptual change  model 

developed by Posner, Strike, Hewson and Gertzog (1982). Focuses on 

students’ misconceptions. The  major aim of the instruction is to locate 

students’ misconceptions,  and falsification of these misconceptions and then 
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help students’ gain the scientific  conception. 

 Cognitive Bridging: It is based on the theoretical arguments of Smith (1992) 

and diSessa's (2002) theoretical arguments on the element knowledge 

perspective. Focuses on students’ productive conceptions.  The major aim of 

the instruction is to locate students’  productive pre-conceptions and then use 

them to help students gain scientific conception. 

 Ontological Category Shift: It is based on the theoretical arguments 

developed by Chi (1993; 1994; 1995; 2002). Focuses on the ontological 

nature of students’  conceptions. The major aim of the instruction is 

to  identify the  ontological category of students’ conceptions and then  

helping students shift their conceptions into an appropriate ontological 

category. 

 Unspecified: If there is no information about the study method of the study or 

if you do not think that the method does not fit the above types,  please select 

this option. 

Cognitive Conflict: 

According to P iaget (1964), there are two major phases of conceptual change 

assimilation and accommodation. Firstly, it is critical to assimilate the current 

knowledge. But the current knowledge may not be appropriate or adequate to 

grasp scientific knowledge. Therefore students should replace or reorganize their 

prior knowledge. Posner et al. (1982) assert the idea that the radical phase of the 

restructuring process to achieve conceptual change is called accommodation. The 

accommodation process includes well-defined and in order steps that should be 

fulfilled in order to bring about conceptual change. Therefore the following four 

conditions should be satisfied to achieve accommodation that is likely to take 

place. The first condition of the cognitive conflict process is dissatisfaction with 

existing knowledge. Hewson (1992) put forward the notion that dissatisfaction is 

a reason for changing status of prior knowledge. When individuals find their 

current concepts unreasonable to reorganize or to replace with a new one, 
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individuals are not satisfied with their prior knowledge and may not want to 

retain their current concepts. This process prompts learners to question the 

effectiveness of their prior knowledge. Consequently, cognitive conflict implies 

the inoperativeness of prior knowledge so that it should be extended or 

exchanged with new knowledge.   

The properties of new knowledge are critical to activat ing conceptual change. 

The second condition proposes that new knowledge should be intelligible (the 

learner should know what the new knowledge is). Posner et al. (1982) stated that 

intelligibility requires understanding concepts, terms, symbols, or identifying 

representations of what the functions and theories are saying. 

Thirdly, new knowledge should be plausible. Posner et al. (1982) define it as the 

new knowledge that should be consistent with current scientific knowledge. In 

other words, it can be defined as the capacity of presented knowledge to solve 

problems. Plausibility enables us to enhance explanatory power with regard to 

the difficulties faced by students attempting to learn concepts. 

Fourthly, new knowledge should be fruitful, which can suggest new insights and 

discoveries when encountering new situations. When new knowledge is both 

intelligible and plausible, students may interpret new experiences to resolve 

problems. Therefore, fruitful new knowledge provides the accommodation 

process more persuasive and permanent for students. 

Cognitive Bridging: 

Although there is no precise definition for cognitive bridging strategy, it can be 

shortly defined as using productive prior knowledge to construct and impose 

scientific knowledge without focusing on conflicting processes. Yaman (2013) 

stated that cognitive bridging is an instructional strategy that uses students’ 

existing knowledge elements. The main assumption is that students come to class 

with lots of resources gained from daily life experiences. These resources may 
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provide better acquisition of new knowledge. A number of experimental studies 

also sign the effectiveness of this strategy on the conceptual change process.  

diSessa (1998) stated that, with respect to the effectiveness of the cognitive 

bridging perspective, some instructional implications should be taken into 

consideration. Firstly, adequate time is needed for better conceptual 

understanding and achieving deep results from instruction. The cognitive 

bridging strategy accepts conceptual change as a longer-term process in contrast 

to the conflict perspective. 

Secondly, the richness of conceptual resources should be used productively 

rather than dissatisfied with them. The bridging perspective implies a link 

between existing knowledge and new knowledge to achieve conceptual change. 

With respect to instructional implications,  it is critical to attend to students 

carefully in a classroom environment by using their experiences which are 

relevant. Clement (1993) focuses that analogies effectively trigger relevant 

experiences in the learning process even if there are naïve concepts in some 

contexts causing misconceptions. The critical argument is that the learner should 

activate his prior knowledge to modify, displace, replace or suppress it. 

Otherwise, developing new conceptions may not be possible. 

Thirdly, one of the main concerns of bridging perspective is that coaching meta-

conceptual awareness enables us to develop scientific knowledge by constructing 

prior knowledge. In this way, the learner can differentiate productive prior 

knowledge pieces. An effective coaching process provides more healthy learning 

for conceptual change. 

Finally, assessing learning outcomes should be different from the classical 

conceptual change perspective. Coherent and unfragmented prior knowledge 

structure can be monitored with classical assessment tools. On the other hand, 

the element type of prior knowledge should be considered with its context and 
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need to reveal the relations. Therefore, more comprehensive and process-oriented 

measuring tools enable observing learning outcomes. diSessa (1998) proposes 

that more formative assessment tools should be used to consider and monitor the 

effects of contextual elements. It provides more valid and informative results 

also. 

Ontological Category Shift 

As a different perspective from classical conceptual change, the process proposes 

that misconceptions arise from the incorrect assignment of concepts in a lateral 

category. In this sense, the ontological category adopts the conceptual change 

process markedly different from classical conceptual change than direct 

falsification for prior conceptions. Chi and Slotta (1993) indicate that creating 

conflict may not necessarily provide conceptual change.  They also address the 

idea that conceptual change is possible by removing misconception, which is the 

mis-categorization of knowledge in the absence of the correct lateral category. 

This is a progressive and gradual process rather than a direct accommodation. 

Chi and Roscue (2002) define conceptual change as the shift of mis-categorized 

knowledge from one ontological category (mis-category) to a workable (true) 

ontological category. 

 The major point of view for the ontological category process is creating radical 

conceptual change. Such a change requires transformation between ontological 

categories. Learners should change their knowledge of mis-category into a 

scientifically true one. Therefore, instructional implications for triggering 

conceptual change processes should be more structured. The instruction should;   

i)  begin with describing the attributes of the existing ontological category 

ii)  Secondly, the attributes of the new ontological category should be defined 

iii)   Thirdly, learners should understand the meaning of individual concepts in a 

new ontological category to advance new conceptual understanding. 

iv)   Finally, learners should reassign old ontological categories to a new 
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ontological category to assimilate the new knowledge (Chi and Slotta,1993). 

 

24. Instructional Material (select) 

In this item, you will select an option between an open list. Please read the 

following explanations carefully for code-type instructional material. 

Text-based: Record this choice when the instructor uses text-based 

materials(text, maps or drawing type materials) to facilitate conceptual change. 

Computer-based: When the instructor uses computer-based materials (demos, 

simulations, animations, films) to facilitate conceptual change, record this 

choice.  

Be aware of that: 

The instructor may use text, maps, or drawings on a computer program,  

please record in this item. 

Hands-on: The instructor may not use text-based materials or computer-based 

materials. Laboratory activities, workshops, and outdoor applications are hands-

on materials. (Example: demonstrations, inquiry-oriented applications, 

workshops, etc. studies in a classroom, laboratory, or outside) 

Specify: if you do not think that the medium is not fit to above types, please 

explicitly write the material to this option 
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25. Type of Integrated Method to Conceptual 

Change? (select) 

In this item, you will select an option between an open 

list. Please read the following explanations carefully to 

code of integrated methods for conceptual change. 

Unspecified: If there is no information about the 

integrated methods or if you do not think that the 

study is not fit the below types, please select this 

option. 

 

 

Student-Centered  Methods 

This kind of method enables learners to reach new knowledge by making 

inferences. In this method, the student is expected to collect data, analyze, 

synthesize and make inferences. Following methods are some examples of 

student-centered methods: 

 Inquiry learning methods 

 Problem-solving method 

 3E-5E- 7E learning methods 

 Predict-observe-explanation method  

 Elaboration learning methods 

 Project-based learning 

Teacher-Centered Methods 

         These methods are also called “traditional methods”, ”conventional 

methods”, “lecture-based methods,” or “expository methods” in literature. In this 

method, the student is not expected to collect, synthesize or analyze data. 

Knowledge is transferred directly to the student by means of direct instruction, 

discussion,  simulation, demonstration, etc. Following methods are some 

examples of traditionally designed methods: 

 Direct instruction (lecturing) 
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 Meaningful learning 

 Kinesthetic learning 

 Classroom discussions 

 Simulation-based learning 

 Flipped classroom 

 Mix Methods 

Researchers use both student-centered and teacher-centered methods 

simultaneously or orderly during the instruction on the same sample. The order 

or the emphasis on methods is not important.   

26. Instructional Tool (Select) 

 In this item, you will select an option between an 

open list. In many conceptual change instructions, 

supporting instructional tools like analogies, 

maps, cartoons, games… are used to assist the 

conceptual change process. If there are more than 

one tool please record each of them to the 

provided spaces by using comma “,” between 

tools. The following materials are some of the 

examples of instructional tools: 

 

 

Analogy: A tool to compare two things to make new information intelligible to 

learners by comparing it to the information that is already familiar to them. 

Maps: Concept maps, conflict maps, or cognitive maps to facilitate conceptual 

change. 

Drawing: Any drawing that assists conceptual change method. 

Cartoon: Caricatures or cartoons that assist conceptual change method. 

Worksheet: Any worksheet that assists conceptual change method. 

Simulation: Any interactive or expository computer program that assists 

conceptual change method. 

Demonstration: Any demonstration that assists conceptual change method. 
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Game: Computer games or hands-on games that assist conceptual change 

method. 

Models: Computer models or hands-on models that assist conceptual change 

method. 

Animation: Any computer animation that assists conceptual change method. 

 Specify: if you do not think that the tool is not fit the above types, please 

explicitly write the tool to this option. 

 Unspecified: If there is no information about the integrated methods or if 

you do not think that the study is not fit the above types, please select this 

option. 

 

27. Outcome Measure  

Achievement Test: The diagnostic test aims to measure 

student 

 general achievement rather than conceptual 

understanding or the change in misconception. 

Misconception Test: The diagnostic test aims to 

measure change in misconceptions or the degree of 

conceptual understanding of the subject where students 

have misconceptions.     

Mix: The diagnostic test that includes both general 

achievement and change in misconceptions.  

Unspecified: If there is no information about the content 

of the diagnostic test, please record it as unspecified.   

Specify: If you do not think that the diagnostic tool's 

content does not fit the above types, please explicitly 

write your idea to this option. 
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28. Statistical Analyzes (Select) 

In this item, you will select an option between an open 

list.  

You are expected to decide which type of statistical 

analyses 

Were used to evaluate data.  

If the researcher(s) is/are used more than one analysis 

 please record each of the analyses to the "other" option. 

 
 

z-Test: "Tells the distance between the score and the mean in terms of the 

number of standard deviations. The sign tells whether the score is located above 

(+) or below (-) the mean." (Gravetter and Wallnau, 2009: p. 141.) The overall z-

formula; 

𝑧 =
𝑋 − 𝜇

𝜎
 

X= Score within a distribution 

μ= Mean value for distribution 

σ= Standard deviation 

Independent t-test: "A research design that uses a separate sample for each 

treatment condition (or for each population) or the difference between two 

sample means to evaluate the difference between two population means". 

(Gravetter and Wallnau, 2009: p. 309-311.)  

The overall t-formula; 

𝑡 =
𝑠𝑎𝑚𝑝𝑙𝑒𝑚𝑒𝑎𝑛 − 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑚𝑒𝑎𝑛

𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑒𝑟𝑟𝑜𝑟
 

Repeated samples t-test: "This is one in which a single sample of individuals is 

measured more than once on the same dependent variable." (Gravetter & 

Wallnau, 2009: p. 341.) 

Matched Samples t-test: "Each individual in one sample is matched with an 

individual in the  other sample." (Gravetter & Wallnau, 2009: p. 341.) 
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One Way ANOVA: "This is a hypothesis testing procedure that is used to 

evaluate mean differences between two or more treatments(or populations)." 

(Gravetter & Wallnau, 2009: p. 394.). There is one independent variable and one 

dependent variable. 

 

 Before After 6 months after 

Group 1 Scores group 1 Scores group 1 Scores  group 1 

 

Two Factor ANOVA: The researcher wants to investigate the combined effect 

of two independent variables (factors) on one dependent variable. There are more 

than one independent variable and one dependent variable in this design.  

 

 

 Before  After  6 months 

after  

Young Young- Before 

therapy score 

Young- After 

therapy score 

Young- 6 

months after  

therapy score 

Elder Elder- Before 

therapy score 

Elder- After 

therapy score 

Elder - 6 

months after  

therapy score 

MANOVA:"Multivariate analysis of variance (MANOVA) is simply an 

ANOVA with several dependent variables. That is to say, ANOVA tests for the 

difference in means between two or more groups, while MANOVA tests for the 

difference in two or more vectors of means." (French, 2008)  

ANCOVA: "One-way analysis of covariance is designed to assess group 

differences on a single DV after the effects of one or more covariates are 

statistically removed. For example, age and degree of reading disability are 

A
g

e
: 

2
 l

e
v

e
ls

 

Treatment Time: 3 levels 
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usually related to the outcome of a program of educational therapy (the DV)." ( 

Tabachnick and Fidell, 2012   p.19) 

MANCOVA: "In addition to dealing with multiple DVs, multivariate analysis 

of variance can be applied to problems when there are one or more covariates. In 

this case, MANOVA becomes a multivariate analysis of covariance—

MANCOVA." ( Tabachnick and Fidell, 2012   p.21) 

Chi-square: "Analysis of variance examines the relationship between a discrete 

variable (the IV) and a continuous variable (the DV); correlation and regression 

examine the relationship between two continuous variables, and the chi-square 

(x2 ) test of independence is used to examine the relationship between two 

discrete variables." (Tabachnick and Fidell, 2012   p.49) 

 

Statistical Techniques for Ordinal Data: When the data is ordinal, parametric 

tests cannot be used instead an alternative tests use. 

 "Mann-Whitney Test uses data from two separate samples to evaluate the 

difference between two treatment conditions or two populations. This can be 

viewed as an alternative to the independent measures t hypothesis test." 

(Gravetter and Wallnau, 2009: p.666.)  

 "Wilcoxon Test uses data from a repeated measures design to evaluate the 

difference between two treatment conditions. This can be viewed as an 

alternative to the repeated measures t hypothesis test." (Gravetter and 

Wallnau, 2009: p.666.) 

 "Kruskal Wallis Test uses data from three or more separate samples to 

evaluate the difference between three or more treatment conditions. This can 

be viewed as an alternative to the single factor, independent measures 

ANOVA test." (Gravetter and Wallnau, 2009: p.666.) 

 "Friedman Test uses data from a repeated measures design to compare the 

difference between three or more treatment conditions. This test is an 

alternative to the repeated measures ANOVA test." (Gravetter and Wallnau, 



 

 

 
377 

 

2009: p.666.) 

29. Sample Size:  

 In this item, there is no open-list. Please record 

the total 

 number of students that include in treatment 

group and control group.  

 

 

 

  

30. Average Class Size:  

In this item, there is no open-list. Please record 

the average  

class size just for the treatment group. 

 

 

 

 

31. Study Results: 

    There is a brief explanation for coding.  It is expected you record the data that 

enable the computation of effect size value if no data is given, leave the item as 

blank.  

Note: It is critical to record treatment-control group sizes, posttest and pretest 

mean and standard deviation scores. If there is no descriptive data, please 

record other inferential scores ( F, Chi-square, t, z, gain, U test and so on). 

Please record the effect size value if it is written. 
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Statistical Values  

      Record each quantitative result for treatment at instrument 1. It is expected to 

record values providing effect size for treatment effect.  Do not record the 

interaction scores, covariate scores, error scores, or other quantitative scores. 

 

Figure 33. Recording part for ANCOVA results 

Outcome Type:  There is an open list in this item. Record the dependent 

variable (achievement, attitude, motivation or skill scores) investigated by the 

researcher. If there is more than one dependent variable, please record by using 

"-" between variables and the scores in order. This is an example of coding;  

 

Record z-value, t value, p-value, F-value, and other given values. If the effect 

size is given, you should record the value details like Cohen’s d= …, Glass 

Δ=…., Hedges g=..... , Eta square= ……, chi square=…… and others. Please use 

the dot "." to write decimal numbers. 



 

 

 
379 

 

 

         If there is more than one instrument for quantitative results, please record 

other items (instrument 2 and instrument 3). If there are more, please add 

additional colons. If there is a different value to compute an effect size, please 

record the "Other Value" item.   

          Record each item for each instrument and groups (control and treatment) 

separately. You should record the sample size, average class size,  number of 

students, post-test and pretest means for the groups (control and treatment), and 

post-test and pretest standard deviations for the groups (control and treatment).   

 

Other Value: If there is a value that is not stated in the coding sheet, record the 

value in a given space.  
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C. List of Effect Sizes Revealed From Primary Studies 
 

No Surname,  Year 
Effect Size            

(Hedges’ g) 

Std. 

Deviation 
Publication Type 

1 Stavy, 1991 1.214 0.274 Journal Article 

2 Woloshyn, Paivio, & Pressley, 1994 0.756 0.264 Journal Article 

3 Kucuk & Calik, 2015 0.646 0.298 Journal Article 

4 Yang, Streveler, Mıller, Slotta, Matusovıch , &  

Magana,  2012 

0.373 0.458 Journal Article 

5 Slotta & Chi, 2006 0.899 0.362 Journal Article 

6 Launey, 1995 1.278 0.301 Doctoral Dissertation 

7 Chang & Barufaldi, 1999 0.755 0.164 Journal Article 

8 Jensen,  Wilcox, Hatch, & Somdahl, 1996 0.546 0.157 Journal Article 

9 Gokhale, 1996 0.459 0.294 Journal Article 

10 Windschitl & Andre, 1996 0.042 0.132 Journal Article 

11 Saigo, 1999 0.190 0.214 Doctoral Dissertation 

12 Seyedmonir, 2000 0.030 0.371 Doctoral Dissertation 

13 Sanger & Greenbowe, 2000 0.934 0.246 Journal Article 

14 Diakidoy & Kendeou, 2001 1.383 0.300 Journal Article 

15 Mikkila-Erdmann, 2001 0.233 0.142 Journal Article 

16 Sungur, Tekkaya, & Geban, 2001 0.953 0.298 Journal Article 

17 Çakır, Geban, & Yürük,  2002 0.734 0.224 Journal Article 

18 Eryilmaz, 2002 0.169 0.174 Journal Article 

19 Uzuntiyaki, 2003 2.457 0.405 Doctoral Dissertation 

20 Tekkaya, 2003 0.586 0.304 Journal Article 

21 Alparslan, Tekkaya, & Geban, 2003 0.807 0.250 Journal Article 

22 Niaz and Chac´o, 2003 1.090 0.449 Journal Article 

23 Çetin, 2003 0.700 0.227 Doctoral Dissertation 

24 Tsai, 2003 -0.317 0.145 Journal Article 

25 Charles, 2003 0.036 0.569 Doctoral Dissertation 

26 Bozkoyun, 2004 1.310 0.291 Doctoral Dissertation 

27 Ayhan, 2004 1.384 0.380 Doctoral Dissertation 

28 Özkan, Tekkaya, & Geban, 2004 0.780 0.269 Journal Article 

29 Azizoğlu, 2004 1.462 0.224 Doctoral Dissertation 

30 Çelebi, 2004 0.599 0.307 Master Thesis 

31 Ceylan, 2004 3.939 0.437 Doctoral Dissertation 

32 Uzuntiyaki & Geban, 2005 1.013 0.263 Journal Article 

33 Çetingul, 2006 2.016 0.354 Journal Article 

34 Gulcicek, 2004 1.144 0.314 Master Thesis 

35 Çetingul & Geban, 2011 1.267 0.306 Journal Article 

36 Yavuz, 2005 0.885 0.240 Doctoral Dissertation 

37 Zohar & Kravetsky, 2005 -0.115 0.217 Journal Article 

38 Günay, 2005 1.411 0.329 Doctoral Dissertation 
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39 Demircioğlu, Ayas, & Demircioğlu, 2005 1.060 0.226 Journal Article 

40 Savinainen, 2005 0.527 0.298 Journal Article 

41 Chiu & Lin, 2005 1.358 0.937 Journal Article 

42 Bilgin & Geban, 2006 2.250 0.273 Journal Article 

43 Bilgin & Geban, 2001 1.020 0.339 Journal Article 

44 Yilmaz, Eryılmaz,  & Geban, 2006 2.297 0.236 Journal Article 

45 Yilmaz & Eryılmaz, 2010 0.965 0.121 Journal Article 

46 Baser, 2006a 0.795 0.219 Journal Article 

47 Baser, 2006b 2.012 0.269 Journal Article 

48 Baser & Geban, 2007 1.781 0.302 Journal Article 

49 Baser & Cataloglu, 2005 0.775 0.239 Journal Article 

50 Baser & Geban, 2007b 1.267 0.256 Journal Article 

51 Pabuccu, 2004 0.772 0.318 Doctoral Dissertation 

52 Canpolat,Pınarbaşı,Bayrakçeken & Geban, 2006 1.718 0.252 Journal Article 

53 Önder, 2005 2.269 0.229 Doctoral Dissertation 

54 Onder, 2017 0.580 0.300 Journal Article 

55 Balci, 2006 0.441 0.307 Master Thesis 

56 Vatansever, 2005 1.430 0.362 Master Thesis 

57 Yenilmez &Tekkaya, 2006 0.737 0.135 Journal Article 

58 Pinarbasi, Canpolat, Eken, & Geban, 2006 1.303 0.235 Journal Article 

59 Erdemir, 2006 0.406 0.199 Doctoral Dissertation 

60 Yilmaz, 2007 0.141 0.276 Master Thesis 

61 Al Khawaldeh, 2007 0.935 0.244 Journal Article 

62 Yürük, 2007 2.245 0.317 Journal Article 

63 Taştan, Dikmenli, & Çardak 2008 0.267 0.280 Journal Article 

64 Sevim, 2007 1.696 0.377 Doctoral Dissertation 

65 Cibik, Diken, & Darçın,  2008 0.516 0.228 Journal Article 

66 Liu, 2008 0.562 0.227 Master Thesis 

67 Taştan, Yalcınkaya, & Boz, 2008 1.917 0.309 Journal Article 

68 Dilber, 2008 1.705 0.302 Journal Article 

69 Li, 2008 0.904 0.326 Journal Article 

70 Acar & Tarhan, 2008 3.330 0.407 Journal Article 

71 She & Lee, 2008 0.864 0.269 Journal Article 

72 Anyanvu, 2008 1.645 0.298 Doctoral Dissertation 

73 Demircioglu, 2009 1.030 0.437 Journal Article 

74 Atasoy, Akkus, & Kadayifci, 2009 1.760 0.351 Journal Article 

75 Özmen, Demircioğlu, & Demircioğlu, 2009 0.484 0.263 Journal Article 

76 Berber & Sari, 2009 0.769 0.286 Journal Article 

77 Ceylan & Geban, 2009 2.800 0.257 Journal Article 

78 Uce, 2009 2.017 0.242 Journal Article 

79 Çetin, 2009 1.281 0.266 Doctoral Dissertation 

80 Cetin, Kaya, & Geban 2009 2.060 0.286 Journal Article 

81 Dilber, Karaman, & Düzgün, 2009 1.588 0.252 Journal Article 
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82 Liao & She, 2009 0.637 0.245 Journal Article 

83 Yuruk,  Beeth, & Andersen,  2008 0.751 0.303 Journal Article 

84 Bawaneh, Zain, & Saleh, 2010 1.437 0.251 Journal Article 

85 Çalik, Kolomuc, & Karagölge, 2010 1.527 0.266 Journal Article 

86 Turgut & Gürbüz, 2011 1.390 0.360 Journal Article 

87 Pekmez, 2010 1.438 0.314 Journal Article 

88 Broughton, Sinatra, &  Reynolds  2010 0.369 0.313 Journal Article 

89 Udogu & Njelita, 2010 2.521 0.406 Journal Article 

90 Akgül, 2010 1.146 0.350 Master Thesis 

91 Dilber, 2010 1.183 0.257 Journal Article 

92 Aykutlu & Şen,2011 0.724 0.293 Journal Article 

93 Barthlow, 2011 0.672 0.115 Doctoral Dissertation 

94 Yilmaz, Tekkaya, & Sungur, 2011 0.817 0.287 Journal Article 

95 Cetingul, 2006 1.268 0.300 Doctoral Dissertation 

96 Özmen, 2011 2.163 0.349 Journal Article 

97 Taşdelen, 2011 1.559 0.279 Doctoral Dissertation 

98 Karslı & Ayaş, 2013 1.696 0.329 Journal Article 

99 Cinici, Sözbilir, & Demir, 2011 0.769 0.383 Journal Article 

100 Hirca, Çalık & Seven, 2011 1.016 0.322 Journal Article 

101 Karakuyu &Tüysüz, 2011 1.433 0.273 Journal Article 

102 Lin, Liu, & Chu,  2011 0.444 0.157 Journal Article 

103 Akbas, 2008 2.294 0.270 Journal Article 

104 Akbulut, Şahin, & Çepni, 2011 0.970 0.301 Journal Article 

105 Nwankwo & Madu, 2014 0.718 0.196 Journal Article 

106 Wozniak, 2012 3.601 0.567 Doctoral Dissertation 

107 Kaya, 2009 1.286 0.262 Doctoral Dissertation 

108 Seker, 2012 1.725 0.328 Doctoral Dissertation 

109 Sota, 2012 0.021 0.341 Doctoral Dissertation 

110 Çelikten, İpekçioğlu, Ertepınar, & Geban,2012 0.648 0.271 Journal Article 

111 Feyzioglu, Ergin, & Kocakülah, 2012 0.762 0.283 Journal Article 

112 Kıngır, Geban, & Günel , 2013 0.627 0.184 Journal Article 

113 Köseoğlu & Bayır, 2012 1.226 0.347 Journal Article 

114 Allen & Coole, 2012 0.94 0.351 Journal Article 

115 Chen & She, 2012 0.358 0.164 Journal Article 

116 Yaman, 2013 2.010 0.217 Doctoral Dissertation 

117 Kasap &Ültay, 2014 1.665 0.322 Journal Article 

118 Özkan, 2013 1.195 0.277 Master Thesis 

119 Can & Boz, 2016 1.761 0.218 Journal Article 

120 Chen, Pan, Sung, & Chang, 2013 0.452 0.339 Journal Article 

121 Demirezen & Yağbasan, 2013 1.240 0.244 Journal Article 

122 Sendur & Toprak, 2013 0.698 0.257 Journal Article 

123 Johnson & Sinatra, 2013 1.507 0.233 Journal Article 

124 Wood, Ebenezer, & Boonea, 2013 1.001 0.336 Journal Article 
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125 Södervik, Erdmann, & Vilppu, 2014 0.294 0.209 Journal Article 

126 T lala, Kibirige, & Osodo, 2014 0.870 0.235 Journal Article 

127 Aslan & Demircioglu, 2014 1.372 0.342 Conference Paper 

128 Ünlü, 2012 1.762 0.226 Doctoral Dissertation 

129 Budiman, Halim,  Meerah, & Osman, 2014 1.547 0.235 Journal Article 

130 Yin, Tomita, & Shavelson,  2014 0.826 0.288 Journal Article 

131 Arslan, Geban, & Sağlam, 2012 0.722 0.136 Journal Article 

132 Sarı Ay, 2011 2.169 0.394 Journal Article 

133 Loyens, Jones, Mikkers, & Gog, 2015 0.584 0.279 Journal Article 

134 Cetin, Ertepınar, & Geban, 2015 0.645 0.226 Journal Article 

135 Karamustafaoglu & Naaman, 2015 1.493 0.352 Journal Article 

136 Yumusak, Maraş, & Şahin, 2015 2.508 0.470 Journal Article 

137 Hacimustafaoglu, 2015 0.613 0.317 Master Thesis 

138 Pekel & Hasenekoğlu, 2015 1.955 0.334 Journal Article 

139 Çoruhlu & Çepni, 2015 0.993 0.248 Journal Article 

140 Södervik, Virtanen, & Erdmann, 2015 -0.033 0.152 Journal Article 

141 Yalcınkaya & Boz, 2015 1.240 0.192 Journal Article 

142 Loon, Dunlosky, Gog,  Merriënboer, &  Bruin,  2015 0.545 0.190 Journal Article 

143 Diakidoy, Mouskounti, Fella & İonides 2016  0.089 0.240 Journal Article 

144 Eymur, 2014 2.844 0.333 Doctoral Dissertation 

145 Mason, Baldi, Ronco, Scrimin, Danielson, & Sinatra, 

2017 

0.677 0.288 Journal Article 

146 Özmen & Naseriaza, 2017 1.878 0.214 Journal Article 

147 Xinxin, Geelan & Gillies, 2018 0.934 0.194 Journal Article 

148 Mason, Zaccoletti, Carretti, Scrimin, & Diakidoy, 

2019 

0.329 0.216 Journal Article 

149 Muisa, Sinatra, Pekrunc, Winne,  Trevors, Losenno, 

& Munzar, 2018 

0.941 0.191 Journal Article 

150 Adesope, Cavagnetto, Hunsu, Anguiano, & Lloyd, 

2017 

0.748 0.310 Journal Article 

151 Gayeta & Caballes, 2017 -0.135 0.284 Journal Article 

152 Sahhyar  & Hastini, 2017 0.867 0.263 Journal Article 

153 Alkha6waldeh, 2012 0.864 0.241 Journal Article 

154 Dilber & Duzgun, 2008 3.013 0.329 Journal Article 

155 Sendur, Toprak ,& Pekmez, 2008 1.404 0.319 Journal Article 

156 Karakethudaoglu, 2010 0.655 0.327 Master Thesis 

157 Demirci & Sarikaya, 2003 1.063 0.273 Conference Paper 

158 Gedik, Ertepınar, & Geban,  2001 0.767 0.301 Conference Paper 

159 Tokur, Duruk, & Akgün, 2010 0.479 0.225 Journal Article 

160 Demircioglu, Aydın, & Demircioğlu, 2013 1.480 0.379 Journal Article 

161 Demirel & Anıl, 2018 3.137 0.325 Journal Article 

162 Kırık & Boz, 2012 1.375 0.303 Journal Article 

163 Seker & Geban, 2014 0.766 0.245 Journal Article 

164 Köse, 2004 2.165 0.251 Doctoral Dissertation 

165 Yilmaz, 2010 0.668 0.184 Doctoral Dissertation 
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166 Damli ,2011 2.037 0.416 Master Thesis 

167 Uyanik & Dindar, 2016 1.632 0.323 Conference Paper 

168 Alkhawaldeh & Olaimat, 2010 1.433 0.266 Journal Article 

169 Cobanoglu & Bektas, 2012 1.976 0.352 Conference Paper 

170 Diakidoy, Kendeou, & Ioannides, 2003 0.746 0.166 Journal Article 

171 Gürses, Doğar, Yalçın, & Canpolat,  2002 0.642 0.256 Conference Paper 

172 Alkhawaldeh, 2012 1.296 0.299 Journal Article 

173 Durmus, 2009 1.865 0.242 Master Thesis 

174 Tokatlı ,2010 1.747 0.311 Master Thesis 

175 Özmen, 2007 0.817 0.234 Journal Article 

176 Özmen & Demircioğlu, 2003 2.175 0.323 Journal Article 

177 Polat, 2007 1.558 0.294 Master Thesis 

178 Keleş, 2008 1.484 0.301 Doctoral Dissertation 

179 Gürbüz, 2008 1.352 0.307 Master Thesis 

180 Lee & She, 2010 1.297 0.287 Journal Article 

181 İpek, 2007 0.940 0.281 Master Thesis 

182 Zohar & Kravetsky, 2003 0.110 0.277 Conference Paper 

183 Trevors, 2011 0.774 0.279 Master Thesis 

184 Clement, 1993 1.271 0.323 Journal Article 

185 Çakmak, 2016 1.062 0.253 Doctoral Dissertation 

186 Harman, 2016 0.716 0.207 Doctoral Dissertation 

187 Aydın, 2011 1.253 0.222 Doctoral Dissertation 

188 Alemisoğlu, 2014 0.452 0.314 Master Thesis 

189 Demirer, 2015 1.800 0.567 Master Thesis 

190 Duman, 2015 2.218 0.450 Master Thesis 

191 Atılğanlar, 2014 0.401 0.331 Master Thesis 

192 Aksu, 2010 1.192 0.397 Doctoral Dissertation 

193 Kılıç, 2016 1.541 0.282 Master Thesis 

194 Coetzee & Imenda, 2012 0.158 0.174 Journal Article 

195 Karamustafaoglu, Ayaş, & Çoştu, 2002 1.048 0.236 Conference Paper 

196 Can, Yaşadı, Sönmezer, & Kesercioğlu, 2006 1.349 0.249 Journal Article 

197 Tezcan & Salmaz, 2005 0.654 0.279 Journal Article 

198 Kör, 2006 0.744 0.264 Master Thesis 

199 Aydın, 2007 0.532 0.268 Master Thesis 

200 İnal,2003 1.865 0.329 Master Thesis 

201 Çaycı, 2007 0.441 0.285 Journal Article 

202 Toros, 2015 0.902 0.205 Master Thesis 

203 Çelik, 2013 1.410 0.288 Master Thesis 

204 Carlsen, 1989 0.480 0.222 Doctoral Dissertation 

205 Amponsah & Ochongor,2016 0.891 0.291 Conference Paper 

206 Pabuçcu & Geban, 2015 1.292 0.192 Journal Article 

207 Çaycı, 2018 0.972 0.200 Journal Article 

208 Asana, 2020 0.769 0.285 Master Thesis 
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209 Hanson & Jele, 2018 0.485 0.238 Journal Article 

210 İşcan, 2020 1.291 0.339 Master Thesis 

211 Özmen & Naseriazer,  2017 1.896 0.220 Journal Article 

212 Perdana, Suma, & Pujani, 2018 0.646 0.216 Conference Paper 

213 Çıbık, 2011 0.758 0.229 Doctoral Dissertation 

214 Kılıç, 2007 0.453 0.296 Master Thesis 

215 Okur,2009 0.614 0.317 Master Thesis 

216 Uzun, 2010 2.014 0.351 Doctoral Dissertation 

217 Dilber, 2006 1.116 0.219 Doctoral Dissertation 

218 Bayar, 2009 0.209 0.271 Master Thesis 

 



 

 

386

 

D
. 

L
is

t 
o

f 
R

e
s
e

a
rc

h
e

rs
 P

ro
v

id
ın

g
 F

e
e

d
b

a
c
k

 f
o

r 
C

C
S

 T
y
p

e
 

 N
o
 

N
a
m

e
 o

f 
R

e
s
e
a
rc

h
e
r 

S
tu

d
y

 N
a
m

e
 

C
o

u
n

tr
y

 
F

e
e
d

b
a
c
k
 

1
 

O
k
ş
a
n

 Ç
e
li
k
te

n
 

T
h

e
 e

ff
e
c
t 
o

f 
th

e
 c

o
n

c
ep

tu
a
l c

h
a
n
g
e
 o

ri
e
n

te
d
 in

s
tr

u
c
ti
o

n
 t

h
ro

u
g
h
 c

o
o

p
er

a
ti

v
e
 le

a
rn

in
g
 o

n
 4

th
-g

ra
d
e
 

s
tu

d
en

ts
’ 
u

n
d
e
rs

ta
n
d
in

g
 o

f 
e
a
rt

h
 a

n
d
 s

k
y
 c

o
n

ce
p
ts

 
T

u
rk

e
y

 
A

g
re

e
 

2
 

H
a
ti

c
e
 B

e
lg

e
 C

a
n

 
S

tr
u

c
tu

ri
n

g
 C

o
o

p
e
ra

ti
v

e 
L

e
a
rn

in
g

 f
o

r 
M

o
ti
v

a
ti
o

n
 a

n
d
 C

o
n

c
ep

tu
a
l C

h
a
n

g
e
 in

 t
h

e
 C

o
n

ce
p
ts

 o
f 
M

ix
tu

re
s
 

T
u

rk
e
y

 
A

g
re

e
 

3
 

A
y

h
a
n

 Ç
in

ic
i 

E
ff

e
c
t 

o
f 
c
o

o
p

e
ra

ti
v

e 
a
n
d

 in
d

iv
id

u
a
l l

e
a
rn

in
g

 a
c
ti
v

it
ie

s 
o

n
 s

tu
d
e
n
ts

' u
n
d

er
st

an
d
in

g
 d

if
fu

si
o

n
 a

n
d
 o

sm
o

si
s 

T
u

rk
e
y

 
A

g
re

e
 

4
 

H
a
ri

k
a
 Ö

zg
e
 A

rs
la

n
 

L
e
a
rn

in
g

 c
y

c
le

 m
o

d
e
l t

o
 F

o
s
te

r 
c
o

n
C

e
p

tu
a
l u

n
d
e
R

st
a
n
d
in

g
 in

 C
e
ll
 d

iv
is

io
n

 a
n

d
 R

e
p

ro
d

u
ct

io
n
 c

o
n
c
ep

ts
 

T
u

rk
e
y

 
A

g
re

e
 

5
 

G
ü

lc
a
n

 Ç
e
ti

n
 

E
ff

e
c
ts

 o
f 
c
o

n
c
e
p
tu

a
ş 

c
h

an
g

e 
te

xt
s
 b

a
se

d
 i
n

st
ru

c
ti
o

n
 o

n
 e

c
o
lo

g
y
, a

tt
it

u
d

es
 t
o

w
ar

d
 b

io
lo

g
y
 a

n
d
 

e
n

v
ir

o
n

m
e
n

t 

T
u

rk
e
y

 
A

g
re

e
 

6
 

Ö
zg

e
c
a
n

 T
a
ş
ta

n
 

C
o

o
p

e
ra

ti
v

e 
le

a
rn

in
g
 in

s
tr

u
ct

io
n
 f
o

r 
c
o

n
ce

p
tu

al
 c

h
a
n
g

e 
in

 t
h

e
 c

o
n

ce
p
ts

 o
f 

c
h

e
m

ic
a
l k

in
e
ti

c
s
 

T
u

rk
e
y

 
A

g
re

e
 

7
 

Ö
zg

e
c
a
n

 T
a
ş
ta

n
 

E
ff

e
c
ti

v
e
n

e
ss

 o
f 
C

o
n

c
e
p
tu

al
 C

h
a
n

g
e 

T
e
xt

-o
ri

e
n

te
d
 I

n
st

ru
ct

io
n

 o
n
 S

tu
d
e
n
ts

’ 
U

n
d

e
rs

ta
n
d
in

g
 o

f 
E

n
e
rg

y
 in

 
C

h
e
m

ic
a
l 
R

e
a
c
ti

o
n

s 
T

u
rk

e
y

 
A

g
re

e
 

8
 

G
ö

k
h

a
n

 D
e
m

ir
c
io

ğ
lu

 
C

o
m

p
a
ri

s
o

n
 o

f 
th

e
 e

ff
e
c
ts

 o
f 
c
o

n
c
ep

tu
a
l c

h
a
n
g
e
 t
e
xt

s
 im

p
le

m
e
n

te
d
 a

ft
e
r 
a
n

d
 b

e
fo

re
 in

s
tr

u
ct

io
n

 o
n
 

s
e
c
o

n
d

ar
y

 s
ch

o
o
l s

tu
d
e
n
ts

’ 
u

n
d

er
st

an
d

in
g

 o
f 
a
c
id

-b
as

e 
c
o
n

ce
p
ts

 
T

u
rk

e
y

 
A

g
re

e
 

9
 

G
ö

k
h

a
n

 D
e
m

ir
c
io

ğ
lu

 
A

s
it

le
r 
v

e
 B

a
zl

a
r 

K
o

n
u

su
n
d
a
k
i Ö

ğ
re

n
ci

 Y
a
n

lı
ş
 A

n
la

m
a
la

rı
n

ın
 D

e
ğ

e
rl

e
n

d
ir

il
m

e
s
in

d
e 

K
a
v

ra
m

s
al

 

D
e
ğ

iş
im

 M
e
ti

n
le

ri
n

in
 E

tk
is

i 

T
u

rk
e
y

 
A

g
re

e
 

1
0
 

G
ö

k
h

a
n

 D
e
m

ir
c
io

ğ
lu

 
C

o
n

c
e
p

tu
al

 c
h

a
n

g
e 

a
c
h
ie

v
e
d
 t
h

ro
u
g

h
  a

 n
e
w

 t
e
a
c
h
in

g
 p

ro
g
ra

m
 o

n
 a

c
id

s 
a
n

d
 b

a
se

s
 

T
u

rk
e
y

 
A

g
re

e
 

1
1
 

C
e
re

n
 T

e
k
k
a
y

a
 

F
a
c
il
it

a
ti

n
g

 C
o

n
c
e
p
tu

a
l C

h
a
n
g

e 
in

 S
tu

d
e
n
ts

’ 
U

n
d

e
rs

ta
n
d
in

g
 o

f 
E

c
o

lo
g

ic
a
l C

o
n

c
ep

t 
T

u
rk

e
y

 
A

g
re

e
 

1
2
 

C
e
re

n
 T

e
k
k
a
y

a
 

R
e
m

e
d

ia
ti

n
g

 H
ig

h
 S

c
h

o
o
l S

tu
d

en
ts

' M
is

co
n
ce

p
ti

o
n

s 
C

o
n

ce
rn

in
g
 D

if
fu

s
io

n
 a

n
d
 O

s
m

o
si

s 
th

ro
u
g
h
 

C
o

n
c
e
p

t 
M

ap
p
in

g
 a

n
d
 C

o
n

c
ep

tu
a
l C

h
a
n

g
e 

T
e
xt

 
T

u
rk

e
y

 
A

g
re

e
 

1
3
 

Z
e
y

n
e
l 
A

b
id

in
 

Y
ıl
m

a
z 

K
a
v

ra
m

s
a
l d

e
ğ

iş
im

 m
e
ti

n
le

ri
n

in
 ü

n
iv

e
rs

it
e 

ö
ğ
re

n
c
il
e
ri

n
in

 g
e
o
m

e
tr

ik
 o

p
ti

k
 k

o
n

u
su

n
d
a
k
i k

a
v

ra
m

 
y

a
n

ıl
g

ıl
a
rı

n
ın

 d
ü

ze
lt

il
m

e
s
i v

e
 f
iz

ik
 d

e
rs

in
e
 k

a
rş

ı t
u

tu
m

la
rı

n
a
 e

tk
is

in
in

 in
c
e
le

n
m

e
si

 
T

u
rk

e
y

 
A

g
re

e
 

1
4
 

E
b

ru
 K

a
y

a
 

R
e
a
k
s
iy

o
n

 H
ız

ı 
K

o
n

u
su

n
d
a 

K
a
v
ra

m
s
al

 D
e
ğ

iş
im

e
 D

a
y

a
lı
 Ö

ğ
re

ti
m

 M
e
to

d
u
 il

e
 K

a
v

ra
m

s
a
l D

e
ğ

iş
im

in
 

O
lu

ş
tu

ru
lm

a
sı

 

T
u

rk
e
y

 
A

g
re

e
 

1
5
 

M
u

a
m

m
e
r 

Ç
a
lı
k
 

A
 C

o
m

p
a
ri

s
o

n
  o

f 
D

if
fe

re
n

t 
C

o
n

c
e
p
tu

al
 C

h
a
n

g
e 

P
e
d

a
g
o
g
ie

s 
E

m
p

lo
y

e
d

 W
it

h
in

 t
h
e
 T

o
p
ic

 o
f 
S

o
u

n
d
 

P
ro

p
a
g

a
ti
o

n
 

T
u

rk
e
y

 
A

g
re

e
 

1
6
 

M
u

a
m

m
e
r 

Ç
a
lı
k
 

A
n

a
lo

g
ic

al
 r
e
a
s
o
n

in
g

 f
o

r 
u

n
d
e
rs

ta
n
d
in

g
 s

o
lu

ti
o
n

 r
a
te

s:
 s

tu
d
en

ts
' c

o
n
c
ep

tu
a
l c

h
a
n
g
e
 a

n
d
 c

h
e
m

ic
a
l 

e
xp

la
n

a
ti

o
n

s 
T

u
rk

e
y

 
A

g
re

e
 

1
7
 

M
u

a
m

m
e
r 

Ç
a
lı
k
 

E
ff

e
c
t 

o
f 
E

n
ri

c
h

e
d

 5
E

s
 M

o
d

e
l o

n
 G

ra
d

e
 7

 S
tu

d
e
n
ts

’ 
C

o
n

ce
p
tu

a
l C

h
a
n

g
e 

L
e
v

e
ls

: 
  
A

 C
a
s
e
 o

f 
‘E

le
c
tr

ic
 C

u
rr

e
n

t’
 S

u
b

je
c
t 

T
u

rk
e
y

 
A

g
re

e
 



 

 

387

 

1
8
 

G
a
m

ze
 A

rı
k
 D

o
lu

 
Id

e
n

ti
fi

c
a
ti

o
n
 a

n
d

 E
li
m

in
a
ti

o
n

 o
f 
S

e
v

e
ra

l M
is

c
o
n
c
e
p
ti
o

n
s 

o
f 
U

n
iv

e
rs

it
y

 L
e
v

e
l S

tu
d
e
n
ts

 R
e
g

a
rd

in
g
 t

h
e
 

M
is

c
o

n
ce

p
ti
o

n
s 

in
 S

c
ie

n
c
e
 C

o
u

rs
e
 

T
u

rk
e
y

 
A

g
re

e
 

1
9
 

H
a
lu

k
 Ö

zm
e
n

  
E

ff
e
c
t 

o
f 
 a

n
im

a
ti

o
n

 e
n

h
a
n
c
ed

 c
o

n
ce

p
tu

al
 c

h
a
n

g
e 

te
xt

s 
o

n
 6

th
  s

tu
d
en

ts
' u

n
d
e
rs

ta
n
d
in

g
  o

f 
th

e
 p

a
rt

ic
le

 

n
a
tu

re
 a

n
d
 t

ra
n
sf

o
rm

a
ti

o
n
 d

u
ri

n
g
 p

h
as

e 
c
h
a
n
g
e
s 

T
u

rk
e
y

 
A

g
re

e
 

2
0
 

H
a
lu

k
 Ö

zm
e
n

 
T

h
e
 E

ff
e
c
ti

v
e
n

e
ss

 o
f 
C

o
n

c
ep

tu
a
l C

h
a
n

g
e
 T

e
xt

s
 in

 R
e
m

e
d

ia
ti

n
g

 H
ig

h
 S

c
h

o
o
l 

S
tu

d
e
n

ts
’ 
A

lt
e
rn

a
ti
v

e
 C

o
n

ce
p
ti
o

n
s 

C
o

n
c
er

n
in

g
 C

h
e
m

ic
a
l E

q
u

il
ib

ri
u

m
 

T
u

rk
e
y

 
A

g
re

e
 

2
1
 

H
a
lu

k
 Ö

zm
e
n

 
T

h
e
 e

ff
e
c
ts

 o
f 
c
o

n
ce

p
tu

al
 c

h
a
n
g

e 
te

xt
s
 a

c
c
o
m

p
an

ie
d
 w

it
h

 a
n

im
a
ti

o
n
s 

o
n

 
o

v
e
rc

o
m

in
g

 1
1
th

-g
ra

d
e
 s

tu
d
en

ts
' a

lt
e
rn

at
iv

e 
c
o

n
c
ep

ti
o

n
s 

o
f 
c
h

e
m

ic
a
l b

o
n

d
in

g
 

T
u

rk
e
y

 
A

g
re

e
 

2
2
 

N
il
ü

fe
r 

C
e
ri

t 
B

e
rb

e
r 

K
a
v

ra
m

s
a
l d

e
ğ

iş
im

 m
e
ti

n
le

ri
n

in
  i

ş
, g

ü
ç
, e

n
e
rj

i k
o

n
u

s
u
n
u
 a

n
la

m
a
y

a 
e
tk

is
i 

T
u

rk
e
y

 
A

g
re

e
 

2
3
 

N
u

rs
e
n

 A
zi

zo
ğ

lu
 

C
o

n
c
e
p

tu
al

 c
h

a
n

g
e 

o
rı

e
n
te

d
 ın

st
ru

c
tı
o

n
 a

n
d
 s

tu
d
e
n
ts

’ 
m

ıs
c
o

n
ce

p
tı

o
n
s 

ın
 g

a
se

s
 

T
u

rk
e
y

 
A

g
re

e
 

2
4
 

E
y

le
m

 Y
ıl
d

ız
 

F
e
y

zi
o

ğ
lu

 
T

h
e
 E

ff
e
c
t 
o

f 
5
E

 L
e
a
rn

in
g

 M
o

d
el

 I
n

s
tr

u
ct

io
n
 o

n
 S

e
v
e
n
th

  G
ra

d
e
 S

tu
d

en
ts

’ 
C

o
n

c
ep

tu
a
l U

n
d

er
st

an
d
in

g
 o

f 
F

o
rc

e
 a

n
d

 M
o

ti
o
n

 
T

u
rk

e
y

 
D

is
a
g

re
e
 

2
5
 

A
y

b
ü

k
e
 P

a
b

u
ç
c
u

 
K

im
y

a
s
a
l b

a
ğ

la
rl

a
 il

g
il
i 

k
a
v

ra
m

 y
a
n

ıl
g

ıl
a
rı

n
ın

 k
a
v

ra
m

s
a
l d

e
g

iş
im

 m
e
ti

n
le

ri
 k

u
ll
a
n

ıl
a
ra

k
 d

ü
ze

lt
il
m

e
s
i 

T
u

rk
e
y

 
A

g
re

e
 

2
6
 

S
e
v

g
i 
K

ın
g

ır
 

 U
s
in

g
 t
h

e
 S

c
ie

n
c
e 

W
ri

ti
n

g
 H

e
u
ri

s
ti
c
 A

p
p
ro

a
ch

 t
o

 E
n

h
an

ce
 S

tu
d
en

t  
U

n
d

er
st

an
d
in

g
 in

 C
h

e
m

ic
a
l C

h
a
n
g
e
 

a
n

d
 M

ix
tu

re
 

T
u

rk
e
y

 
A

g
re

e
 

2
7
 

G
ü

lü
za

r 
E

y
m

u
r 

T
h

e
 C

o
ll
a
b

o
ra

ti
o

n
 o

f 
C

o
o

p
e
ra

ti
v

e 
L

e
a
rn

in
g
 a

n
d
 C

o
n
c
e
p
tu

a
l C

h
a
n

g
e
: E

n
h

a
n
c
in

g
 t
h

e 
S

tu
d
e
n
ts

’ 
U

n
d

e
rs

ta
n
d

in
g

 o
f 
C

h
e
m

ic
a
l B

o
n

d
in

g
 C

o
n

c
ep

ts
 

T
u

rk
e
y

 
A

g
re

e
 

2
8
 

A
li
 E

ry
ıl
m

a
z 

E
ff

e
c
ts

 o
f 
C

o
n

c
e
p

tu
a
l A

ss
ig

n
m

e
n
ts

 a
n

d
 C

o
n

ce
p
tu

al
 C

h
a
n

g
e 

D
is

c
u
ss

io
n
s 

o
n

 S
tu

d
en

ts
’ 
M

is
co

n
ce

p
ti

o
n
s 

a
n

d
 A

c
h

ie
v
e
m

e
n
t 
R

e
g

a
rd

in
g
 F

o
rc

e
 a

n
d
 M

o
ti

o
n

 
T

u
rk

e
y

 
A

g
re

e
 

2
9
 

A
li
 E

ry
ıl
m

a
z 

In
te

g
ra

ti
n

g
 G

e
n

d
e
r 
a
n

d
 G

ro
u

p
 D

if
fe

re
n

c
es

 i
n

to
 B

ri
d

g
in

g
 S

tr
a
te

g
y

 
T

u
rk

e
y

 
A

g
re

e
 

3
0
 

A
li
 E

ry
ıl
m

a
z 

A
s
s
es

si
n

g
 t
h

e 
Im

p
a
c
t o

f 
B

ri
d

g
in

g
 A

n
al

o
g
ie

s 
in

 M
e
c
h

an
ic

s 
T

u
rk

e
y

 
A

g
re

e
 

3
1
 

Y
u

n
u

s
 K

a
ra

k
u

y
u

 
E

le
k
tr

ik
 K

o
n

u
s
u
n

d
a 

K
a
v

ra
m

 Y
a
n

ıl
g

ıl
a
rı

 v
e
 K

a
v

ra
m

s
a
l D

e
ğ

iş
im

 Y
a
k
la

ş
ım

ı 
T

u
rk

e
y

 
A

g
re

e
 

3
2
 

G
ü

lt
e
n

 Ş
e
n

d
u

r 
T

h
e
 r
o

le
 o

f 
c
o

n
c
e
p
tu

al
 c

h
a
n

g
e 

te
xt

s
 t
o

 im
p

ro
v

e
 s

tu
d

en
ts

’ 
u

n
d
er

st
an

d
in

g
 o

f 
a
lk

e
n

e
 

T
u

rk
e
y

 
A

g
re

e
 

3
3
 

G
ü

lt
e
n

 Ş
e
n

d
u

r 
B

u
h

a
rl

a
ş
m

a
 v

e
 K

a
y

n
am

a
 K

o
n

u
la

rı
n
d

ak
i K

a
v

ra
m

 Y
a
n

ıl
g

ıl
a
rı

n
ın

 Ö
n

le
n

m
e
s
in

d
e
 A

n
a
lo

ji
 Y

ö
n

te
m

in
in

 
E

tk
is

i 
T

u
rk

e
y

 
A

g
re

e
 

3
4
 

A
y

ş
e
 Y

e
n

il
m

e
z 

T
ü

rk
 

E
n

h
a
n

c
in

g
 S

tu
d

en
ts

' U
n

d
er

st
an

d
in

g
 o

f 
P

h
o

to
sy

n
th

es
is

 a
n

d
 R

e
sp

ir
a
ti
o

n
 in

 P
la

n
t 
T

h
ro

u
g
h
 C

o
n

c
ep

tu
a
l 

C
h

a
n

g
e
 A

p
p
ro

a
ch

 

T
u

rk
e
y

 
A

g
re

e
 

3
5
 

G
o

n
c
a
 K

a
s
a
p

 
T

o
 d

e
te

rm
ın

e
 t
h

e
 e

ff
e
c
t 
o

f 
th

e
 a

c
tı

v
ıt

ıe
s 

b
a
se

d
 o

n
 c

o
n

ce
p
tu

al
 c

h
a
n
g

e 
a
p

p
ro

ac
h
 o

n
 s

tu
d

en
ts

 ‘
c
o

n
c
ep

tu
a
l 

u
n

d
e
rs

ta
n

d
ın

g
 o

f 
fl

o
a
tı

n
g
-s

ın
k
ın

g
 o

b
je

c
ts

 

T
u

rk
e
y

 
A

g
re

e
 

3
6
 

T
a
c
e
tt

in
 P

ın
a
rb

a
ş
ı 

T
h

e
 c

o
n

c
e
p
tu

al
 c

h
a
n
g

e 
a
p

p
ro

ac
h
 t
o

 t
e
a
ch

in
g
 c

h
e
m

ic
a
l e

q
u

il
ib

ri
u

m
 

T
u

rk
e
y

 
A

g
re

e
 

3
7
 

İs
m

a
il
 Ö

n
d

e
r 

T
h

e
 e

ff
e
c
t 
o

f 
c
o

n
c
e
p
tu

al
 c

h
a
n

g
e 

a
p

p
ro

ac
h
 o

n
 s

tu
d
en

ts
’ 
u

n
d
e
rs

ta
n
d
ın

g
 o

f 
s
o

lu
b
ıl
ıt

y
 e

q
u
ıl
ıb

rı
u

m
 c

o
n

c
e
p
t 

T
u

rk
e
y

 
A

g
re

e
 

3
8
 

İs
m

a
il
 Ö

n
d

e
r 

T
h

e
 E

ff
e
c
t 
o

f 
C

o
n

c
e
p

tu
al

 C
h

a
n

g
e
 T

e
xt

s
 S

u
p
p

le
m

e
n
te

d
 I
n

st
ru

ct
io

n
 o

n
 S

tu
d
e
n
ts

’ 
A

ch
ie

v
e
m

e
n
t 
in

 
E

le
c
tr

o
c
h

e
m

is
tr

y
 

T
u

rk
e
y

 
A

g
re

e
 



 

 

388

 

3
9
 

M
u

ra
t 

D
e
m

ir
e
l 

K
a
v

ra
m

s
a
l d

e
ğ

iş
im

 y
a
k
la

ş
ım

ın
a
 y

ö
n
e
li
k
 ç

a
lı
ş
m

a
: g

a
zl

a
r 

k
o

n
u

su
 

T
u

rk
e
y

 
A

g
re

e
 

4
0
 

T
ü

la
y

 Ş
e
n

e
l 
Ç

o
ru

h
lu

 
E

v
a
lu

a
ti

o
n

 o
f 
th

e
 e

ff
e
c
ts

 o
f 
th

e 
5
E

 m
o

d
e
l e

n
ri

c
h

e
d

 w
it

h
 c

o
n

ce
p
tu

al
 c

h
a
n
g

e 
p

e
d
a
g
o
g

y
 o

n
 s

tu
d
e
n
ts

’ 

c
o

n
c
e
p
tu

a
l c

h
a
n
g
e
: “

C
o

m
e
t”

, “
S

ta
r 
D

ri
ft

”
 a

n
d

 “
M

e
te

o
r”

 

T
u

rk
e
y

 
A

g
re

e
 

4
1
 

G
ö

k
h

a
n

 U
y

a
n

ık
 

T
h

e
 E

ff
e
c
t 
o

f 
th

e
 C

o
n

c
e
p
tu

a
l C

h
a
n

g
e 

T
e
xt

s 
o

n
 R

e
m

o
v

in
g
 M

is
co

n
ce

p
ti

o
n
s 

in
 P

ri
m

a
ry

 4
th

 G
ra

d
e
 S

c
ie

n
ce

 
C

o
u

rs
 

T
u

rk
e
y

 
A

g
re

e
 

4
2
 

A
h

m
e
t 

G
ü

rs
e
s
 

K
a
v

ra
m

s
a
l d

e
ğ

iş
im

 y
a
k
la

ş
ım

ın
ın

 ö
ğ

re
n
c
il
e
ri

n
 g

a
zl

a
r 
k
o

n
u

su
n
u
 a

n
la

m
a
la

rı
n

a
 e

tk
is

i 
T

u
rk

e
y

 
A

g
re

e
 

4
3
 

R
e
fi

k
 D

il
b

e
r 

E
ff

e
c
t 

o
f 
c
o

n
c
e
p

tu
a
l c

h
a
n
g
e
 in

s
tr

u
c
ti
o

n
 o

n
 s

tu
d
e
n
ts

' u
n

d
e
rs

ta
n
d
in

g
  

o
f 

e
le

c
tr

ic
it

y
 c

o
n

ce
p
ts

 

T
u

rk
e
y

 
A

g
re

e
 

4
4
 

R
e
fi

k
 D

il
b

e
r 

H
ig

h
 s

c
h

o
o
l s

tu
d

en
ts

' u
n

d
e
rs

ta
n
d
in

g
 o

f 
p

ro
je

c
ti
le

 m
o

ti
o

n
 c

o
n

ce
p
ts

 
T

u
rk

e
y

 
A

g
re

e
 

4
5
 

R
e
fi

k
 D

il
b

e
r 

E
ff

e
c
ti

v
e
n

e
ss

 o
f 
A

n
a
lo

g
y
 o

n
 S

tu
d

en
ts

’ 
S

u
c
ce

ss
 a

n
d
 E

li
m

in
a
ti

o
n

 o
f 

 
M

is
c
o

n
ce

p
ti
o

n
s 

T
u

rk
e
y

 
A

g
re

e
 

4
6
 

R
e
fi

k
 D

il
b

e
r 

T
e
a
c
h

in
g

 o
f 
th

e 
w

a
te

r 
w

a
v

e
s:

 E
ff

e
c
ti

v
e
n
e
ss

 o
f 
c
o

m
p

u
te

r 
s
im

u
la

ti
o

n
s 

o
n

 s
tu

d
e
n
t 
s
u
c
ce

ss
 a

n
d

 e
li
m

in
a
ti

o
n

 o
f 
m

is
c
o

n
c
ep

ti
o

n
s 

T
u

rk
e
y

 
A

g
re

e
 

4
7
 

M
u

tl
u

 P
ın

a
r 

D
e
m

ir
c
i 

G
ü

le
r 

S
ın

ıf
 ö

ğ
re

tm
e
n

i a
d

a
y

la
rı

n
ın

  ı
s
ı v

e
 s

ıc
a
k
lı
k
 k

o
n

u
su

n
d
a
k
i k

a
v

ra
m

 y
a
n

ıl
g

ıl
a
rı

 v
e
 y

a
n

ıl
g

ıl
a
rı

n
 

g
id

e
ri

lm
e
s
in

d
e
 y

a
p
ıs

al
c
ı k

u
ra

m
ın

 e
tk

is
i 

T
u

rk
e
y

 
A

g
re

e
 

4
8
 

A
y

g
ü

l 
A

s
la

n
 

T
h

e
 e

ff
e
c
t 
o

f 
v

id
e
o

-a
ss

is
te

d
 c

o
n

ce
p
tu

al
 c

h
a
n
g

e 
te

xt
s
 o

n
 1

2
th

 g
ra

d
e

 
s
tu

d
en

ts
’ 
a
lt

e
rn

at
iv

e
 c

o
n
c
ep

ti
o

n
s:

 T
h

e
 g

a
s 

c
o

n
ce

p
t 

T
u

rk
e
y

 
A

g
re

e
 

4
9
 

B
a
rı

ş
 Ç

a
y

c
ı 

T
h

e
 I
m

p
a
c
ts

 o
f 
C

o
n

c
e
p
tu

al
 C

h
a
n

g
e
 o

n
 T

e
xt

-b
a
se

d
 C

o
n

c
ep

t T
e
a
ch

in
g

 o
n
  

V
a
ri

o
u

s
 V

a
ri

a
b

le
s
 

T
u

rk
e
y

 
A

g
re

e
 

5
0
 

B
a
rı

ş
 Ç

a
y

c
ı 

K
a
v

ra
m

 D
e
ğ

iş
ti

rm
e
 M

e
ti

n
le

ri
n

in
 K

a
v

ra
m

 Ö
ğ

re
n

im
i Ü

ze
ri

n
d

e
k
i 
E

tk
is

in
in

  

İn
c
e
le

n
m

e
s
i 

T
u

rk
e
y

 
A

g
re

e
 

5
1
 

N
e
jl
a
 Y

ü
rü

k
 

E
ff

e
c
ti

v
e
n

e
ss

 o
f 
C

o
n

c
e
p
tu

al
 C

h
a
n

g
e 

T
e
xt

-o
ri

e
n

te
d
 I

n
st

ru
ct

io
n

 

  
o

n
 S

tu
d

e
n

ts
’ 
U

n
d

er
st

an
d
in

g
 o

f 
C

e
ll
u

la
r 
R

e
s
p

ir
a
ti

o
n

 C
o

n
c
e
p
ts

 

T
u

rk
e
y

 
A

g
re

e
 

5
2
 

N
e
jl
a
 Y

ü
rü

k
 

T
h

e
 E

ff
e
c
t 
o

f 
S

u
p

p
le

m
e
n

ti
n

g
 I

n
st

ru
ct

io
n

 w
it

h
 C

o
n

c
ep

tu
a
l C

h
a
n

g
e 

T
e
xt

s
 o

n
 S

tu
d

e
n
ts

’ 
C

o
n

ce
p
ti

o
n
s 

o
f 
E

le
c
tr

o
c
h

em
ic

a
l C

e
ll
s

 
T

u
rk

e
y

 
A

g
re

e
 

5
3
 

N
e
jl
a
 Y

ü
rü

k
 

T
h

e
 e

ff
e
c
t 
o

f 
c
o

n
c
e
p
tu

al
 c

h
a
n

g
e 

te
xt

s
 e

n
ri

c
h
e
d
 w

it
h

 m
e
ta

 c
o

n
c
ep

tu
a
l p

ro
c
es

se
s 

o
n

 p
re

se
rv

ic
e 

s
c
ie

n
c
e 

te
a
c
h

e
rs

’ 
c
o

n
c
ep

tu
a
l u

n
d
e
rs

ta
n
d
in

g
 o

f 
h

e
a
t 
a
n

d
 t
e
m

p
e
ra

tu
re

 
T

u
rk

e
y

 
N

e
u

tr
a
l 

5
4
 

A
b

u
ze

r 
A

k
g

ü
n

 
T

G
A

 e
tk

in
li
k
le

ri
n

in
 f

e
n

 b
il
g

is
i ö

ğ
re

tm
e
n

 a
d

a
y
la

rı
n

ın
 ç

iç
e
k
li
 b

it
k
il
e
ri

n
 b

ü
y

ü
m

e
 v

e
 g

e
li
ş
m

e
si

 il
e
 i
lg

il
i 

s
a
h

ip
 o

ld
u

ğ
u
 k

a
v

ra
m

 y
a
n

ıl
g

ıl
a
rı

n
ın

  g
id

e
ri

lm
e
s
in

e
 e

tk
is

i 

T
u

rk
e
y

 
A

g
re

e
 

5
5
 

A
li
p

a
ş
a
 A

y
a
ş
 

F
a
rk

lı
 K

a
v

ra
m

s
a
l D

e
ğ

iş
im

 Y
ö

n
te

m
le

ri
 i
le

 A
lt

e
rn

a
ti

f 
K

a
v

ra
m

la
rı

 

G
id

e
rm

e
k
 v

e
 B

il
im

s
e
l 

S
ü

re
ç
 B

e
c
e
ri

le
ri

n
i G

e
li
ş
ti

rm
e
k
 M

ü
m

k
ü

n
 m

ü
d

ü
r?

 
E

le
k
tr

o
k
im

y
a
s
a
l P

il
le

r 
Ö

rn
e
ğ

i 

T
u

rk
e
y

 
A

g
re

e
 

5
6
 

Ç
iğ

d
e
m

 Ş
a
h

in
 Ç

a
k
ır

 
E

ff
e
c
t 

o
f 
u

s
in

g
 d

if
fe

re
n

t 
te

ac
h
in

g
 m

e
th

o
d
s 

a
n
d

 t
e
ch

n
iq

u
es

 e
m

b
e
d

d
ed

 w
it

h
in

 t
h

e 
5
e
 in

s
tr

u
ct

io
n

al
 m

o
d

e
l 

o
n

 r
e
m

o
v

in
g

 s
tu

d
e
n
ts

’ 
a
lt

e
rn

a
ti
v

e
 c

o
n
ce

p
ti

o
n
s:

 F
lu

id
 p

re
s
su

re
 

T
u

rk
e
y

 
A

g
re

e
 

5
7
 

N
u

rt
a
ç
 C

a
n

p
o

la
t 

T
h

e
 c

o
n

c
e
p
tu

al
 c

h
a
n
g

e 
a
p

p
ro

ac
h
 t
o

 t
e
a
ch

in
g
 c

h
e
m

ic
a
l e

q
u

il
ib

ri
u

m
 

T
u

rk
e
y

 
A

g
re

e
 



 

 

389

 

5
8
 

H
ü

s
e
y

in
 A

k
k
u

ş
 

T
h

e
 e

ff
e
c
t 
o

f 
a
 c

o
n

c
e
p

tu
a
l c

h
a
n
g
e
 a

p
p
ro

ac
h
 o

n
 u

n
d
e
rs

ta
n
d

in
g
 o

f 
s
tu

d
e
n
ts

’ 
c
h

e
m

ic
a
l e

q
u

il
ib

ri
u

m
 c

o
n

c
e
p
t 

T
u

rk
e
y

 
A

g
re

e
 

5
9
 

E
y

le
m

 B
a
y

ır
  

S
o

rg
u

la
y

ıc
ı-

a
ra

şt
ır

m
a
y

a
 d

a
y
a
lı
 a

n
a
li
ti

k
 k

im
y

a
 l
a
b

o
ra

tu
v
a
rl

a
rı

n
ın

 k
im

y
a
 ö

ğ
re

tm
e
n
 a

d
a
y
la

rı
n

ın
 k

a
v

ra
m

s
al

 

d
e
ğ

iş
im

le
ri

n
e
, b

il
im

i 
v

e
 b

il
im

 ö
ğ

re
n

m
e
 y

o
ll
a
rı

n
ı a

lg
ıl
a
m

a
la

rı
n

a
 e

tk
il
e
ri

 

T
u

rk
e
y

 
A

g
re

e
 

6
0
 

E
y

le
m

 Y
a
lç

ın
k
a
y

a
 

Ö
n

d
e
r 

T
h

e
 e

ff
e
c
t 
o

f 
c
a
s
e-

b
as

e
d
 in

s
tr

u
ct

io
n

 o
n
 1

0
th

 g
ra

d
e 

st
u
d
e
n
ts

’ 

u
n

d
e
rs

ta
n

d
in

g
 o

f 
g

a
s 

c
o

n
c
ep

ts
 

T
u

rk
e
y

 
A

g
re

e
 

6
1
 

F
e
y

zi
 O

s
m

a
n

 P
e
k
e
l 

D
y

n
a
m

is
in

g
 C

o
n

c
ep

tu
a
l C

h
a
n

g
e 

A
p
p
ro

ac
h
 t
o

 T
e
a
ch

 S
o

m
e
 G

e
n

e
ti

c
s 

C
o

n
ce

p
ts

 
T

u
rk

e
y

 
A

g
re

e
 

6
2
 

N
o

rr
ie

 G
a
y

e
ta

 
M

ea
su

ri
n
g

 C
o

n
c
ep

tu
a
l 
C

h
an

g
e
 o

n
 S

to
ic

h
io

m
e
tr

y
 U

s
in

g
 M

en
ta

l 
M

o
d

e
ls

 a
n

d
 I

ll
S

tr
u

ct
u

re
d

 P
ro

b
le

m
s
 I

n
 a

 
F

li
p

p
e
d

 C
la

s
s
ro

o
m

 E
n

v
ir

o
n

m
e
n

t 
P

h
il
ip

p
in

es
 

A
g

re
e
 

6
3
 

P
a
tr

ic
e
 P

o
tv

in
 

E
xp

e
ri

m
e
n

ta
l 

E
v

id
e
n
c
e
 o

f 
th

e
 S

u
p
e
ri

o
ri

ty
 o

f 
th

e
  

P
re

v
a
le

n
ce

 M
o
d
e
l 

o
f 

C
o
n

ce
p

tu
a
l 

C
h
a
n
g
e
 O

v
e
r 

th
e 

C
la

s
s
ic

a
l M

o
d

el
s
 a

n
d
 R

e
p

e
ti
ti

o
n
 

C
a
n

a
d

a
 

A
g

re
e
 

6
4
 

L
u

c
ia

 M
a
s
o

n
 

T
e
xt

u
a
l a

n
d

 g
ra

p
h

ic
a
l r

e
fu

ta
ti

o
n

s:
 E

ff
e
c
ts

 o
n
 c

o
n
c
ep

tu
a
l c

h
a
n
g
e
 le

a
rn

in
g

 
It

a
ly

 
N

e
u

tr
a
l 

6
5
 

M
ic

h
e
le

n
e
 C

h
i 

R
e
p

a
ir

in
g

 
S

tu
d

en
t 

M
is

co
n

ce
p
ti

o
n
s
 

U
s
in

g
 

O
n

to
lo

g
y

 
T

ra
in

in
g

: 
A

 
S

tu
d

y
 

w
it
h

 
Ju

n
io

r 
an

d
 

S
e
n

io
r 

U
n

d
e
rg

ra
d
u

at
e 

E
n

g
in

e
er

in
g
 S

tu
d

en
ts

 
U

S
A

 
A

g
re

e
 

6
6
 

M
ic

h
e
le

n
e
 C

h
i 

H
e
lp

in
g

 S
tu

d
e
n
ts

 U
n

d
e
rs

ta
n
d
 C

h
a
ll
e
n

g
in

g
 T

o
p

ic
s 

in
 S

c
ie

n
c
e 

th
ro

u
g
h

  O
n

to
lo

g
y
 T

ra
in

in
g
 

U
S

A
 

A
g

re
e
 

6
7
 

M
a
ri

ë
tt

e
 v

a
n

 L
o

o
n

 
R

e
fu

ta
ti

o
n

s 
in

 s
c
ie

n
c
e 

te
xt

s 
le

a
d

 t
o

 h
y

p
er

c
o
rr

e
c
ti
o

n
  o

f 
m

is
c
o

n
c
ep

ti
o

n
s 

h
e
ld

 w
it

h
 h

ig
h

 c
o

n
fi

d
e
n
c
e 

H
o

ll
a
n

d
 

A
g

re
e
 

6
8
 

M
a
ry

 G
.N

w
a
n

k
w

o
 

E
ff

e
c
t 

o
f 
A

n
a
lo

g
y
 T

e
a
c
h
in

g
 A

p
p

ro
ac

h
 o

n
 S

tu
d
e
n
ts

’ 
C

o
n

c
ep

tu
a
l C

h
a
n

g
e
 in

 P
h

y
si

c
s 

N
ig

e
ri

a
 

A
g

re
e
 

6
9
 

R
u

th
 S

ta
v

y
 

U
s
in

g
 A

n
a
lo

g
y
 t
o

 O
v

e
rc

o
m

e
 M

is
co

n
ce

p
ti

o
n
s 

A
b

o
u
t 
C

o
n

se
rv

at
io

n
 o

f 
M

a
tt

er
 

Is
ra

e
l 

A
g

re
e
 

7
0
 

T
re

v
o

rs
 G

re
g

o
ry

 
L

e
a
rn

e
r,

 T
e
xt

, 
a
n

d
 C

o
n

te
xt

 F
a
c
to

rs
 o

n
 C

o
n

ce
p
tu

al
 C

h
a
n

g
e
 in

 B
io

lo
g

y
 

C
a
n

a
d

a
 

A
g

re
e
 

7
1
 

C
h

ri
s
ti

n
e
 H

o
w

e
 

P
e
e
r 

C
o

ll
a
b
o

ra
ti
o

n
 a

n
d

 C
o

n
c
ep

tu
a
l 
G

ro
w

th
 i
n

 P
h
y
s
ic

s
: 
T

as
k
 I

n
fl

u
en

c
es

 o
n

 C
h

il
d

re
n

's
 U

n
d

e
rs

ta
n

d
in

g
 o

f 

H
e
a
ti

n
g

 a
n

d
 C

o
o

li
n

g
 

S
c
o

tl
a
n

d
 

A
g

re
e
 

7
2
 

Il
o

n
a
 S

ö
d

e
rv

ik
 

P
ro

m
o

ti
n
g

 t
h
e
 U

n
d
e
rs

ta
n
d

in
g

 o
f 

P
h
o

to
sy

n
th

es
is

 A
m

o
n
g

 E
le

m
e
n

ta
ry

 S
ch

o
o

l 
S

tu
d
e
n
ts

, 
T

e
a
ch

e
rs

 T
h

ro
u
g

h
 

T
e
xt

 D
e
s
ig

n
 

F
in

la
n

d
 

A
g

re
e
 

7
3
 

Y
u

e
 Y

in
 

U
s
in

g
 F

o
rm

a
l 

E
m

b
e
d
d

ed
 F

o
rm

a
ti
v

e
 A

ss
es

s
m

en
ts

 A
li
g

n
e
d
 w

it
h

 a
 S

h
o

rt
T

e
rm

 L
e
a
rn

in
g

 P
ro

g
re

ss
io

n
 t

o
 

P
ro

m
o

te
 C

o
n

c
e
p

tu
a
l C

h
a
n

g
e
 a

n
d
 A

c
h
ie

v
e
m

e
n
t 
in

 S
c
ie

n
c
e 

U
S

A
 

A
g

re
e
 

7
4
 

M
a
rc

u
s
 l
e
e
 j
o

h
n

s
o

n
 

U
s
e
 o

f 
ta

s
k
 v

a
lu

e
 in

s
tr

u
c
ti
o

n
a
l i

n
d

u
c
ti
o

n
 f

o
r 
fa

c
il
it

a
ti

n
g
 e

n
g

ag
e
m

e
n
t 
a
n

d
 c

o
n
c
ep

tu
a
l c

h
a
n
g
e
 

U
S

A
 

A
g

re
e
 

7
5
 

A
li
 B

a
w

a
n

e
h

 
R

a
d

ıc
a
l 

co
n

c
ep

tu
a
l 

ch
an

g
e
 t

h
ro

u
g
h

 t
e
ac

h
ın

g
 m

e
th

o
d

 b
as

ed
 o

n
 c

o
n
st

ru
c
tı
v

ıs
m

 t
h

eo
ry

 f
o

r 
e
ıg

h
t 

g
ra

d
e 

jo
rd

a
n

ıa
n

 s
tu

d
e
n
t 

Jo
rd

a
n

 
A

g
re

e
 

7
6
 

H
s
ia

o
 C

h
in

g
 S

h
e
 

S
C

C
R

 d
ig

it
a
l l

e
a
rn

in
g

 s
y

st
em

 f
o

r 
s
c
ie

n
ti

fi
c
 c

o
n

ce
p
tu

al
 c

h
a
n

g
e 

a
n
d

 s
ci

e
n
ti

fi
c
 r
e
a
s
o
n
in

g
 

T
a
iw

a
n

 
A

g
re

e
 

7
7
 

K
u

o
-E

n
 C

h
a
n

g
 

C
o

rr
e
ct

in
g

 M
is

co
n

ce
p

ti
o
n
s
 o

n
 E

le
c
tr

o
n

ic
s
: 

E
ff

e
c
ts

 o
f 

a
 s

im
u

la
ti

o
n

-b
as

e
d

 l
ea

rn
in

g
 e

n
v

ir
o
n

m
e
n
t 

b
a
c
ke

d
 

b
y

 a
 c

o
n

c
e
p

tu
a
l c

h
a
n
g
e
 m

o
d

e
l 

T
a
iw

a
n

 
A

g
re

e
 

7
8
 

M
a
rk

 W
in

d
s
c
h

it
l 

U
s
in

g
 C

o
m

p
u

te
r 

S
im

u
la

ti
o

n
s
 t

o
 E

n
h

an
ce

 C
o
n

c
ep

tu
a
l 

C
h

an
g
e
: 

T
h

e
 R

o
le

s
 o

f 
C

o
n
st

ru
ct

iv
is

t 
In

st
ru

c
ti
o

n
 

a
n

d
 S

tu
d

e
n
t E

p
is

te
m

o
lo

g
ic

al
 B

e
li
e
fs

 
U

S
A

 
A

g
re

e
 



 

 

390

 

7
9
 

T
o

m
a
s
 A

n
d

re
e
 

U
s
in

g
 C

o
m

p
u

te
r 

S
im

u
la

ti
o

n
s
 t

o
 E

n
h

an
ce

 C
o
n

c
ep

tu
a
l 

C
h

an
g
e
: 

T
h

e
 R

o
le

s
 o

f 
C

o
n
st

ru
ct

iv
is

t 
In

st
ru

c
ti
o

n
 

a
n

d
 S

tu
d

e
n
t E

p
is

te
m

o
lo

g
ic

al
 B

e
li
e
fs

 
U

S
A

 
A

g
re

e
 

8
0
 

M
u

rr
a
y

 S
. 
Je

n
s
e
n

 
A

 C
o

m
p

u
te

r-
A

ss
is

te
d

 I
n

st
ru

c
ti
o

n
 U

n
it

 o
n

 D
if

fu
s
io

n
 a

n
d
 O

s
m

o
si

s 
w

it
h

 a
 C

o
n

c
e
p

tu
a
l C

h
a
n

g
e
 D

e
si

g
n

 
U

S
A

 
A

g
re

e
 

8
1
 

Z
a
ın

o
l 
B

a
d

lı
 

B
u

d
ım

a
n

 
T

h
e
 e

ff
e
c
ts

 o
f 
c
o

g
n
ıt

ıv
e
 c

o
n
fl

ıc
t 
m

a
n

a
g

em
e
n

t o
n

 c
o

g
n
ıt

ıv
e
 d

e
v
el

o
p
m

e
n

t 
a
n

d
 s

c
ıe

n
c
e 

a
c
h

ıe
v
e
m

e
n
t 

M
a
la

s
ia

 
A

g
re

e
 

8
2
 

M
e
i-

H
u

n
g

 C
h

iu
 

P
ro

m
o

ti
n
g

 F
o

u
rt

h
 G

ra
d
e
rs

’ 
C

o
n
c
ep

tu
a
l 
C

h
a
n
g

e
 o

f 
T

h
e
ir

 U
n

d
e
rs

ta
n
d

in
g

 o
f 

E
le

c
tr

ic
 C

u
rr

e
n
t 

v
ia

 M
u

lt
ip

le
 

A
n

a
lo

g
ie

s 
C

h
in

a
 

D
is

a
g

re
e
 

8
3
 

C
.B

. 
N

je
li
ta

 
E

ff
e
c
t 

o
f 

C
o
n
s
tr

u
ct

iv
is

t-
B

as
ed

 I
n
st

ru
c
ti

o
n
a
l 

M
o

d
e
l 

o
n

 S
tu

d
en

ts
’ 

C
o
n

ce
p

tu
a
l 

C
h

an
g

e
 a

n
d

 R
e
te

n
ti

o
n

 o
n
 

S
o

m
e
 D

if
fi

c
u

lt
 C

o
n

c
e
p

ts
 in

 C
h

e
m

is
tr

y
 

N
ig

e
ri

a
 

A
g

re
e
 



 

 
 

391 

E. Forest Plots for Conceptual Change Strategy 
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F. Forest Plots for Cognitive Conflict Studies 
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G. Forest Plots for Cognitive Bridging Studies 
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H. Forest Plots for Ontological Category Shift Studies 
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