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Abstract

In various practical systems, certain data patterns are prone to errors if written or transmitted.

In magnetic recording and communication over transmission lines, data patterns causing consecutive

transitions that are not sufficiently separated are prone to errors. In Flash memory with two levels

per cell, data patterns causing high–low–high charge levels on adjacent cells are prone to errors.

Constrained codes are used to eliminate error-prone patterns, and they can also achieve other goals.

Recently, we introduced efficient binary symmetric lexicographically-ordered constrained (LOCO) codes

and asymmetric LOCO (A-LOCO) codes to increase density in magnetic recording systems and lifetime

in Flash systems by eliminating the relevant detrimental patterns. Due to their application, LOCO and

A-LOCO codes are associated with level-based signaling. Studying the power spectrum of a random

signal with certain properties is principal for any storage or transmission system. It reveals important

properties such as the average signal power at DC, the bandwidth of the signal, and whether there are

discrete power components at certain frequencies. In this paper, we first modify a framework from the

literature in order to introduce a method to derive the power spectrum of a sequence of constrained

data associated with level-based signaling. We apply our method to infinitely long sequences satisfying

symmetric and asymmetric constraints. Next, we show how to generalize the method such that it works

for a stream of finite-length codewords as well, thus demonstrating how to overcome the associated

finite-length challenges. We use the generalized method to devise closed forms for the spectra of finite-

length LOCO and A-LOCO codes from their transition diagrams. Our LOCO and A-LOCO spectral

derivations can be performed for any code length and can be extended to other constrained codes. We
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plot these power spectra, and discuss various important spectral properties for both LOCO and A-LOCO

codes. We also briefly discuss an alternative method for deriving the power spectrum, and introduce an

idea towards reaching the spectra of self-clocked codes.

Index Terms

Power spectra, constrained codes, finite-length, LOCO codes, data storage, data transmission.

I. INTRODUCTION

Shannon introduced the concept of coding for constrained channels in 1948 [1]. He represented

a constrained sequence via a finite-state transition diagram (FSTD) and showed how the capacity

can be derived. About 20 years later, researchers started to use constrained codes in magnetic

recording (MR) devices adopting peak detection to increase their density [2], [3]. These codes

were (d, k) binary run-length-limited (RLL) codes, which control the minimum (resp., maximum)

separation between consecutive transitions via the parameter d (resp., k) to mitigate inter-symbol

interference (ISI) (resp., enhance self-clocking) [4], [5]. RLL codes are associated with transition-

based signaling, which is bipolar non-return-to-zero inverted (NRZI) signaling in the binary case.

In NRZI signaling, a 0 is represented by no transition, while a 1 is represented by a transition.

Constrained codes are still being used in modern MR systems adopting sequence detection [6],

[7], which is demonstrated in [8] and [9].

Constrained codes find application in Flash memory devices to help increase their lifetime. A

Flash cell is a MOSFET transistor with a floating gate, the amount of charge in which controls

its operation. Consider three adjacent Flash cells, where the outer two are to be programmed

to the highest charge level, while the inner one is to be programmed to a lower level. Charges

propagate from the outer cells to the inner one, resulting in inter-cell interference (ICI) that can

corrupt the stored data [10]. For Flash devices with 2 levels per cell, codes preventing the pattern

101 were presented in [11] and [12]. For Flash devices with more than 2 levels per cell, efficient

constrained codes were introduced in recent literature [13], [14]. These codes are associated with

level-based signaling, which is bipolar non-return-to-zero (NRZ) signaling in the binary case. In

NRZ signaling, a 0 is represented by a level, while a 1 is represented by another level. In this

paper, the two levels are always −1 for 0 and +1 for 1, respectively.

There are various other applications of constrained codes. Two-dimensional magnetic recording

(TDMR) is a new technology that promises a boast in the density of MR devices [15], [16].
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Constrained codes preventing certain, error-prone TD patterns increase the reliability of TDMR

devices [17]. Constrained codes find application in optical recording devices [18]. Constrained

codes are also used in various data transmission systems, as they can mitigate cross-talk between

wires over which the data is transmitted [19], and they can achieve DC-balance, i.e., zero average

power at frequency zero [20].

Even though RLL codes presented in [2] were based on lexicographic indexing, the coding

community diverted to codes based on finite-state machines (FSMs) shortly after that [4], [21].

However, it is a complicated task to design FSM-based constrained codes that are capacity-

approaching, and the task becomes even more complicated for high rate codes [14]. Constrained

codes based on lexicographic indexing were presented in [22], which is guided by [23]. Recently,

we returned to the fundamentals of constrained coding [1], [2], and designed binary symmetric

lexicographically-ordered constrained (LOCO) codes primarily for magnetic recording applica-

tions to help increase density [9]. We then designed binary asymmetric LOCO (A-LOCO) codes

for single-level cell (SLC) Flash devices, i.e., with 2 levels per cell, to help increase lifetime [12].

We also developed constrained codes for Flash devices with more than 2 levels per cell [14] and

for TDMR devices [17]. All our codes are capacity-achieving, offer simple encoding-decoding,

and reconfiguring them is as simple as reprogramming an adder.

Given the set of patterns to forbid, one can design an infinite sequence as well as a finite-

length block code satisfying the constraint. In data storage and data transmission, deriving the

power spectral density (PSD) of a random stream of data/codewords constrained by forbidding

error-prone patterns after signaling is quite important in the infinite and more importantly the

finite-length scenarios. The PSD reveals to the system designer how power is distributed across

different frequencies [24], [25]. Consequently, the system designer identifies pivotal properties

such as the average power of the stream at DC, the stream bandwidth, i.e., the frequency range

in which most of the power is allocated, in addition to the discrete power components, if any,

which result from the periodicity of the auto-correlation function [24].

There is a rich literature on studying power spectra of signals in various systems. In the context

of data transmission, power spectra of coded streams generated by an FSM and transmitted over

digital repeatered lines were discussed in [26] and [27]. In the context of wireless communi-

cations, numerical [28] and anayltical [29] methods for obtaining the spectra of coded streams

generated by an FSM were presented. The power spectrum of a block-coded modulated signal

having a multi-dimensional constellation was discussed in [30]. In the context of data storage,
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power spectra of certain FSM-based codes in MR systems were derived in [31], and spectral

null analysis of (d, k) RLL codes in MR and magneto-optic systems was presented in [32]. The

effect of asymmetry in coded data associated with NRZ signaling on the power spectrum was

detailed in [33]. Finally, [25], which we shortly refer to again in this paper, introduced a method

to find power spectra of RLL codes associated with NRZI signaling for storage and transmission,

emphasizing more on infinite sequences.

In this paper, we start from the method in [25] and devise a method for obtaining the power

spectrum of a binary constrained stream that is associated with NRZ signaling. Let yr be a run

of r consecutive y’s. Define Sx = {010, 101, 0110, 1001, . . . , 01x0, 10x1}, which is symmetric,

i.e., closed under taking pattern complements, and define Ax = {101, 1001, . . . , 10x1}, which

is asymmetric. We use our method to obtain the power spectra of infinitely long Sx-constrained

and Ax-constrained sequences. We then generalize this method for streams of finite-length

constrained codewords, illustrating how to work with transition diagrams that depend on the

code length and how to move from wide-sense-stationary into cyclostationary random processes.

We apply the new generalized model to obtain the spectra of LOCO and A-LOCO codes, which

are binary finite-length constrained codes. Our new generalized method can also be used for

other constrained codes, and its complexity growth with the code length is limited. We use the

plots of power spectra for various code parameters to understand pivotal properties about LOCO

and A-LOCO coded streams such as the power at DC and the 3dB bandwidth. Finally, we verify

our spectral derivations for Sx-constrained and Ax-constrained sequences via a different method,

and take a step towards obtaining the spectra of self-clocked LOCO and A-LOCO codes.

The rest of the paper is organized as follows. In Section II, we introduce our method for

deriving the spectrum of a constrained code with NRZ signaling. In Section III, we find closed-

form expressions for the PSDs of infinitely long constrained codes. In Section IV, we show how

to generate transition diagrams for finite-length codes. In Section V, we demonstrate how to deal

with cyclostationary processes, and we find closed-form expressions for the PSDs of A-LOCO

and LOCO codes. We discuss important properties of these power spectra. In Section VI, we

conclude the paper. The appendices discuss an alternative method and self-clocked codes.

II. DERIVING THE PSD FOR A CONSTRAINED CODE WITH NRZ SIGNALING

Gallopoulos et al. presented a method to calculate the spectrum of an RLL code with NRZI

signaling based on its finite-state transition diagram (FSTD) [25]. We modify their method
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to address lexicographically-ordered (see Section IV) as well as FSM-based constrained codes

associated with NRZ signaling. We note that the FSTDs we discuss in this paper represent each

state as a fixed number of the most recently generated bits.

We first derive the one-step state transition matrix (OSTM) via the following steps:

1) Derive the FSTD that generates a valid code sequence {Xn} of binary data satisfying the

system constraints and keep track of the probabilities of each transition. Make sure that

each edge generates a single symbol (either a 1 or 0) and that all the incoming edges for

a given vertex are generated by the same symbol.

2) Derive the one-step state transition diagram (OSTD) of the same system by assigning

states only to the vertices where the most recent generated bit is a 1. The edges of the

OSTD define the number of transitions (or symbols) it takes to get from one state to

the next according to the FSTD. It is necessary to maintain record of the probabilities

associated with these edges. We define the sequence produced by the OSTD as {Ti} (iid).

In particular, Ti represents the number of consecutive 0’s along with the ending 1 of the

ith run in {Xn}.

3) Generate the one-step state transition matrix (OSTM) G(D) from the known edge proba-

bilities and run lengths defining the OSTD. The general entry Gij(D) is given by

Gij(D) =
∞∑
t=1

pij(t)D
t, (1)

where pij(t) is the probability of transiting from state i to state j in the OSTD and t is

the run length characterizing that transition.

We then derive the closed-form expression for the power spectral density (PSD) of a written or

transmitted sequence using the OSTM. We adopt the following signal generation scheme:

Code, {Xn}
NRZ−−−−→

signaling
Modulation sequence, {Yn}

Pulse−−−→
shaping

Write signal, W (t). (2)

The PSD function of a wide-sense-stationary discrete-time process {Xn} is given by

SX(D) =
∞∑

k=−∞

RX(k)Dk =
∞∑

k=−∞

E[X0Xk]D
k, (3)

where RX(k) is the auto-correlation function with time lag k, and it is an even function. D is

defined as the complex exponential ei2πfT for some frequency f and bit interval T . In the case

that the process {Xn} is cyclostationary (aside from the cyclic properties in W (t) that arise
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from the pulse shaping), the PSD is found by obtaining its continuous and discrete portions

separately. We will provide discussion and details on this topic in Section V.

We first present a fundamental result that is analogous to [25, Theorem 1]. Vectors are by

default row vectors unless otherwise stated.

Theorem 1. Assume that the Markov chain describing the code sequence generation is at

equilibrium. The power spectrum SX(D) of the process {Xn} is given by

SX(D) = p(1)π
[
(I−G(D))−1 + (I−G(D−1))−1 − I

]
uT, (4)

where u is an all-one vector, p(1) is the equilibrium probability of a 1 in {Xn}, I is the identity

matrix of the same size as G(D), and π is the stationary distribution.

Proof: The stationary distribution π satisfies πuT = 1 and πG(1) = π, where G(1) is the

ordinary OSTM of the Markov chain. We connect G(D) with SX(D). Define

Φl(D) =
∞∑
k=0

Dk · P[length of l consecutive Ti is k|run started]. (5)

It follows from (1) and the definition of {Ti} that (see also [25])

Φl(D) = π[G(D)]luT and E[Ti] =
1

p(1)
= πG′(1)uT, (6)

where G′(1) is the derivative of G(D) with respect to D when D = 1. Then,

∞∑
l=0

Φl(D) =
∞∑
k=0

Dk

(
∞∑
l=0

P[length of l consecutive Ti is k|run started]

)

= 1 +
∞∑
k=1

Dk · P[Xk = X0 = 1|X0 = 1]

= 1 +
∞∑
k=1

Dk · E[X0Xk|X0 = 1]. (7)

Therefore, the power spectral density SX(D) of {Xn} is

SX(D) =
∞∑

k=−∞

Dk · E[X0Xk] = p(1)

(
∞∑
l=0

Φl(D) +
∞∑
l=0

Φl(D
−1)− 1

)
. (8)

It follows from (5) that Φl(D) = [Φ1(D)]l = [Φ(D)]l. Thus, using the power series

∞∑
l=0

xl =
1

1− x
, for |x| < 1,
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along with (6), we get

SX(D) = p(1)

[
1

1− Φ(D)
+

1

1− Φ(D−1)
− 1

]
= p(1)π

[
(I−G(D))−1 + (I−G(D−1))−1 − I

]
uT, (9)

which completes the proof.

After NRZ signaling, we have the modulation sequence {Yn} with Yn = 2Xn − 1. Thus, for

any k ∈ Z,

RY (k) = E[Y0Yk] = E[(2X0 − 1)(2Xk − 1)] = 4E[X0Xk]− 4p(1) + 1. (10)

Therefore, the power spectral density SY (D) of {Yn} is

SY (D) =
∞∑

k=−∞

Dk · E[Y0Yk]

= 4SX(D) + [1− 4p(1)]
∞∑

k=−∞

Dk.

As a result, we get

SY (D) =

4SX(D), D 6= 1,

4SX(D) + 1− 4p(1), D = 1.
(11)

The write signal W (t) is given by

W (t) =
∞∑

n=−∞

YnPT (t− nT ), (12)

where PT (t) is the modulation pulse function (chosen as a rectangular pulse in the context of

this work) with bit interval T , i.e.,

PT (t) =

1, 0 ≤ t < T,

0, otherwise.
(13)

Therefore, the power spectral density SW (f) of the write signal W (t) is given by

SW (f) = sinc2(πfT )T 2SY (ei2πfT ). (14)

For f = 0, which is equivalent to D = 1, (14) becomes

SW (0) = T 2SY (1) = T 2 (4SX(1) + 1− 4p(1)) . (15)

In the following, we consider f to be the normalized frequency, i.e., T is set to 1.

In this paper, for any coding schemes except LOCO codes, we obtain the PSD through (4), (11),

(14), and (15). Given that LOCO codes require a three-level waveform because of their bridging

[9], we modify the general procedure in Subsection V-C.
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III. CLOSED-FORM PSD OF INFINITE-LENGTH CONSTRAINED CODES

Consider the following two infinite-length codes constrained by the separation of bit transi-

tions: Ax-constrained codes and Sx-constrained codes. Though technically the transition sepa-

ration is constrained only when the first transition occurs from a 1 to a 0 for Ax-constrained

codes, we still categorize them into the family of codes constrained by transition separation.

Code sequences here represent wide-sense stationary processes.

A. PSD of Infinite-Length Ax-Constrained Codes

Definition 1. Let Ax = {101, 1001, . . . , 10x1} with |Ax| = x. Define a binary Ax-constrained

code which forbids any pattern in Ax from appearing in the coded sequences.

AX-constrained codes are used in Flash memory systems to eradicate data patterns, such

as 101, that cause parasitic capacitances to result in maximum charge propagation across cells

during the programming phase (ICI). These codes are typically associated with NRZ signaling.

Thus, Theorem 1 is applicable when calculating the PSD for this class of codes.

Example 1. We first provide an example of deriving the OSTM for infinite-length A1-constrained

code, which forbids 101 in the code sequence. Using mathematical induction, the interested

reader can finish the derivation of the OSTM for any Ax-constrained code (see Result 1).

Fig. 1a shows the FSTD of A1-constrained code, where each edge is labeled by its single

binary symbol transition. Fig. 1b records the probability for each corresponding transition, and

it also labels in gray only the states resulting from a 1 transition.

We obtain Fig. 1c by using only the labeled states and drawing all the possible transitions

from one state to another. The edges are labeled by run-length(s) ti, indicating a transition

corresponding to a sequence 0ti−11. We also keep track of the probabilities associated with the

edge labels in the OSTD in Fig. 1d. It then follows from (1) that the OSTM of infinite-length

A1-constrained code is given by

G(D) =

α 1
2
D

α 1
2
D

 , (16)

where

α =
∞∑
k=0

(
1

2

)2+k

D3+k =
D3

2(2−D)
. (17)
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Fig. 1: FSTD and OSTD for infinite-length A1-constrained sequence.

Result 1. According to our derivation by induction, the OSTM for any Ax-constrained code is

then

G(D) =


α
...

1
2
DIx

α 0 · · · 0 1
2
D

 , (18)

where

α =
∞∑
k=0

(
1

2

)2+k

D2+x+k =
D2+x

2(2−D)
(19)

and Ix is the identity matrix of size x× x.

We then generate the PSD for an infinite-length Ax-constrained code following (4), (11), (14),

and (15). Fig. 2 shows the PSDs for these codes with x ∈ {1, 2, . . . , 5}.

B. PSD of Infinite-Length Sx-Constrained Codes

Definition 2. Let Sx = {010, 101, 0110, 1001, . . . , 01x0, 10x1} with |Sx| = 2x. Define a binary

Sx-constrained code which forbids any pattern in Sx from appearing in the coded sequences.

Sx-constrained codes forbid data patterns that contribute the most to ISI in magnetic recording

systems, i.e., the most error-prone data patterns in these systems. They find another application

in some standards for data transmission. These codes are also typically associated with NRZ

signaling, thus justifying the use of Theorem 1 to calculate their PSDs.
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Fig. 2: PSDs for infinite-length Ax-constrained codes with NRZ signaling. The spike at DC

indicates the expected discrete DC power component due to asymmetry.
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Fig. 3: FSTD and OSTD for infinite-length S1-constrained sequence.

Example 2. In a way similar to Example 1, we will derive the OSTM for infinite-length S1-

constrained code, which forbids 010 and 101 in the code sequence. The interested reader can

again finish the derivation of the general OSTM using mathematical induction (see Result 2).

Fig. 3a shows the FSTD of S1-constrained code where each edge is labeled by its single

binary symbol transition. Fig. 3b records the probability for each corresponding transition, and

it also labels in gray only the states resulting from a 1 transition.

We again obtain Fig. 3c by using only the labeled states and drawing all the possible transitions

from one state to another. The edges are labeled by run-length(s) ti, indicating a transition

corresponding to a sequence 0ti−11. We continue to keep track of the probabilities associated

with the edge labels in the OSTD in Fig. 3d. It then follows from (1) that the OSTM of infinite-
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Fig. 4: PSDs for infinite-length Sx-constrained codes with NRZ signaling.

length S1-constrained code is given by

G(D) =

0 D

α 1
2
D

 , (20)

where

α =
∞∑
k=0

(
1

2

)2+k

D3+k =
D3

2(2−D)
. (21)

Result 2. According to our derivation by induction, the OSTM for any Sx-constrained code is

then

G(D) =


0
...

0

DIx

α 0 · · · 0 1
2
D

 , (22)

where

α =
∞∑
k=0

(
1

2

)2+k

D2+x+k =
D2+x

2(2−D)
. (23)

We then generate the PSD for an infinite-length Sx-constrained code following (4), (11), (14),

and (15). Fig. 4 shows the PSDs for these codes with x ∈ {1, 2, . . . , 5}.

It is clear from both Fig. 2 and Fig. 4 that the theoretical PSD plots match perfectly the

experimental (Monte-Carlo) ones.
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It should be noted that it is possible to use the exact method described in [25] without the

modifications described in this paper to find the PSD of these infinite-length constrained codes.

For further details, see Appendix A.

IV. OSTM GENERATION METHOD FOR FINITE-LENGTH CODES

When the constraints adopted in Ax-constrained and Sx-constrained codes are imposed on

a finite-length codebook, the FSTD and thus the OSTM become more complicated due to the

possible transitions being dependent on the bit location within the codeword and its bridging

pattern. In these finite-length constrained codes, preventing patterns constrains the beginning

bits and the ending bits of a codeword in a way that differs from how it constrains the middle

bits. Observe that the length of the shortest forbidden pattern is 3. Another characteristic of

finite-length codes is that they require bridging patterns. Given any two consecutive codewords,

bridging patterns are bits/symbols appearing between the codewords to prevent forbidden patterns

from occurring on the transition from any codeword to the following codeword.

The method for generating the FSTD/OSTM that is based on [25] and described in Section II

provides the backbone to a generalized method for finding the FSTD/OSTM for finite-length

codes constrained by the separation of transitions such as LOCO codes and A-LOCO codes

described in detail later. The steps of our generalized method are:

1) Derive FSTD states by considering a grid of states where each column represents a bit

position within the codeword and its bridging pattern, and each row represents a possible

bit sequence consisting of the previous x bits and the current bit. This results in a maximum

of (m + x)2x+1 states, since there are m + x bit positions and 2x+1 possible x + 1

binary sequences. However, we will see that forbidden patterns result in some states being

unneeded. Note that x and m are parameters of LOCO and A-LOCO codes. Here, x defines

the set of forbidden patterns as seen in Sx-constrained and Ax-constrained codes, while

m is the length of each codeword without its bridging.

2) Connect states in each column to states in the next column with reference to allowed

patterns according to the codebook constraint. These are always single bit transitions.

3) Note the probabilities of each transition in the FSTD using the codebook. For convenience,

all codewords in the codebook are assumed to be available for usage.

4) Discard states that are never achieved, i.e., never connected to other states.

5) Label states that result from the most recent bit being a 1.
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6) If desirable, combine states that have the same exiting paths and probabilities.

7) Develop the OSTM G(D) associated with this final FSTD by using the edge probabilities

and run lengths, as done in Section II.

8) If desirable for a class of codes, look for a pattern in the OSTMs of codes with specific

parameters that leads to a general solution for the OSTM of that class of codes.

9) Follow Theorem 1 for obtaining the final PSD of the code.

If examined closely, this method provides key insights regarding how the OSTM of these

codes grows with respect to x and m. The maximum number of states generated, assuming that

they all can be achieved and therefore not discarded, is (m + x)2x+1. The maximum number

of labeled states is (m+x)2x+1

2
= (m + x)2x, since only states resulting from a 1 are labeled.

Because the OSTM is a square matrix whose size is defined by the maximum number of labeled

states, the OSTM is at maximum size an (m + x)2x × (m + x)2x matrix. This means that as

the length of the codewords m grows, the matrix dimension grows linearly. However, as the

transition-separation constraint variable x grows, the matrix dimension grows exponentially. In

practice, x tends to stay small, within {1, 2, 3} typically, while m can be large depending on the

specific rate requirement [9], [12], so these trends are favorable.

As discussed later in this paper, some codes do not result in FSTDs with this bound on the

maximum number of labeled states, specifically clocked LOCO and clocked A-LOCO codes [9],

[14]. Self-clocking is an important property for various line codes, as it enables the receiver to

obtain the clock of the transmitter from the signal. Thus, in Appendix B, we give the definitions

of self-clocked A-LOCO and LOCO codes and, as an alternative, describe a general but slower

algorithmic approach to construct the OSTM using breadth first search (BFS). Additionally, it is

often the case that as the OSTM size grows, the OSTM becomes more sparse. This is particularly

true in the upcoming examples of LOCO and A-LOCO codes.

We apply this method to study the spectra of A-LOCO and LOCO codes in Section V. We

provide the general OSTM solution for any A-LOCO and LOCO code with standard, optimal

bridging, and we also show how to address other finite-length challenges.

V. CLOSED-FORM PSD OF FINITE-LENGTH CONSTRAINED CODES

Before calculating the PSD for a finite-length constrained code, we begin by referencing Fig. 2,

the PSDs of infinite-length Ax-constrained codes. A spike (delta function) at frequency 0 (DC)

is seen. This implies that there is some discrete amount of power at DC, which intuitively makes

October 20, 2020 DRAFT



14

sense because p(1) is not 1
2

as in Sx-constrained codes. Instead, p(1) = 2
x+4

for Ax-constrained

codes. This implies that the level-based sequence {Yn} has some DC offset. Mathematically,

this means that there is a periodic component in the auto-correlation function associated with

{Yn}. In this specific case of infinite-length Ax-constrained codes, this component is a constant

= (E[Yn])2 = x2

(x+4)2
, which results in a delta function at DC when calculating the spectrum.

Besides for the case of having discrete power at DC, it is possible for a code to have discrete

power at other frequencies. This occurs when the code sequence process is cyclostationary, and

the expected value at any stream position is not fixed at 0 after signaling. In this case, the

auto-correlation function has a periodic component that is not a constant.

A. Discussion on the Cyclostationarity of Finite-Length Codes

Time-synchronous pulse amplitude modulated signals are known to be cyclostationary with a

period equal to the channel bit interval. A stream of m-length codewords exhibits higher level

cyclostationarity with a period equal to m+ x channel bit intervals when bridging patterns are

designed to be x-bits long. To account for these cyclic statistics in the PSD, phase-averaging is

performed on the auto-correlation function over m + x bits (the higher level cyclostationarity).

As mentioned, it is cyclostationarity along with non-zero averages for {Yn} that cause the PSD

of a finite-length code to have a discrete component and a continuous component.

The continuous component and stationary statistics are obtained by considering the aperiodic

component of the phase-averaged auto-correlation function. This is equivalent to considering the

auto-covariance function rather than the auto-correlation function. The periodic component of

the auto-correlation function then results in a discrete component in the PSD. This is seen as

concentrated power at integer multiples of the codeword normalized frequency, 1
m+x

, including

power at DC. In terms of data transmission, the discrete component is typically considered a

somewhat undesirable use of power. However, these spectral lines can be used to extract timing

or position information from the sequence in some applications [24].

A general expression for the (average) PSD function of a cyclostationary code after NRZ

signaling, i.e., of its write process W (t) obtained from {Yn}, is

SW (f) = Sc
W (f) + Sd

W (f), (24)

where Sc
W (f) and Sd

W (f) are the continuous and discrete PSD components, respectively. For

a sequence of bridged codewords {Xn}, the phase-averaged auto-correlation function can be

written as
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RX(k) = E[X`X`+k] =
1

m+ x

m+x−1∑
`=0

E[X`X`+k]. (25)

Averaging ` over the m+ x period is what makes the auto-correlation function phase-averaged.

For a code with codeword length m and bridging length x, the purely aperiodic component of

the auto-correlation function used to calculate the continuous component of the PSD only exists

for k = 0,±1,±2, . . . ,±(m + x − 1). Since the periodic component of the auto-correlation

function is cyclic with intervals equal to integer multiples of m + x, the coefficients of the

second period in the auto-correlation function can be subtracted from the overall auto-correlation

coefficients within the first period to determine Raperiodic
X (k):

Raperiodic
X (k) =


RX(k)− RX(k +m+ x), 0 ≤ k < m+ x,

RX(k)− RX(k −m− x), −m− x < k < 0,

0, otherwise.

(26)

It then follows that the periodic component of the auto-correlation function is

Rperiodic
X (k) = RX(k)− Raperiodic

X (k). (27)

All the characteristics regarding periodicity/aperiodicity for the process {Yn} are inherited from

the process {Xn}. Thus, the analysis also extends to {Yn}.

It is important to understand that Theorem 1 and the discussion following it in Section II

can be used to theoretically generate the continuous component of the PSD of a cyclostationary

sequence. First, the process of using the OSTM G(D) to derive the continuous component of

the PSD SX(D) inherently takes care of the phase-averaging for the code binary sequence {Xn}.

Second, recall (10), and now average the expectation over the period covering a codeword plus

its bridging pattern in order to phase-average for RY (k) as shown in (25):

RY (k) = E[Y`Y`+k] =
1

m+ x

m+x−1∑
`=0

E[Y`Y`+k]

=
1

m+ x

m+x−1∑
`=0

E[(2X` − 1)(2X`+k − 1)]

=
4

m+ x

m+x−1∑
`=0

E[X`X`+k]−
2

m+ x

m+x−1∑
`=0

E[X`]−
2

m+ x

m+x−1∑
`=0

E[X`+k] + 1

= 4E[X`X`+k]− 2E[X`]− 2E[X`+k] + 1

= 4E[X`X`+k]− 4p(1) + 1 = 4RX(k)− 4p(1) + 1. (28)
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The overline notation here refers to averaging over a period of length m+ x via the variable `.

Since E[X`] and E[X`+k] are averaged over the period of cyclostationarity, they are exactly the

same. Their value is p(1), which is computed as shown in (6). More specifically, we see that

they are the equilibrium probability. Using the overline notation leads to the same result as seen

in (10), therefore justifying the use of Theorem 1 and its following discussion (the equations

from (10) to (15)) for cyclostationary finite-length constrained codes.

Assuming NRZ signaling and a rectangular pulse shape, the continuous component of the

PSD of the code, i.e., of W (t), can then be calculated as

Sc
W (f) = sinc2(πf)Sc

Y (ei2πf ) = sinc2(πf)

[
m+x−1∑

k=−m−x+1

Raperiodic
Y (k)Dk

]
D=ei2πf

, (29)

where Sc
Y (·) is derived from Sc

X(·) (both are the continuous PSD components) the same way

described in (11) and further justified by (28).

Using Fourier analysis, the discrete component of the PSD then follows as

Sd
W (f) = sinc2(πf)

(
a0
2
δ(f) +

∞∑
n=1

an
2

(
δ

(
f − n

m+ x

)
+ δ

(
f +

n

m+ x

)))
, (30)

where a0 =
2

m+ x

m+x−1∑
k=0

Rperiodic
Y (k)

and an =
2

m+ x

m+x−1∑
k=0

Rperiodic
Y (k) cos

(
2π

n

m+ x
k

)
.

The δ(.) is the dirac delta function, and it occurs at integer multiples of the sequence frequency,

0 and ± n
m+x

, where n ∈ N+. Further details on calculating these components can be found in

[24]. By calculating the phase-averaged auto-correlation function using all possible codewords

in the codebook or using many random streams of the desired code, an experimental solution

for the PSD of the cyclostationary process was generated. This Monte-Carlo type solution is

what we used to verify the theoretical results.

At frequencies where a discrete component is present, the OSTM used in the theoretical

calculation becomes singular, causing inaccuracies in PSD values when used in (4) of Theorem 1.

These points on the PSD can be calculated separately. We first note that

Rperiodic
X (k) =

1

m+ x

m+x−1∑
`=0

E[X`]E[X`+k̃], where k̃ = mod(|k|,m+ x) +m+ x, (31)

which requires only m+ x calculations. The same applies for Rperiodic
Y (k). Then, we use (30).
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B. General Solution for the PSD of any A-LOCO Code

We first consider A-LOCO codes, adopting their definition from [12].

Definition 3. An A-LOCO code ACm,x, with parameters m ≥ 1 and x ≥ 1, is defined via the

following properties:

1) Codewords in ACm,x are binary and of length m.

2) Codewords in ACm,x are ordered lexicographically.

3) Any pattern in the asymmetric set Ax (see Definition 1) does not appear in any codeword

c in ACm,x.

4) The code ACm,x contains all the codewords satisfying the previous three properties.

Lexicographic ordering of codewords means that they are ordered in an ascending manner

following the rule 0 < 1 for any bit, and the bit significance reduces from left to right.

As was done with infinite-length Ax-constrained codes, we have categorized A-LOCO codes

into the family of codes constrained by transition separation. We adopt a simple bridging pattern

of 0x unless the ending bit of a codeword and the beginning bit of the next codeword are both

1’s, at which point the bridging pattern is 1x.

Example 3. We illustrate our method for obtaining the PSD of A-LOCO codes in this example.

Consider a code whose set of forbidden patterns is {101} and all codewords are of length 4,

i.e., x = 1 and m = 4. We adopt the aforementioned bridging. This is equivalently AC4,1 with

its standard method of bridging which is optimal in terms of bit protection, easy to implement,

and requires the minimum number of added bits [12].

In accordance with our method, the initial FSTD is given in Fig. 5a. Then, if unused states

are deleted, only states resulting from the most recent bit being a 1 are labeled in gray, and

states are combined when desirable, the final FSTD becomes Fig. 5b.

The resulting OSTM is then

G(D) =



β1,5
3
5
D + β 3

5
,6 β 2

5
,7

1
5
D3 + β 1

5
,8 0

β 5
3
,4 β1,5

2
3
D + β 2

3
,6 β 1

3
,7 0

β 5
2
,3 β 3

2
,4 β1,5

1
2
D + β 1

2
,6 0

β 5
12
,7 β3,3 β2,4 β1,5

5
12
D

D 0 0 0 0


, (32)

where βa,b =
∑∞

k=1 a
(

1
12

)k
Db+5(k−1) = aDb

12−D5 .
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Fig. 5: FSTD used for OSTM generation of an AC4,1 sequence.

Fig. 6: The theoretical (OSTM method) versus experimental (Monte-Carlo) continuous compo-

nent of the PSD for A-LOCO code AC4,1 with NRZ signaling.

Once the OSTM is found, we use Theorem 1 and its following discussion to calculate the

continuous component of the PSD for AC4,1 theoretically, see Fig. 6.

The discrete component is then calculated using (30) and is shown in Fig. 7. For this A-LOCO

code, the amplitudes in one period of the periodic component of the auto-correlation function
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Fig. 7: The calculated discrete component of the PSD for A-LOCO code AC4,1 with NRZ

signaling. Since the discrete component consists of delta functions, the result is displayed as the

amplitude of the impulses (describing the area under the impulses) at the frequencies indicated.

were found to be Rperiodic
Y (0) = 0.0964, Rperiodic

Y (1) = 0.0436, Rperiodic
Y (2) = 0.0056, Rperiodic

Y (3) =

0.0056, and Rperiodic
Y (4) = 0.0436.

Result 3. The general OSTM solution for any A-LOCO code ACm,x defined by the parameters

m and x, and using x-bit bridging is the m+ x square matrix

G(D) =



Am×m

0 D0D.
... D

...D.

0 D
...D.

ζD D.0D.

0 · · · · · ·

D 0 · · ·

0 DIx−1

· · · 0


, (33)

where ζ = N2(m,x)+N3(m,x)
N(m,x)

. The notation N(m,x), N2(m,x), and N3(m,x) refers to the cardi-

nality of ACm,x, the cardinality of Group 2 in ACm,x (the number of codewords starting with

11 from the left), and the cardinality of Group 3 in ACm,x (the number of codewords starting

with 10x+1 from the left), respectively, adopted from [12].

The entries of the submatrix Am×m, which are Ai,j , 1 ≤ i, j ≤ m, can then be found using

the following rules:
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Fig. 8: Comparisons of the continuous component of various ACm,x spectra.

• If j = i, then Ai,j = β1,m+x.

• If j = i+ 1 or j > i+ 1 + x, then Ai,j = λm+1−i,j−i−1D
j−i + βλm+1−i,j−i−1,m−i+j+x.

• If i+ 2 ≤ j ≤ i+ 1 + x, then Ai,j = βλm+1−i,j−i−1,m−i+j+x.

• If j < i, then Ai,j = β 1
λm+1−j,i−j−1

,m−i+j+x.

• If i = m and j = 1, then Ai,j = βζ,m+2x+1.

In those rules,

βa,b =
∞∑
k=1

a

(
1

N(m,x)

)k
Db+(m+x)(k−1) =

aDb

N(m,x)−Dm+x
, (34)

and λd,g =

g∏
k=0

(1− αd−k), (35)

where αc =
N3(c, x)

N2(c, x) +N3(c, x)
. (36)

Since A-LOCO codes are asymmetric, there is an expected amount of discrete power at

frequency 0 (and other frequencies as well) since 0’s are more likely to occur than 1’s. Moreover,

as x becomes smaller compared with m, the continuous PSD at frequency 0 decreases. These

and other characteristics of A-LOCO spectra, such as the number of spectral peaks increasing

as x increases, are demonstrated in Fig. 8.

One standard performance measurement of a signal is the 3dB bandwidth defined as twice

the distance from frequency 0 to the point at which the magnitude becomes 3 dB lower than
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TABLE I: 3dB Bandwidth for Various A-LOCO Codes

A-LOCO 3dB Bandwidth Measurements

x [bits] 1 1 1 1 1 2 3 4 5

m [bits] 2 4 6 8 10 10 10 10 10

3dB BW [normalized] 0.480 0.542 0.577 0.591 0.596 0.431 0.334 0.273 0.231

the magnitude at frequency 0. Due to the spike at frequency 0 in asymmetric codes such as A-

LOCO codes, the magnitude at frequency 0 here is considered to be the limit of the magnitude

as frequency approaches 0, which is the magnitude of the continuous PSD at frequency 0. For

the examples in Fig. 8, the 3dB bandwidths are presented in Table I. Here, the 3dB bandwidth

decreases for the same m as x increases since fast transitions in W (t) become more restricted.

C. General Solution for the PSD of any LOCO Code

We next consider LOCO codes, adopting their definition from [12].

Definition 4. A LOCO code Cm,x, with parameters m ≥ 1 and x ≥ 1, is defined via the following

properties:

1) Codewords in Cm,x are binary and of length m.

2) Codewords in Cm,x are ordered lexicographically.

3) Any pattern in the symmetric set Sx (see Definition 2) does not appear in any codeword

c in Cm,x.

4) The code Cm,x contains all the codewords satisfying the previous three properties.

Lexicographic ordering of codewords means that they are ordered in an ascending manner

following the rule 0 < 1 for any bit, and the bit significance reduces from left to right.

We define the symbol z as the no writing (no transmission) symbol. A run of x consecutive z

symbols is denoted by zx. To prevent forbidden patterns from appearing across two consecutive

codewords, we simply separate any two consecutive LOCO codewords in a stream by zx.

Definition 5. Given a LOCO code sequence {Xn}, where binary LOCO codewords are separated

by zx, we obtain {Yn} via NRZ signaling. We define three signals {An}, {Bn}, and {Cn} by:

• If Xi = 0, it is translated to Yi = −1, Ai = 0, Bi = 1, Ci = 1.

• If Xi = 1, it is translated to Yi = 1, Ai = 1, Bi = 0, Ci = 1.
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• If Xi = z, it is translated to Yi = 0, Ai = 0, Bi = 0, Ci = 0.

Theorem 2. The power spectral density of the modulation sequence {Yn} of a LOCO code Cm,x
with zx bridging pattern and NRZ signaling is given by

SY (D) = 4SA(D)− SC(D). (37)

Proof: It follows from Definition 5 that

SC(D) =
∞∑

j=−∞

E[C`C`+j] ·Dj =
∞∑

j=−∞

P[C` = C`+j = 1] ·Dj

=
∞∑

j=−∞

(P[Y` = Y`+j = 1] + P[Y` = Y`+j = −1]

+ P[Y` = 1, Y`+j = −1] + P[Y` = −1, Y`+j = 1]) ·Dj. (38)

Similarly,

SA(D) =
∞∑

j=−∞

P[Y` = Y`+j = 1] ·Dj , and SB(D) =
∞∑

j=−∞

P[Y` = Y`+j = −1] ·Dj. (39)

Consequently,

SY (D) =
∞∑

j=−∞

E[Y`Y`+j] ·Dj

=
∞∑

j=−∞

(P[Y` = Y`+j = 1] + P[Y` = Y`+j = −1]

− P[Y` = 1, Y`+j = −1]− P[Y` = −1, Y`+j = 1]) ·Dj

=2[SA(D) + SB(D)]− SC(D). (40)

Because of the inherent symmetry of LOCO codes, we have SA(D) = SB(D). Therefore, (40)

can be simplified as (37).

Observe that the OSTM GC(D) of {Cn} is simply given by

GC(D) =

 0 D · Im−1
Dx+1 0

 . (41)

Example 4. We illustrate our method for obtaining the PSD of LOCO codes in this example.

Consider a code whose set of forbidden patterns is {010, 101} and all codewords are of length

4, i.e., x = 1 and m = 4. We adopt the bridging pattern described for signal An in Definition

5. In practice, we flip all bits of An to eliminate infinite sums in the general solution for the
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Fig. 9: FSTD used for OSTM generation of the A sub-signal of a C4,1 sequence.

OSTM of SA(D). Because LOCO codes are symmetric and level-based signaling is being used,

the continuous spectrum resulting from this OSTM will still be SA(D).

In accordance with our method, the initial FSTD is given in Fig. 9a. Then, if unused states

are deleted, only states resulting from the most recent bit being a 1 are labeled in gray, and

states are combined when desirable, the final FSTD becomes Fig. 9b.

The resulting OSTM is then

GA(D) =



0 3
5
D 0 0 0 0 1

5
D3 1

5
D4

0 0 2
3
D 0 0 0 0 1

3
D3

0 0 0 1
2
D 0 0 0 1

2
D2

0 0 0 0 0 0 0 D

0 0 D 0 0 0 0 0

0 0 0 D 0 0 0 0

0 0 0 0 0 0 0 D

1
2
D 0 0 0 1

5
D2 1

10
D3 1

10
D4 1

10
D5



. (42)

Once the OSTM is found, we use Theorem 1 to calculate the sub-signal PSD SA(D), and we

then use Theorem 2 for SY (D) and (14) to calculate the continuous component of the PSD of

C4,1 theoretically, see Fig. 10. A LOCO code does not have a discrete PSD component, and this

will be discussed shortly.
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Fig. 10: The theoretical (OSTM method) versus experimental (Monte-Carlo) continuous com-

ponent of the PSD for LOCO code C4,1 with NRZ signaling.

Result 4. The general OSTM solution for the A sub-signal of any LOCO code Cm,x defined by

the parameters m and x, and using zx bridging is the m+ xm+ x− x2 square matrix GA(D),

which is sparse. The non-zero entries in GA(D) can be found using the following rules:

• If i = m+ xm+m− x2 and j = 1, then GA(D)i,j = 1
2
D.

• If i = j − 1 and i < m, then GA(D)i,j = λm−i+1D.

• If xm+ x− x2 − 1 < j < m+ xm+ x− x2 and i < m+ 1, then consider the sub-matrix

Am×m with non-zero entries Ak,l, 1 ≤ k, l ≤ m, set as follows.

� If l = m or l − k > x, Ak,l = (1− λm−k+1)(1− λm−l+1)D
l−k+1

(
m−x−1∏
g=m−l+2

λg

)
︸ ︷︷ ︸

if l>x+2

.

• If m < i < m+ xm− x− x2 + 1 and x+ 1 < j < xm− x2 + 2, then GA(D)i,j = D.

• If m+xm−x−x2 < i < m+xm+x−x2 and m+xm−x−x2+1 < j < m+xm+x−x2+1,

then GA(D)i,j = D.

• If i = m+ xm+m− x2 and xm+ x− x2 − 1 < j < m+ xm+ x− x2, then consider the

sub-vector a1×m with entries al, 1 ≤ l ≤ m, set as follows.

� al = 1
2
(1− λm−l+1)

∏m
g=m−l+2 λg.

In those rules,
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Fig. 11: Comparisons of the continuous component of various Cm,x spectra.

TABLE II: 3dB Bandwidth for Various LOCO Codes

LOCO 3dB Bandwidth Measurements

x [bits] 1 1 1 1 1 2 3 4 5

m [bits] 2 4 6 8 10 10 10 10 10

3dB BW [normalized] 0.868 0.644 0.582 0.568 0.558 0.412 0.327 0.283 0.246

λa =
N1(a, x)
1
2
N(a, x)

. (43)

The notation N(m,x) and N1(m,x) refers to the cardinality of Cm,x and the cardinality of

Group 1 in Cm,x (the number of codewords starting with 00 from the left), respectively, adopted

from [9].

Since LOCO codes are symmetric, there is no discrete power at frequency 0 (DC) when NRZ

signaling is adopted since 0’s (−1’s) and 1’s (+1’s) are equally likely to occur, i.e., E[Yn] = 0.

Symmetric coding with NRZ signaling leads to the case where the auto-correlation function is

equal to the auto-covariance function. Consequently, there is no discrete component at all in

the PSD for all frequencies. Once again, the continuous PSD at frequency 0 increases and the

number of spectral peaks increases for the same m as x increases. These spectral characteristics

along with others are demonstrated in Fig. 11.

For the examples in Fig. 11, the 3dB bandwidths are presented in Table II. Here, the 3dB

bandwidth decreases for the same m as x increases since the minimum and average time

separations between consecutive transitions in W (t) become bigger.
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VI. CONCLUSION

We introduced a method for deriving the power spectra of constrained codes associated

with level-based signaling. We applied this method to infinite-length Ax-constrained and Sx-

constrained codes. We then generalized this method to address finite-length challenges in deriving

power spectra, particularly how to find the OSTM, how to address cyclostationarity, and how

to handle the periodic component of the auto-correlation function. We applied the generalized

method to finite-length A-LOCO and LOCO codes. We discussed important spectral properties

of these classes of codes based on our derivations. Our theoretical PSD results perfectly match

the experimental PSD results for all codes. We present another method for deriving the spectra

along with an algorithmic approach for self-clocked codes in the appendices. We suggest that our

methods and ideas can provide helpful insights to data storage and data transmission engineers

regarding different classes of constrained codes they plan to employ.
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APPENDIX A

ALTERNATE METHOD FOR OBTAINING THE PSD OF Ax- AND Sx-CONSTRAINED CODES

Instead of altering the NRZI-focused method seen in [25] for a code with NRZ signaling

as we did in this paper, the relationship between NRZI signals and their base binary sequence

can be used to modify the constraints of the base sequence. NRZI signaling is transition-based,

with each transition (from −1 to +1 or +1 to −1) being caused by a 1 in the base sequence.

Therefore, in order to use the unaltered method, all we need to do is to generate a constrained

sequence whose NRZI signal is equivalent to the NRZ signal of the desired sequence.

We focus here on infinite-length codes. We start from the desired binary sequence, and perform

“inverse NRZI” operation on it. In particular, we take the bit-wise difference between each two

adjacent bits in the desired sequence, resulting in a new binary sequence whose NRZI signal is

the NRZ signal we are after, assuming the initial signal level is the same. What remains is that

we identify the new constraint in this bit-wise difference sequence in order to build its FSTD

and OSTM, and thus derive its PSD. This is done as follows for the codes we discuss here.

Suppose the initial level is −1.
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Fig. 12: FSTDs considered for using the unaltered method [25] for an A1-constrained sequence.

• For Ax-constrained codes, the new constraint is that separation between 1’s indexed by 2j

and 2j + 1 (resp., 2j + 1 and 2j + 2) is unrestricted (resp., at least x 0’s), where j ∈ N.

• For Sx-constrained codes, the new constraint is that separation between 1’s indexed by j

and j + 1 is at least x 0’s, where j ∈ N. This is exactly the d constraint in an RLL code

for d = x.

The unaltered method in [25] is then used to derive the PSD via the OSTM built using the

new constraint. Observe that we are discussing here the continuous component of the PSD.

The delta function at DC in the case of asymmetric codes is computed separately as discussed

in Section V. Observe that for an asymmetric sequence, the initial level is quite important for

generating the desired NRZ signal. An example of the FTSDs for an A1-constrained sequence

and its bit-wise difference sequence is provided in Fig. 12.

Result 5. By exploring FSTDs and OSTDs of the bit-wise difference of various Ax-constrained

sequences, it can be found that the alternative OSTM for any Ax-constrained sequence is

G(D) =

 0
∑∞

k=1(
1
2
)kDk∑∞

k=1(
1
2
)kDx+k 0

 =

 0 D
2−D

D1+x

2−D 0

 . (44)

Similarly, the alternative OSTM for any Sx-constrained sequence is

G(D) =
[∑∞

k=1(
1
2
)kDx+k

]
=
[
D1+x

2−D

]
. (45)
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APPENDIX B

GENERATING THE OSTM OF CLOCKED CONSTRAINED CODES

Definition 6. [9] [12] A self-clocked LOCO (C-LOCO) code Cclk
m,x is defined by

Cclk
m,x = Cm,x \ {0m,1m}, where m ≥ 2. (46)

Furthermore, a self-clocked A-LOCO (CA-LOCO) code ACclk
m,x is defined by

ACclk
m,x = ACm,x \ {0m,1m}, where m ≥ 2. (47)

Self-clocked codes impose another constraint on the stream generation, causing the method

used in Section IV for finding the FSTD and OSTM of the code to require more than the

maximum (m+ x)2x+1 states introduced. One idea for handling this additional complexity is to

utilize the breadth first search (BFS) algorithm to properly construct the code OSTD and OSTM.

Details on the BFS algorithm are not discussed in this paper for brevity.

Algorithm 1 Deriving OSTD of Self-Clocked Codes

Inputs: P, V, target, and kclk
eff .

for d′ = 1 : (kclk
eff + 1) do

V1 = P×V. (matrix multiplication)

V2 = target .×V1. (element-wise multiplication)

Record d′ and all the non-zero entries in V2.

V = V1 .× (∼V2). (∼V2 is the bit flipping matrix of the binary version of V2)

end for

Recover the recorded numbers of steps (values of d′ for V2) as labels on one graph.

Recover the recorded probabilities (non-zero entries in V2) as labels on another graph.

Output: OSTD of the code with number of steps and corresponding probability for each edge.

To make use of the BFS algorithm, first note that for every codeword in Cclk
m,x or ACclk

m,x, there

exists at least one transition for self-clocking. Thus, we can define the maximum number of

successive symbols between two consecutive 1’s as kclk
eff = 2(m− 1) + x, see [9] and [12]. We

define the following variables as inputs to the BFS algorithm:

• Derive the stochastic probability t × t matrix P, where t is the number of states in the

FSTD and Pij is the probability of transiting from state j to state i in 1 step.
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• Define a column vector w of length t, where wi = 1 if and only if all the incoming edges

of vertex i in the FSTD have label 1, otherwise wi = 0.

• Define a t× t matrix V, where Vij = 1 if and only if i = j and wi = 1, otherwise Vij = 0.

Each column of V has at most one non-zero entry. We start our BFS with V and update

its value after we walk (transit) in the FSTD.

• Define a t × t matrix target = wwT, i.e., targetij = 1 if and only if wj = 1 and wi = 1,

otherwise targetij = 0. In the algorithm, when we hit a non-zero entry in target, we find a

possible 00 . . . 01 sequence and its associated probability.

The BFS algorithm is Algorithm 1.
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