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ABSTRACT

ADJOINT BASED DESIGN OPTIMIZATION OF SUBSONIC AIRFOILS
WITH A PANEL CODE

Sarıkaya, Berk

M.S., Department of Aerospace Engineering

Supervisor: Prof. Dr. İsmail H. Tuncer

July 2022, 90 pages

An in-house panel code written in Fortran is automatically differentiated and devel-

oped into an adjoint-based aerodynamic shape optimization tool for airfoil profiles.

The automatic differentiation tool, FDOT, is employed in reverse mode to obtain the

discrete-adjoint solver. The adjoint-based sensitivity derivatives (i.e. gradient vector)

are validated against the finite difference approach. The computed sensitivity deriva-

tives are then employed for the gradient based aerodynamic shape optimization of

subsonic airfoil profiles for given target lift and moment coefficients. In addition, an

adverse pressure gradient minimization term is added to the objective function for

milder stall characteristics. A multi-point design optimization method is also imple-

mented for an improved off-design performance. Airfoils are parametrized by the

Class Shape Transformation. Single and multi-point optimizations are driven by the

open-source optimizer, DAKOTA, using a quasi-Newton method. Case studies for

cambered airfoils at low angles of attack are presented for single and multi-point de-

sign optimizations. The surface pressure distributions and the aerodynamic loads for

the optimum airfoil profiles are further verified with the open-source RANS solver,

SU2. It is shown that the adjoint based design optimization methodology developed
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is efficient and robust.

Keywords: panel method, discrete adjoint, aerodynamic optimization, multi-point

optimization, adverse pressure gradient
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ÖZ

PANEL KODU İLE ADJOİNT TABANLI SESALTI KANAT PROFİLİ
ENİYİLEMESİ

Sarıkaya, Berk

Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi: Prof. Dr. İsmail H. Tuncer

Temmuz 2022, 90 sayfa

Fortran ile yazılan bir panel kodu otomatik türev ile adjoint tabanlı bir aerodinamik

kanat profili şekli eniyileme aracına dönüştürülmüştür. FDOT otomatik türev aracı

ters mod ile ayrık-adjoint çözücü elde edilmesi için kullanılmıştır. Adjoint tabanlı

hassasiyet türevleri (gradyan vektörü) sonlu farklar metodu ile doğrulanmıştır. He-

saplanan hassasiyet türevleri sesaltı kanat profillerinin hedef olarak verilen taşıma ve

yunuslama katsayılarına göre gradyan bazlı aerodinamik tasarım eniyilemesinde kul-

lanılmıştır. Ek olarak bir ters basınç gradyan terimi yumuşak perdövites karakteristiği

için amaç fonksiyonuna eklenmiştir. Ek olarak, tasarım noktası dışındaki performan-

sın daha iyi olması amacıyla çoklu nokta tasarım eniyilemesi yöntemi geliştirilmiştir.

Kanat profilleri Sınıf Şekil Dönüşümü ile parametrize edilmiştir. Tekli ve çoklu nokta

eniyilemeleri açık-kaynak kodlu bir eniyileme aracı olan DAKOTA ile quasi-Newton

yöntemi kullanılarak gerçekleştirilmiştir. Kamburluklu kanat profilleri temel kabul

edilerek düşük hücum açılarında yapılan tek ve çok-noktalı eniyileme sonuçları gös-

terilmiştir. Elde edilen aerodinamik yükler ve yüzey basınç katsayısı dağılımları bir

açık-kaynak RANS çözücüsü olan SU2 ile doğrulanmıştır. Son olarak, gösterilen ta-
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sarım eniyileme metodunun fazlasıyla verimli ve gürbüz olduğu gösterilmiştir.

Anahtar Kelimeler: panel metodu, ayrık adjoint, aerodinamik eniyileme, çok noktalı

eniyileme, ters basınç gradyanı
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CHAPTER 1

INTRODUCTION

Computational Fluid Dynamics (CFD) have become key in aerodynamic design and

shape optimization processes. Even though CFD cannot be separated from the wind

tunnel tests, using CFD allows evaluation of new aerodynamic concepts faster and

cheaper than that of a wind tunnel, generally. As the CFD tools developed and be-

came accessible, these tools have seen widespread usage in the earlier design phases.

With time, CFD branched out in fidelity, i.e. low and high-fidelity tools. The low

fidelity tools are useful for rapid evaluation and exploration of new designs due to

their lower computational cost whereas the high fidelity tools are useful for detailed

design phases, where the design has matured. High-fidelity means that most of the

physics features, if not all, have been properly captured and the solutions are more

accurate than low-fidelity tools at the expense of computational resources. Solving

the Reynolds-Averaged Navier-Stokes equations is an example of high-fidelity solu-

tion, whereas a panel method is an example of a low-fidelity model, which does not

include effects like viscosity and flow separation. In this thesis, it is aimed to cre-

ate an aerodynamic shape optimization tool for subsonic airfoils using a low-fidelity

model with fast turnaround time.

The impact of better aerodynamic designs on aircraft performance cannot be empha-

sized enough. For example, Martins et al. [1] has shown that reduction of 1 drag

count (d.c.) is worth 310 pounds of empty weight for a supersonic business jet. Sim-

ilarly, the studies done on subsonic transport aircraft indicate that a reduction of 1

d.c. corresponds to a payload increase of roughly 200 lbs [2]. Also, while the gov-

erning bodies all around the world enforce strict emission targets, these could only be

achieved by highly optimized aerodynamic configurations [3]. The aerodynamics of
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the future aircraft is driven by the aviation’s impact on the environment, such as the

greenhouse gases, noise and so on. [3, 4].

The aerodynamic optimization process requires specialized solvers, algorithms and

methods [5]. In the case of methods, there are two main kinds, which are the inverse

methods and the numerical optimization methods, as shown in Fig. 1.1.

Optimization methods

Inverse methods
Numerical

Optimization

Gradient-free

optimization

Gradient-based

optimization

Figure 1.1: Optimization methods

Aerodynamic shape optimization studies, in fact, date as back as to 1680s. New-

ton [6] used calculus of variations to minimize drag over a solid body of revolution

moving in a fluid with constant velocity. In 1935, Betz [7] proposed a way to find

optimum airfoil shapes after applying predetermined pressure distributions by mak-

ing use of conformal mapping, which may be considered as the earliest example of

inverse method. Then, in 1945, Lighthill [8] obtained an exact solution for incom-

pressible flows by conformally mapping the profile to a unit circle for the velocity

over profile, with the help of an analytic mapping function.

Inverse methods allow prescribing the desired (target) pressure distribution directly at

a constant angle of attack, which yields the optimal solution, i.e. the airfoil geometry.

Inverse methods are useful for realizing target pressure distributions or flow veloci-

ties, for example. However, it is challenging to prescribe target distribution(s) that

provide optimal performance over the range of operation. In fact, not knowing the

distributions a priori is the essence of the problem. Moreover, inverse design using

panel methods date as back as 1980s (Hawk and Bristow [9]) to solve problems like
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matching target pressure coefficient distributions.

Naturally, the inverse problems have been formulated using potential flows due to

the simplicity of the governing equations such as Volpe and Melnik [10]. Similarly,

hodograph techniques are used in Hassan et al. [11] and Hassan et al. [12] for sub-

sonic and transonic cases, respectively. Conformal mappings are also used in the

multi-point inverse design problems by Selig and Maughmer [13] and Selig [14]. Af-

terwards, Malone et al. [15] used user specified target pressures as expressed by flow

velocities to design 2-D airfoils and 3-D asymmetric nacelle profiles using a full-

potential code. As the computational power increased, Euler equations are used in

the optimization process by Jameson and Reuther [16] for inverse design optimiza-

tion of airfoils. Reuther and Jameson [17] extended the work to Euler equations and

successfully applied the adjoint inverse design methodology to wing and wing/body

cases. Euler equations may not yield realizable results due the absence of the vis-

cous features like flow separation, therefore, the Navier-Stokes equations are used by

Jameson et al. [18] and the design optimization of wings in transonic flow is suc-

cessfully carried out. Recently, Morlando [19] used a panel method, which is also

written in Fortran, with the adjoint method for sensitivity analysis of airfoils in in-

verse design where the objective function is automatically differentiated. Zhang et

al. [20] proposed inverse design of airfoils by means of adverse pressure gradient

distribution as the design target. The necessary derivatives are computed by adjoint

method. As discussed above, the inverse design methods require obtaining feasible

target distributions beforehand which need to obey the various constraints and objec-

tive functions (i.e. performance) defined by the designer. Obtaining such profiles is

not a trivial task. Majority of the time may be spent determining the required pressure

distributions rather than the actual optimization process.

As the computers developed and the computational power has increased over the

years, the numerical optimization methods have become more feasible. It was in the

early 1970s when the gradient-based optimization methods have surfaced [21]. Hicks

et al. [22] designed low-drag, non-lifting transonic airfoils using an optimizer which

uses the method of feasible directions. They solved the transonic small disturbance

equation. Similarly, Hicks and Vanderplaats [23] obtained optimal designs for low-

speed airfoils. In the study, lift maximization, pitching moment and adverse pressure

3



gradient minimization cases are shown. Both studies [22, 23] have used higher-order

polynomial coefficients that govern the airfoil surface coordinates as the design vari-

ables. After that, Hicks and Henne optimized a three-dimensional wing [24] using

Hicks-Henne bump functions as the design variables which control the wing twist

and shape. The works cited above use finite-difference method to calculate the gra-

dients of the objective function, such as the drag or the lift coefficient. The gradient

vector can be obtained with small perturbations in design variables as shown in [23].

While this approach is the simplest one, the cost is highest among any method due to

repeated flow solver calls. Additionally, finite differences are prone to truncation er-

rors. There are other ways to compute the gradients to drive the optimization process,

such as the adjoint method. Thus, to compute gradients much more efficiently, adjoint

methods are used. Adjoint methods are widely used in the literature since their intro-

duction by Pironneau in Stokes flow [25] and Euler equations [26]. Adjoint methods

are extended by Jameson [27] to inviscid compressible flows. Afterwards, the method

is applied to Euler equations by Reuther and Jameson [17] in a wing/body drag min-

imization case. Additionally, Baysal and Eleshaky [28] applied adjoint equations on

sensitivity of the 2-D Euler equations on the optimum design of a simplified scramjet

geometry. Eventually, the Navier-Stokes equations are used by Jameson et al. [18] in

transonic wing optimization cases. Adjoint methods are also used by Kim et al. [29]

for multi-element airfoil design in high-lift configuration with the viscous, continu-

ous adjoint method. All the works cited above use structured grids, which may be

burdensome to generate about complex geometries. The adjoint method is extended

to the unstructured grids by Anderson and Venkatakrishnan [30] and Anderson and

Bonhaus [31] for inviscid and viscous airfoil design cases, respectively.

Finally, there are gradient-free optimization techniques, where the gradient informa-

tion with respect to design variables are not required unlike the methods discussed

above. A few examples are genetic algorithms, direct search and random search

methods [32]. Among these algorithms, genetic algorithms (GA) are one of the most

popular ones. Marco et al. [33] successfully performed drag reduction over RAE2822

airfoil in transonic conditions using a genetic algorithm. Similarly, GA was used to

optimize airfoils suitable for wind turbines using a multi-objective approach by He

and Agarwal [34]. Gradient-free algorithms are useful when the problem considered
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has multiple local minima (multimodal), discontinuous objective functions or discrete

design variables, but the drawback is high number of flow solver calls [35] which au-

tomatically means high cost.

As stated before, the gradient-free methods perform well when the problem possesses

multimodality as these methods are often aimed towards finding the global minimum

[35]. The gradient-based methods may aim towards a local minimum value, rather

than the global minimum value. Zingg et al. [36] has directly compared GA and

gradient-based methods. They have shown that for single-point optimization cases,

the computational cost of GA is 6 to 187 times that of adjoint method [36]. For the

multi-point optimization cases, they have shown that the cost of GA is 24 to 200

times that of the gradient-based method. Moreover, they observed that both meth-

ods produce the same Pareto-fronts. Pulliam et al. [37] have shown that gradient-

free algorithm requires many more flow solutions than adjoint method, but in the

end both gradient-free and gradient-based optimization produce very similar designs.

Chernukhin and Zingg [5] concluded that the airfoil design using Euler equations is

unimodal, even though the wing design had multiple local optima in the absence of

viscosity. Similarly, Holst and Pulliam [38] have indicated the unimodality (i.e. local

minimum is the global minimum) for airfoil and wing optimization cases. Clearly,

gradient-based methods reign supreme in aerodynamic shape optimization problems

due to cost savings associated with obtaining the optimum, which is generally in the

vicinity of the baseline profile. The airfoil design problem itself is also unimodal,

which is beneficial for the gradient-based optimization approach. Finally, Martins

[39] claim that the concern for aerodynamic shape optimization being multimodal is

unwarranted. Additionally, it is impossible to prove whether an optimum is a local

or global one and an optimum should be assumed to be global until proven otherwise

[39].

Even though higher fidelity tools that solve the (Reynolds-Averaged) Navier-Stokes

equations are used nowadays, the usage of the panel methods in aerodynamic opti-

mization should also be addressed. The growing interest in design optimization with

the lower-fidelity tools (which have fast turnaround times) is evident in today’s data

driven world. The availability of the panel methods and their ability to model configu-

rations with ease, and their relative economy favors the use of these methods for many
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applications [40]. A continuous-adjoint based method is used for shape optimization

in free-surface potential flows in Ragab [41] for surface ships. Panel methods are

used as a medium-fidelity tool in Kennedy et al. for aero-structural multi-disciplinary

optimization (MDO) problems with a coupled-adjoint approach to obtain the aerody-

namic sensitivity derivatives [42, 43, 44]. After that, Morlando [19] used a 2-D panel

code, which is also written in Fortran, for sensitivity analysis of airfoils in inverse

design using the continuous adjoint method. Maple is used to automate the continu-

ous adjoint equation and its boundary conditions. An adjoint method based on a 3-D

panel code is used in Conlan-Smith et al. [45] to evaluate the sensitivity derivatives of

a wing for aerodynamic shape optimization. Finally, Sarıkaya and Tuncer [46] used

FDOT to automatically differentiate an in-house panel code using the reverse mode

with operator overloading to perform aerodynamic shape optimization studies using

the adjoint method.

1.1 Adjoint Methods and Automatic Differentiation

The continuous and discrete adjoint methods differ in a way that in the continuous

adjoint method the field equations are used to derive a new set of equations, which

are discretized later. The continuous adjoint is also known as the optimize-then-

discretize approach. In the continuous adjoint method, new boundary conditions must

be derived for each objective function due to dependency of the objective function to

boundary conditions [47]. This approach is used widely by Jameson and their peers

with potential flows, Euler and N-S equations [27, 16, 17, 18, 48, 29]. In the continu-

ous adjoint method, the exact sensitivity of the cost function with respect to the design

variables are not obtained. The obtained sensitivities may be not be consistent with

the discrete adjoint sensitivities or finite differences. Due to the preliminary work

required just to derive the necessary equations, this method is harder to implement.

The discrete adjoint method is known as the discretize-then-optimize approach. In

this method, the governing equations are discretized first and then optimized later.

The exact sensitivity of the objective function with respect to the design variables

are obtained, which are consistent with the discrete form of the objective function

computed by the discrete form of the governing equations. These properties make
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this method appealing for gradient-based optimization studies [49]. Development of

a discrete-adjoint solver is easier than a continuous-adjoint one, thanks to automatic

differentiation (AD) techniques. The automatic (or algorithmic) differentiation tech-

nique allows to users to differentiate a code line-by-line [50]. This technique may be

used to develop a discrete-adjoint solver. The discrete-adjoint solvers for CFD can

be generated via two methods, operator-overloading and source-code transformation.

In the former, the whole code is automatically differentiated as given by Djeddi [51],

for example. But the downside is that automatically differentiating the whole code

requires substantial amount of memory since every operation is stored in a file called

tape. It is clear that storing every operation adds overhead compared to storing the

useful parts. The issue is alleviated by fixed-point iterations and checkpointing fea-

tures. FDOT, which is used in this study as the AD tool, adresses the high memory

footprint issue with the help of checkpointing [51]. In the source-code transformation

approach, the code is selectively differentiated by an AD tool as shown in Kaya [49].

The necessary lines are added by the AD tool to compute derivatives after solving

the linear system. This way, flux Jacobian matrices are computed with less memory

footprint and computational cost than operator-overloading. However, since source-

code transformation requires adding to the code with a tool, this step requires more

work than operator overloading approach. Both of these methods will be discussed in

detail in the Method part.

Nevertheless, it is clear that both methods are useful when used appropriately. The ad-

joint method, since its introduction, is widely used in the literature due to advantages

it provides when computing sensitivities. Moreover, aerodynamic shape optimization

using adjoint methods is still a hot topic, as shown in the preceding part. Additionally,

the adjoint methods are also used in transition modeling and uncertainty quantifica-

tion problems [52], which indicates the applicability of the adjoint method in the other

aerodynamics related areas.

1.2 Objectives of the study

This study aims at developing a discrete adjoint based aerodynamic design optimiza-

tion tool for subsonic airfoil profiles. The efficiency and accuracy of panel codes over
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the RANS solvers for attached flows is exploited in this study. The developed tool

is expected to be effectively used in preliminary and advanced design stages. The

discrete adjoint solver for an in-house panel code written in Fortran is obtained by

using the automatic differentiation. The main objectives of this study are

• to employ the automatic differentiation tool, FDOT, to develop a discrete ad-

joint solver based on the in-house panel code

• to use the reverse mode of FDOT to obtain the adjoint solver

• to validate the adjoint solver and the sensitivity derivatives

• to use Class Shape Transformation (CST) to represent airfoil profiles

• to use an open-source tool, DAKOTA, as the optimizer

• to perform aerodynamic shape optimization of subsonic airfoil profiles for tar-

get lift and moment coefficients

• to incorporate a multi-point design optimization algorithm

• to enhance the design objective for a reduced adverse pressure gradient over the

upper airfoil surface

• to verify the optimum designs against RANS solutions

1.3 The Outline of the Thesis

In the introduction part, the importance of the aerodynamics optimization on the air-

craft performance is mentioned. Advantages and disadvantages of various numerical

optimization techniques and the related works making use of these techniques are

mentioned. Continuous and discrete adjoint methods are discussed. In the Chapter

2, the necessary prerequisites to construct an aerodynamic shape optimization frame-

work are discussed: panel method and the gradient based optimization method is

discussed. The automatic differentiation techniques, and shape parametrization tech-

niques are explained in the following subparts. Then, in Chapter 3, validation and

verification studies are first presented. The in-house panel code and the open-source

RANS solver, SU2, is validated using the experimental pressure coefficient data from

a wind tunnel for various angles of attack. Grid convergence studies for RANS solver
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are shown. The sensitivity derivatives are validated by using the adjoint solver and the

results are compared with finite differences. The results of the optimization studies

are presented and further discussed. The single-point and the multi-point optimiza-

tion cases are presented with increasing complexity in objective function. In the end,

the conclusions drawn are given in the Chapter 4.
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CHAPTER 2

OPTIMIZATION METHODOLOGY

In this study an in-house panel code is used for the shape optimization of subsonic

airfoil profiles. A gradient-based optimization is performed. The sensitivity deriva-

tives are obtained by means of a discrete adjoint solver. Discrete adjoint method and

automatic differentiation (AD) is discussed. Both forward mode and the reverse mode

of the adjoint method are explained in detail. The AD tool, FDOT, is employed in

reverse (adjoint) mode to obtain the adjoint solver. An automatic differentiation ex-

ample using FDOT is presented for a simple objective function. Application of the

Class Shape Transformation technique is shown. Subsequently, gradient projection

onto the design variables are shown by constructing the shape sensitivity matrix. Fi-

nally, the open-source RANS solver used to verify the optimum designs is introduced.

2.1 In-house Panel Code

The existing in-house panel code is based on constant strength source (σ) and vortex

(γ) panels distributed on the airfoil surface. The solution is based on the superposition

of the potentials induced by the source and the vortex sheets with unknown strengths.

The linear system of equations are obtained in order to satisfy the flow tangency over

the airfoil surface and the Kutta condition at the airfoil trailing edge for the unknown

source and vortex strengths by a Gaussian solver. The velocity field induced by the

source and the vortex panels and the surface pressure distribution based on Bernoulli’s

equation are then evaluated. The panel code written in Fortran 90 is slightly modified

for automatic differentiation using FDOT. The modifications are further discussed in

Chapter 2.2.3.
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The panel code solves the Laplacian equation, which governs the steady, incompress-

ible, irrotational and inviscid flows,

∇2Φ = 0 (2.1)

where Φ is the scalar potential function. The potential induced by a source sheet, at a

point (x, y) can be obtained by Eq. 2.2,

Φ(x, y) =

∫ L

0

σ

2π
ln
√

(x− xL)2 + y2 dxL (2.2)

where 0 to L indicate local panel coordinates, and the integration is carried over a

panel. The σ distribution over the panels is not known a priori.

Additionally, the potential induced at (x, y) by a vortex sheet is given by Eq. 2.3,

Φ(x, y) =

∫ L

0

γ

2π
tan−1

(
y

x− xL

)
dxL (2.3)

where 0 to L indicate local panel coordinates, and the integration is carried over a

panel. Similarly, the γ distribution over the panels is not known a priori.

The influence of the jth panel on the ith panel can be computed in a discrete manner

to obtain the source and vortex influence coefficients,

σ(i, j) =
1

2π

(
sin(θi − θj)

∫ L

0

x− xL
(x− xL)2 + y2

dxL

+ cos(θi − θj)
∫ L

0

y

(x− xL)2 + y2
xL

) (2.4)

γ(i, j) =
1

2π

(
cos(θi − θj)

∫ L

0

x− xL
(x− xL)2 + y2

dxL

− sin(θi − θj)
∫ L

0

y

(x− xL)2 + y2
dxL

) (2.5)

where θ is the angle between the panel and the global x and y axis. After creating

the influence coefficients matrix using Eqs. 2.4 and 2.5, local source and vortex panel

strengths are obtained with a Gaussian solver. After having obtained these, the local

u and v velocities can be computed with,

uL =
σ

2π

∫ L

0

x− xL
(x− xL)2 + y2

dxL −
γ

2π

∫ L

0

y

(x− xL)2 + y2
dxL (2.6)
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vL =
σ

2π

∫ L

0

y

(x− xL)2 + y2
dxL +

γ

2π

∫ L

0

x− xL
(x− xL)2 + y2

dxL (2.7)

Therefore, using the Eqs. 2.6 and 2.7, it is possible the obtain the velocity distribution

over the airfoil and subsequently the pressure distribution with Bernoulli’s equation.

2.2 Gradient-Based Optimization

In this study, a gradient based algorithm is employed for the optimization. In general

an optimization problem is defined as

minimize f(X)

with respect to X

subject to g(X) ≤ 0

h(X) = 0

(2.8)

In Eq. 2.8, X is the vector of design variables, f is the objective function, g and h are

inequality and equality constraints, respectively [3].

The open source optimization toolbox DAKOTA [53] is used to drive the optimization

process. The gradient information DAKOTA needs is provided by the discrete adjoint

solver developed. In this study, optpp_q_newton algorithm is chosen, which is the

quasi-Newton optimization method suitable for non-linear problems [54]. In this

method, a low-rank approximation to the Hessian is computed by means of a BFGS

(Broyden-Fletcher-Goldfarb-Shanno) [55, 56, 57, 58] update in each design iteration.

A traditional steepest-descent algorithm requires (which is of first-order):

xk+1 = xk − α∇f(xk) (2.9)

where α is the stepsize. There is no curvature information is present in Eq. 2.9,

which may slow down the convergence. Consider Newton’s method given in Eq.

2.10, which also adds curvature information to the problem (second derivatives):

xk+1 = xk −
[
Hk
−1]∇f(xk) (2.10)
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where Hk is the Hessian matrix, which is nothing but the matrix of the second deriva-

tives. Even though the Hessian matrix could be computed using automatic differentia-

tion techniques outlined prior, the computational cost of this procedure is proportional

to the number of design variables as shown by Rumpfkeil and Mavriplis [59].

Thus, in this study, the quasi-Newton method is employed where Hessians are approx-

imated. One advantage of quasi-Newton method over the traditional steepest-descent

is that convergence is significantly faster in the quasi-Newton method [60]. Jones

and Finch [61] suggest that conjugate gradient (CG) and quasi-Newton methods offer

clear advantages over the basic steepest-descent algorithm in terms of convergence.

In the quasi-Newton optimization algorithm, a new iterate for the design variables is

obtained by Eq. 2.11,

wk+1 = wk − sk B−1k ∇I(wk) (2.11)

where Bk is the kth approximation to the Hessian matrix, sk is the stepsize, and yk

is the yield in the gradients [62] as shown in Eq. 2.12. The optimal stepsize for the

new step sk is obtained via a value based line search, which satisfies the sufficient

decrease condition [53].

yk = ∇wI(wk+1)−∇wI(wk) (2.12)

Hessian matrix is approximated by the BFGS (Broyden-Fletcher-Goldfarb-Shanno)

[55, 56, 57, 58] formula for the (k + 1)th iterate using Eq. 2.13

Bk+1 = Bk −
Bksks

T
kBk

sTkBksk
+
yky

T
k

yTk sk
(2.13)

Prior to first update the quasi-Hessian matrix is computed as such,

B0 =
yTk yk
yTk sk

I (2.14)

The convergence is obtained when the relative change in the successive objective

function evaluations drop below a certain threshold, i.e. 1 × 10−8. The optimization

process is halted, and the current point is assumed to be optimal. The optimization

flowchart is given in Fig. 2.1.
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using CST weights
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dw
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dI/dw

NO

wn = wn+1

YES

Figure 2.1: Optimization process flowchart
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2.2.1 Evaluation of the Sensitivity Derivatives/Gradient Vector

In an aerodynamic shape optimization problem, the objective function is a function

of the geometric shape, X, and the flow variables q. The flow variables are a function

of X. The objective function generally consists of aerodynamic coefficients such as

lift and drag coefficients or a combination of these such as CL/CD, which is the

aerodynamic efficiency. Without a loss of generality, the choice of objective function,

I, depends on the optimization problem in hand and is given as

I = I
(
X,q(X)

)
(2.15)

Additionally, since shape parameters, p, govern the physical coordinates of the body,

X, the physical coordinates are related to the shape parameters such that

X = X
(
p
)

(2.16)

Eq. 2.15 is the objective function definition, which depends only on the shape pa-

rameters, p. Taking the derivative of the objective function with respect to shape

parameters yields the Eq. 2.17.

dI

dp
=

(
∂I

∂X
+
∂I

∂q
∂q
∂X

)
∂X
∂p

=
dI

dX
dX
dp

(2.17)

Note that X is the panel coordinates which only depends on the shape parameters as

indicated in Eq. 2.16.

In the present study, dI/dX term given in Eq. 2.17 is evaluated by the algorith-

mic/automatic differentiation (AD) of the panel code in reverse/adjoint mode. FDOT

is employed as an AD tool. FDOT, which stands for Fast Automatic Differentiation

Based on Operator-Overloading Technique is a toolbox written by Djeddi and Ekici

[63, 51] for Fortran codes. Details are given in Chapter 2.2.3.

Consider the governing equations, which are solved for flowfield evaluation. In Eq.

2.18, the flowfield is denoted by the residual vector R. As the governing equations
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are always satisfied, the right hand side in the residual equation is set to zero.

R = R
(
p,q (p)

)
= 0 (2.18)

In essence, any converged flow solution is of the form,

dR
dp

=
∂R
∂p

+
∂R
∂q

dq
dp

= 0 (2.19)

where R is the residual vector. The total derivative of the residual vector with respect

to the design variables should vanish as convergence is reached, since the governing

equations are satisfied [64].

Therefore, the change in flow variables with respect to design variables term, dq/dp

in equation 2.19, can be solved for

dq
dp

= −
[
∂R
∂q

]−1
∂R
∂p

(2.20)

and Eq. 2.20 may be subsequently inserted into equation 2.17, which yields the basis

of sensitivity equation,

dI

dp
=
∂I

∂p
− ∂I

∂q

[
∂R
∂q

]−1
∂R
∂p

(2.21)

This equation represents the change in the objective function with respect to the de-

sign variables, which should be evaluated in the optimization process. In the follow-

ing subsections, the solution strategies for Eq. 2.21 are discussed. First, the direct

method and the finite difference methods are presented, which have cost drawbacks.

Then, the adjoint method, which is much more computationally efficient, is intro-

duced.

2.2.1.1 Direct Method

Clearly, one of the challenges is to evaluate the dq/dp term in Eq. 2.20 due to strong

coupling between the design variables and flow variables as mentioned before.

−
[
∂R
∂q

]−1
∂R
∂p

=
dq
dp

(2.22)
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If the total derivative is to be computed directly, the following linear system [65] must

be obtained by manipulating Eq. 2.22

−
[
∂R
∂q

]
dq
dp

=
∂R
∂p

(2.23)

Eq. 2.23 may be evaluated via solving the linear system associated. However, the

computational cost scales linearly with the number of design variables. In aerody-

namic shape optimization problems, the design variables may be on the order of hun-

dreds [66] making the direct solution approach infeasible.

2.2.1.2 Finite Difference Method

In the finite difference method, the gradient vector may be obtained by perturbing

each design variable once and obtaining flow solutions by using the finite difference

equation:
dI

dp
=
I(p + h)− I(p)

h
+O(h) (2.24)

This method is the easiest one to implement into an optimization framework. How-

ever, similar to the direct method, this method also requires repeated flow field evalu-

ation, which is on the order of (n+ 1) for n design variables for first-order accuracy.

The cost scales linearly with the number of design variables, hence this method is also

prohibitive in terms of cost. Additionally, this method is prone to truncation errors.

Finally, an additional study for the stepsize, h, must be carried out first to determine

an optimum perturbation size. This method is very effective for validation purposes

as it is straightforward to implement.

2.2.1.3 Adjoint Method

The adjoint method, proposed by Pironneau [25, 26] and extended to compressible

flows by Jameson [27] are widely used in aerodynamic optimization problems due to

its efficiency. In the adjoint approach, the computational cost scales with the number

of objective functions rather than the number of design variables. In general aerody-

namic shape optimization problems, the number of design variables are much larger
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than the number of objective functions, i.e. NDV � Nobj . For example, the de-

sign variables may be spanwise wing stations that control twist, sweep and thickness

which may be on the order of hundreds for a large-scale optimization case.

The objective functions are generally integral quantities such as CD, CL, CM which

are much less than the number of design variables. Hence, the main advantage of the

adjoint method is the dramatic decrease in the computational cost. For example, an

adjoint solution has a computational cost that is on the order of 1 flow solution, but

finite differences require NDV number of flow solutions, at least.

Consider the following equation which is similar to Eq. 2.21,

dI

dp
=
∂I

∂p
+ ψT ∂R

∂p
(2.25)

where ψT given in Eq. 2.25 is the adjoint vector.

ψT = −∂I
∂q

[
∂R
∂q

]−1
(2.26)

Finally, Eq. 2.26 is solved for the adjoint variable, ψ. After solving for the adjoint

vector, the sensitivities with respect to design variables are obtained by carrying out

the necessary multiplications shown in Eq. 2.25.

When compared with the direct method or the finite difference methods outlined prior,

the adjoint method is much more efficient. However, there may be difficulty in car-

rying out the necessary derivations such as boundary conditions or new functionals

for continuous adjoint formulations. In the continuous adjoint method, by using the

newly derived equations, the adjoint variable, ψ, is solved for. In the discrete adjoint

approach, the CFD code may be viewed as a series of successive functional operations

after initialization [51] such that

q0 =f0(p)

q1 =f1(q0)

...

qn =fn(qn−1)

(2.27)
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where qn is the converged solution at nth iteration, which itself is a function of qn−1,

and so on. The objective function is evaluated by an operator, ~v, acting on the fully-

converged solution, yielding

I = ~vTqn (2.28)

To compute the gradient (sensitivities) of the objective function with respect to the

input variables, Eq. 2.28 is differentiated and by the implicit function theorem,

∇I = ~vT
[
∂fn
∂qn−1

] [
∂fn−1
∂qn−2

]
...

[
∂f1
∂q0

] [
∂f0
∂p

]
(2.29)

Eq. 2.29 can be evaluated by nmatrix-matrix products and one matrix-vector product

at the end. This method is known as the forward mode of an adjoint solver. The

derivatives are propagated from the initial solution towards the converged solution,

in the forward direction. The computational effort of matrix-matrix products scale

linearly with the number of design variables present in the problem as matrix grows

linearly. In aerodynamic shape optimization applications where the number of design

variables are quite high, this process leads to significant computational costs. On the

contrary, if the Eq. 2.29 is transposed [51],

∇IT = ~vT
[
∂f0
∂p

]T [
∂f1
∂q0

]T
...

[
∂fn−1
∂qn−2

]T [
∂fn
∂qn−1

]T
(2.30)

Evaluation of Eq. 2.30 requires n matrix-vector products. This method is known

as the reverse mode of an adjoint solver. As the name implies, the derivatives are

propagated from the converged solution towards the initial solution, in the backwards

direction. Using the reverse mode, the computational cost is significantly lower but

the drawback is that the process requires storing all the intermediate flow solver val-

ues in the memory. However, storing all of the intermediate steps require very high

memory footprint. More detailed discussions regarding the automatic differentiation

procedure, as well as the forward and the reverse modes are given in the Section 2.2.2.
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2.2.2 Automatic/Algorithmic Differentiation

Automatic Differentiation -also known as Algorithmic Differentiation- is a method

based on the systematic application of the differentiation chain rule to computer pro-

grams [50]. In the optimization process, there are need for certain partial derivatives

(as shown in the adjoint method) where the specifically developed automatic differ-

entiation (AD) tools are used for evaluation of these terms.

While these derivatives could be computed using finite difference (FD) or complex-

step (CS) methods, the computational cost associated with FD and CS are prohibitive.

As stated in the preceding parts, the cost of these methods scale linearly with the

number of design variables/inputs. However, the AD approach is as accurate as hand-

differentiated/analytically differentiated code and requires just the fraction of a cost.

The implementation is potentially easier since the process is automated [65], which

means that the hassle of lengthy hand derivations or human errors are avoided.

There are two main approaches for AD: source-code transformation and operator-

overloading. In the source-code transformation approach, the code is scanned line

by line and new variables are introduced as new source code lines, when necessary.

This is done procedurally by an AD tool. The AD tool then applies the chain rule in a

systematic manner to evaluate the partial derivatives. Finally, the tool outputs an aug-

mented derivative code, which computes the necessary partial derivatives specified

by the user.

In the operator-overloading approach (OO/AD), the source-code is not changed sig-

nificantly like the former approach. In OO/AD, the variable types are of derived-type.

These variables include both the variable value and also the corresponding derivative

[65]. As a consequence, the operations have to be redefined (overloaded) such that

they also return the derivative of the operation.

Apart from main approaches to AD, there are also two modes of AD, namely the

forward and the reverse modes. These modes are discussed in-depth in Sections

2.2.2.1 and 2.2.2.2, respectively.
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Define the chain rule as follows,

∂C
∂v

dv

dc
= I =

[
∂C
dv

]T [
∂v

dc

]T
(2.31)

call the left hand side forward chain rule, and the right hand side reverse chain rule

[65].

In an automatically differentiated computer code, the variables v in the Eq. 2.31 are

some combinations of assigned variables, which are denoted with t. Line by line,

the AD method applies the chain rule for every assignment in the code, which may

be considered as functions of their own. These explicit functions are denoted by

T , which are functions of the previous assignments and inputs. Hence, T functions

depend only on previous operations.

Therefore, define the variables and constraints,

v =


t1

t2
...

tn

 C(v) =


t1 − T1()
t2 − T2(t1)

...

tn − Tn(t1, . . . , tn−1)

 (2.32)

2.2.2.1 Algorithmic Differentiation in Forward Mode

Applying the chain rule which is given in the left hand side of Eq. 2.31, the forward

mode of AD is obtained,

1 0 . . . 0

−
∂T2

∂t1
1

. . . ...
... . . . . . . ...

−
∂Tn

∂t1
. . . −

∂Tn

∂tn−1
1





1 0 . . . 0

dt2

dt1
1

. . . ...
... . . . . . . ...

dtn

dt1
. . .

dtn

dtn−1
1


= I (2.33)

Clearly, the forward mode AD shown in Eq. 2.33, yields two lower triangular matri-

ces. The product of these matrices is still a lower triangular matrix. A rather simpli-
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fied form of Eq. 2.33 can be obtained by index notation,

dti
dtj

= δij +
i−1∑
k=j

∂Ti
∂tk

dtk
dtj

(2.34)

By choosing one tj and keeping j fixed, and marching in index i from 1 to n, a whole

column of the lower triangular matrix is obtained. The result is the derivatives of

all the variables with respect to the chosen variable/input. Moreover, determining

the derivatives for another variable require repeating this computation. Thus, forward

mode is more efficient when the number of outputs are larger than the number of

inputs. This mode is also known as the tangent mode.

2.2.2.2 Algorithmic Differentiation in Reverse Mode

Applying the chain rule which is given in the right hand side of Eq. 2.31, the reverse

mode of AD is obtained,

I =



1 −
∂T2

∂t1
. . . −

∂Tn

∂t1

0 1
. . . ...

... . . . 1 −
∂Tn

∂tn−1

0 . . . 0 1





1
dt2

dt1
. . .

dtn

dt1

0 1
. . . ...

... . . . 1
dtn

dtn−1

0 . . . 0 1


(2.35)

The reverse mode AD shown in Eq. 2.35, yields two upper triangular matrices. The

product of these matrices is still an upper triangular matrix. A rather simplified form

of Eq. 2.35 can be obtained by index notation,

dti
dtj

= δij +
i∑

k=j+1

dti
dtk

∂Tk
∂tj

(2.36)

In the reverse mode, a ti is chosen, which is the quantity to be differentiated. Then,

marching backwards in the index j from n to 1, a column of the upper triangular

matrix is obtained. The result is the derivatives of the chosen quantity with respect

to all other variables/inputs. Thus, reverse mode is more efficient when the number

of inputs are larger than the number of outputs. For example, the sensitivity of lift

coefficient (output size 1) with respect to mesh nodes (input size of Nmesh).
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2.2.2.3 Source Code Transformation

The AD modes are discussed in detail in the previous section. In this section, the

source code transformation (SCT) method, which is one of the implementation meth-

ods of these modes is discussed. In the source code transformation method, -as

the name implies- the source code is differentiated line by line, and the new vari-

ables (derivatives and temporary variables) are introduced as necessary by the AD

tool. This explicit transformation of the main code (primal) to a separate derivative

(adjoint) program requires careful tooling. In source-code transformation approach

all the intrinsic functions (sin cos etc.) must explicitly be supported [67] otherwise

derivatives cannot be computed.

For SCT, there are various tools available for multiple programming languages. For

C/C++, AD tools that make use of SCT are ADIC [68], OpenAD [69], TAPENADE

[70], to name a few. Similarly, for Fortran, TAF [71] OpenAD/F [72] ADIFOR [73]

TAPENADE [70] are some of the toolboxes that make use of SCT. For other program-

ming languages such as MATLAB (ADIMAT [74]), Python (Tangent [67]), Julia, R

and so on, the reader is referred to autodiff 1 website for further information about the

subject.

2.2.2.4 Operator Overloading

In operator-overloading (OO) approach changes in the source code are negligible. In

OO, the operations are "overloaded", i.e. elementary operation semantics are rede-

fined [75]. Newly derived variable types that contain both the value of the variable

and a corresponding index are used to record operations in a tape [63]. The recorded

tape may be rewound, since each operation is logged to a tape with previously rede-

fined variables at the runtime. With the help of chain rule, the derivatives are then

evaluated.

For C/C++, some of the OO-AD tools are FAD [76] and CoDiPack [77], which is

used in the discrete-adjoint module of SU2. For Fortran, ADOL-F [78], ADF95 [79],

AUTO_DERIV [80] are some of the AD tools that make use of operator overloading.
1 https://www.autodiff.org
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However, recording each operation in a tape may exceed the available memory re-

sources as the expression tree grows (e.g. more operations, bigger mesh) which is a

big problem for operator overloading. According to Djeddi and Ekici, none of the

current Fortran OO implementations have adressed the inherently large memory foot-

print issue [63].

Djeddi [51], Djeddi and Ekici [63] developed a new toolbox (named FDOT) based

on operator overloading with huge reductions in the memory footprint for Fortran

codes. In this study, FDOT is used to automatically differentiate an in-house panel

code written in Fortran. Details regarding FDOT are given in the next section.

2.2.3 Automatic Differentiation with FDOT

In the present study, dI/dX term, which is given in Eq. 2.17, is evaluated by the au-

tomatic differentiation of the panel code in reverse/adjoint mode. FDOT is employed

as an AD tool. FDOT, which stands for Fast Automatic Differentiation Based on

Operator-Overloading Technique is a toolbox written by Djeddi and Ekici [63, 51]

for Fortran codes.

The high-memory requirements of a conventional operator-overloading code is alle-

viated by the checkpointing feature and the fixed-point iteration approach in FDOT

[64]. The fixed-point iteration approach for adjoints are proposed in 1994 by Chris-

tianson [81] and the idea is implemented in codes like ADOL-C [82] and CoDiPack

[77], both of which use the object-oriented features of C/C++ languages. Currently,

no other AD tool for Fortran addresses the high memory issues [63].

FDOT can be used as a black-box for automatic differentiation of a solver with mi-

nor modifications to the Fortran source code. The differentiated code, known as the

adjoint solver, requires the flow solution for initialization. The computational cost of

the adjoint solver is proportional to one flow solution [63]. In the end, the adjoint

solver returns dI/dX values, which are the sensitivities of the objective function with

respect to the panel coordinates. The size of the computed sensitivity vector is equal

to the number of panels, Npanel

To automatically differentiate a code, the REAL variables are redefined as AREAL
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which is a derived data type used in the FDOT module. The derived data type object

holds a real component and an index component. The derived data type stores 8-byte,

double precision float for former and 4-byte double-precision integer as the latter.

After that, a tape size is defined and tape allocation subroutine is called in the adjoint

code. The expressions in the code are carried out as normal but these expressions are

written into the tape simultaneously. Then, the objective function is computed and

passed onto the relevant subroutine. Finally, by calling adjoint evaluation subroutine

the adjoints are evaluated by employing reverse-mode (i.e. the tape is rewound). The

user has control over the tape iteration convergence tolerance, iterative array sizes,

maximum iterations for fixed-point iteration procedure and checkpoint locations.

In general, CFD codes consist of 3 parts, pre-iterative, iterative and post-iterative

parts. In the pre-iterative section, mesh, solver settings and initialization is carried

out. In the iterative part, the solution is obtained iteratively and convergence checks

are carried out. Finally, in the post-iterative part, the converged solution, objective

function and the necessary files are written into the disk as the outputs.

In the adjoint code, there are minor changes to the code. In the pre-iterative part, the

mesh and the solver settings are read as usual. However, the converged flow solution

is read instead of initializing. After that, the iterative portion of the solver is marked

with checkpoints for better memory efficiency. Then, this portion is run for exactly

1 iteration only, since FDOT makes use of fixed-point iteration approach. After

evaluating the adjoints, the output is written to the disk.

As an example, consider a simple Fortran code given in Fig. 2.2a, which calculates

A = sin(B) + C2.

B and C are user inputs taken as 0.0 and 3.0, respectively. the analytic derivatives

are,

∂A
∂B

= cos(B) = 1.0 (2.37)

∂A
∂C

= 2C = 6.0 (2.38)

Algorithmically differentiated code with FDOT provides the adjoint solver, which is
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given in Fig. 2.2b. The adjoint solver computes the derivatives of output, which is

considered as the objective, with respect to the input variables input1, input2 in

reverse mode. The print statements at the end outputs the partial derivatives of the ob-

jective function with respect to all the variables at once, which shows the efficiency

of the adjoint solver in reverse mode. The output is shown in Fig. 2.3, where the

derivatives are equal to the analytical values as expected.

The TAPE_R8(input1%INDEX)%A term is the derivative of the output with re-

spect to input1. The TAPE_R8(input2%INDEX)%A term is the derivative of

the output with respect to input2.

1 program example
2 real :: input1,input2, output
3

4 input1 = 0.0
5 input2 = 3.0
6 output = (sin(input1) + input2**2)
7

8 print*, "input1 = ",input1
9 print*, "input2 = ",input2

10 print*, "output = ",output
11

12 end program

(a) Forward code

1 program OO_AD_example
2 use FDOT
3 type(AREAL) input1,input2, output
4 TAPE_SIZE = 500
5 call ALLOCATE_TAPES
6

7 input1 = 0.0
8 input2 = 3.0
9 output = (sin(input1) + input2**2)

10

11 call SET_OBJECTIVE(output)
12 call ADJOINT_EVALUATION
13 call PRINT_TAPE
14

15 print*, "input1 = ",input1%v
16 print*, "input2 = ",input2%v
17 print*, "output = ",output%v
18 print*, TAPE_R8(input1%INDEX)%A
19 print*, TAPE_R8(input2%INDEX)%A
20

21 end program

(b) Adjoint code

Figure 2.2: Example forward and adjoint source codes for computation of

A = sin(B) + C2

1 input1 = 0.00000000000000

2 input2 = 3.00000000000000

3 output = 9.00000000000000

4 1.00000000000000

5 6.00000000000000

Figure 2.3: Output of the adjoint code
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2.2.4 Airfoil Shape Parametrization

In aerodynamic shape optimization problems, there are many ways to tackle the shape

parametrization problem. Shape parametrization is one of the crucial steps, since

sensitivity of grid coordinates with respect to design variables, namely, ∂X/∂w are

obtained in this step. The robustness and design space coverage are important aspects

that require close attention. If the parametrization technique is not able to adequately

span the design space, then the optimizer may get stuck on a non-optimal point.

In the literature, there are many parametrization methods such as B-Splines, PARSEC

and Class Shape Transformations (CST) and Free-Form Deformation (FFD). These

parametrizations are useful in a way that they reduce the number of design variables

significantly to represent the same shape. Moreover, making use of parametrizations

allow obtaining smoother shapes.

2.2.4.1 Class Shape Transformation

In this study, Class Shape Transformation (CST) which is devised by Kulfan [83, 84]

is used for the parametrization of airfoil profiles with sharp trailing edges. It is shown

by Nadarajah et al. [85] that CST performs well in 2-D applications when compared

to mesh points, which had the highest accuracy. In the same study it is shown that

CST based shape optimization is able to converge to the same minimum drag profile

as the ones based on the mesh point and B-spline techniques using only 5 design

variables.

CST representation of an airfoil may be obtained by using a class function and a

shape function:

ζ = CN1
N2(ψ)S(ψ) + ψ∆τ (2.39)

where ζ in Eq. 2.39 is the non-dimensional y-distance, ψ is the non-dimensional x-

distance, CN1
N2 is the class function with coefficients N1 and N2, S(ψ) is the shape

function, and ∆τ is the trailing edge thickness to chord ratio. Note that due to the

sharp TE requirement of the panel code, the trailing edge thickness term is omitted.
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The class function is given by

CN1
N2(ψ) = (ψ)N1 (1− ψ)N2 (2.40)

Class functions are used to define "classes" of geometries [86], which are given in

Table 2.1. In this study, to create a round-nose, and a sharp trailing edge exponents

N1 and N2 are set to 0.5 and 1.0, respectively.

Table 2.1: Classes defined by exponents N1 and N2

N1 N2 Class type

0.5 1.0 Round-nose, pointed aft end airfoil

0.5 0.5 Elliptic airfoil

1.0 1.0 Bi-convex airfoil

0.75 0.25 Low-drag projectile

0.75 0.75 Sears-Haack Body

Using Bernstein polynomials of order n, the shape function is obtained by

S(ψ) =
n∑

i=0

wiSi(ψ) =
n∑

i=0

wi

(
Ki ψ

i (1− ψ)i
)

(2.41)

in Eq. 2.41, Ki is the binomial coefficient which is equal to
(
n
i

)
. Therefore, the class

shape transformation is expressed by combining Eqs. 2.39 and 2.41,

ζ = CN1
N2

n∑
i=0

wi

(
Ki ψ

i (1− ψ)i
)

(2.42)

In Eq. 2.42, w is a vector of coefficients that is to be determined with a size of

2(n + 1). This vector of weights determine the unique airfoil shape. Note that Eq.

2.42 uses the class function defined in Eq. 2.40 with coefficients N1 = 0.5 and N2

= 1, which is required for a round LE and sharp TE. Moreover, Eq. 2.42 represents

either the lower or the upper surface of the airfoil, which will change depending on

the signs of the weights. For upper surface, there is a set of unique wi values, and

similarly there are unique wi values for the lower surface. Ultimately, these values

should be obtained using an optimization or a curve fitting method to represent the

baseline airfoil using CST.
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Additionally, two of the CST parameters are intuitive. These parameters define the

leading edge radius and trailing edge boat-tail angle. Shape function at the ψ = 0 only

influences the leading edge radius by,

S(0) =

√
2 rLE
c

(2.43)

Shape function at the ψ = 1 influences only the trailing edge boat-tail angle, β,

S(1) = tan β + ∆τ (2.44)

where ∆τ is the trailing edge thickness for blunt TE airfoils. It should be noted

that due to sharp TE requirement for the panel code, this term is omitted from the

formulation. All the other terms affect the thickness distribution of the airfoil. Fig.

2.6 shows the effect of perturbing some CST weights.

By the Weierstrass approximation theorem, there always exists a set of coefficients

to bound the approximation error within a small magnitude using finitely many terms

[87]. Thus, in the present study, a code is developed which minimizes the difference

between the analytical coordinates and the CST reconstruction [46]. The airfoils are

approximated with sufficient accuracy using 4 to 10 Bernstein polynomials, depend-

ing on the airfoil, with RMS on the order of 10−5. In Figure 2.4, analytic reconstruc-

tion of NACA 0012 airfoil is shown with the circles, and 5th order CST reconstruction

of the same airfoil is plotted in red. RMS value is on the order of 10−5.

In the Figure 2.5, Bernstein polynomials (shape function components),wi Si, are plot-

ted for NACA0012 using 5th order CST. This is a visual representation of Eq. 2.41,

where the Bernstein polynomials of order 5 result in 6 different curves. Additionally,

the sum of the Bernstein polynomials are then multiplied with the class function to

obtain the CST representation of the NACA0012 airfoil (see Eq. 2.42). Clearly, the

CST reconstruction of the airfoil perfectly agrees with the analytical description of

NACA0012. In Table 2.2, the CST weights are given for NACA0012 airfoil, which

could be used to reconstruct the airfoil with the method outlined above by multiplying

the weights with the appropriate Bernstein polynomials. First half corresponds to the

lower surface and the other half corresponds to the upper surface.
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Figure 2.4: 5th order CST representation of NACA0012
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Figure 2.5: 5th order CST components of NACA0012.
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Table 2.2: 5th order CST weights for NACA0012

Number (i) Value

0 -0.171652

1 -0.153572

2 -0.161381

3 -0.134693

4 -0.144539

5 -0.140987

6 0.171652

7 0.153572

8 0.161381

9 0.134693

10 0.144539

11 0.140987
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2.3 Gradient Projection

If a shape parametrization technique is used, the computed gradients with respect

to panel coordinates need to be projected onto the design variables. The procedure

outlined in this section is not necessary if mesh nodes are directly used as design

variables since p = X. To accomplish this consider the Eq. 2.17 again, which is the

general sensitivity equation,

dI

dp
=

(
∂I

∂X
+
∂I

∂q
dq
dX

)
∂X
∂p

=
dI

dX
dX
dp

(2.45)

In Eq. 2.45, X denote mesh variables, q denote flow variables, and p denote design

variables. In Section 2.2.1, computation of the gradient with respect to mesh variables

are explained. Recall that the computed gradient corresponds to dI/dX term in the

RHS of Eq. 2.45. Afterwards, in Section 2.2.4.1, CST parametrization technique is

explained, which represents the airfoil shape. Therefore, only the shape sensitivity

matrix is yet to be constructed, which is the dX/dp term on the RHS of Eq. 2.46. In

this section, shape sensitivity matrix and the gradient projection is discussed.

For cases where the volume mesh is of a concern, the volume mesh is deformed

after the surface mesh deformation has been applied. However, in a panel code there

is only surface mesh and subsequently there is no volume mesh to deform. Hence,

[dXV /dXS] term given in Eq. 2.46 drops out, and in this caseNV = NS . The airfoil x-

coordinates are fixed in this procedure. It is done to prevent the airfoil from shrinking

or expanding in the chordwise direction.

Generalized gradient projection,[
dI

dp

]
1×NDV

=

[
dI

dXV

]
1×NV

[
dXV

dXS

]
NV ×NS

[
dXs

dp

]
NS×NDV

(2.46)

For a panel code, the term involving volume mesh drops out and the following is

obtained, [
dI

dp

]
1×NDV

=

[
dI

dXS

]
1×NS

[
dXs

dp

]
NS×NDV

(2.47)

Thus, dX/dp term is required to project the gradients obtained in the physical space

onto the design variables in the design space. Consider the design variable vector
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p = [α1, α2, . . . , αN ]. If αi is perturbed by ∆α, a new design (geometry& mesh) is

obtained. The ∆α value should be sufficiently small, but not too small such that nu-

merical errors arise. Example perturbations are shown in Fig. 2.6, which are overlaid

over the original airfoil. Every other CST weight is perturbed on the upper surface

with ∆α = 0.1. It is evident that the airfoil shapes change drastically. Additionally,

dX/dp magnitudes for CST weights are also shown in the same figure. Every pertur-

bation of a design variable leads to a vector, and perturbing all the design variables

form a matrix. Thus, dX/dp matrix is constructed using finite differences. The shape

sensitivity matrix has a size of NS ×NDV . The computational time is insignificant in

contrast to a flow/adjoint solution.

Therefore, if the x-components of the nodes are held fixed, the shape sensitivity ma-

trix is given as, [
y(α1 + ∆α) y(α2 + ∆α) . . . y(αNDV

+ ∆α)
]

(2.48)

where y denotes y-coordinates of the airfoil.

 

 

 

 

 

     

Figure 2.6: Perturbed variants of NACA0012 and shape sensitivity magnitudes
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2.4 RANS solver: SU2

RANS solutions are used to verify attached flow solutions and the aerodynamic loads

predicted by the panel code. For this purpose, the well-known, open-source CFD

suite, SU2 is employed [88]. SU2 stands for Stanford University Unstructured. Being

an open-source code, there are many groups actively contributing to the code 2.

SU2 solves the Reynolds-Averaged Navier Stokes equations together with a turbu-

lence model. In the present study SU2 simulations are carried out on C-grids with

y+ ≈ 1. The inviscid fluxes are computed using Roe’s scheme. The gradients of

the flow variables are computed by the Green-Gauss method, which are then used

to reconstruct the second-order solution. Since Reynolds number is quite high, the

flowfield is assumed to be fully turbulent, and Menter’s SST model [89, 90] is used

for the turbulence closure. An implicit time integration is used to allow high CFL

numbers. The resulting linear system of equations is solved with BCGSTAB and ILU

preconditioner. Cauchy criteria is used in convergence assessment. The convergence

is ensured by keeping the relative changes in CL, CD and CM are less than 1× 10−5

in the last 250 iterations.

2 https://github.com/su2code/SU2

35



36



CHAPTER 3

RESULTS AND DISCUSSION

In this chapter, validation and verification studies are performed first. Airfoil design

optimization studies are then presented. The design optimizations are first performed

for target lift coefficient, then for the combination of target lift and moment coef-

ficients. A term to reduce the adverse pressure gradient is added to the objective

function in order to improve the stall characteristics of the designed airfoil. Finally,

multi-point design optimizations are then carried out in order to further improve the

off-design performance of airfoils.

3.1 Validation and Verification Studies

Sensitivity derivatives of the lift and the pitching moment coefficient computed by

the adjoint solver are validated first. These sensitivity derivatives are computed over

a symmetric and a cambered airfoil, respectively. The verification of RANS solutions

with SU2 and a grid convergence study are performed next.

The sensitivity derivatives computed by the adjoint method are validated with finite

difference method. The sensitivity derivatives match well with finite differences, and

have an accuracy of at least 5 significant digits. Additionally, the pressure coefficient

predictions of the in-house panel code and RANS solver are in very good agreement

with the experimental data for attached flows.
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3.1.1 Validation of the Sensitivity Derivatives

The computed sensitivity derivatives, i.e. gradient vector, may be validated by using

finite differences. The idea is to perturb each design variable one by one by using the

following formulae, which yield first-order and second-order accurate derivatives,

respectively:
dI

dξ
=
I(ξ + h)− I(ξ)

h
+O(h) (3.1)

dI

dξ
=
I(ξ + h)− I(ξ − h)

2h
+O(h2) (3.2)

In essence, the gradients are calculated by repeatedly evaluating the flowfield. The

number of required flowfield solutions are double that of a first-order scheme if a

second-order accurate scheme is chosen. Moreover, if higher-order accurate gradients

are desired, the number of flowfield evaluations required scale linearly. Additionally

from Eqs. 3.1 and 3.2, it is clear that finite differences are prone to truncation errors.

To summarize, one needs (n+1) flow solutions to obtain first-order accurate gradients

and (2n+ 1) flow solutions for second-order accurate gradients.

3.1.1.1 Validation of the Sensitivity Derivatives for Target Lift coefficient

The objective function is

I =

∣∣∣∣1− CL

0.15

∣∣∣∣ (3.3)

where CL is the lift coefficient and 0.15 is the target lift coefficient. Eq. 3.3 represents

the optimization case where only the target lift coefficient is set. NACA0012 airfoil

is parametrized with 5th order CST, resulting in 12 design variables. Making use

of design variable perturbations and Eq. 3.2, the gradients are obtained using finite

difference method, which require additional 24 flow solutions. Also, using only 1

flow solution and 1 adjoint solution the gradients are calculated by the automatically

differentiated panel code. The numerical values of the gradient vector are given in

Table 3.1. The values obtained by the AD panel code is more accurate than those

of FD since in FD there is truncation and round-off errors whereas the AD toolbox,

FDOT, is accurate down to the machine precision [51]. From the table, it is clear that

at least 5 digits of accuracy is obtained for all the design variables. Additionally, AD
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and FD results are plotted in Fig. 3.1. First half of the design variables correspond to

the lower surface of the airfoil and the second half of the design variables correspond

to the upper surface of the airfoil. The CST design variables start from leading edge

(Number 0 & 6) to trailing edge (Number 5 & 11). It is seen that the trailing edge

is much more sensitive to the lift coefficient than leading edge. This localized high

sensitivity region at the trailing edge may form a cusp in the optimization studies, as

shown in Sarıkaya and Tuncer [46]. The behavior of the sensitivity derivatives is also

evident from the Fig. 3.2, where dI/dy vs. x/c is plotted over the airfoil surface with

vectors. Deforming the airfoil in the direction of the arrows is going to increase the I .

Since the aim is to minimize I in the problem formulations, the airfoil is going to be

deformed in the opposite sense of the vectors, which is consistent with the sensitivity

derivatives obtained in Fig. 3.1 and Table 3.1. For example, if the lower surface of

the airfoil is perturbed in the direction of the arrows (-y direction), the dy value is

clearly going to be negative. Since the dI/dy value there is also negative, plugging in

a negative dy value results in positive dI , which indicates that the perturbed airfoil is

going to be located further away from the optimum than the original airfoil.
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Figure 3.1: AD vs FD for NACA0012, target lift coefficient
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Table 3.1: Lift Coefficient Sensitivity derivatives, AD and FD, NACA0012

DV AD FD

0 1.39397052 1.39396593

1 1.59147946 1.59148526

2 1.79220471 1.79220757

3 2.10718406 2.10717891

4 2.74873291 2.74874206

5 5.23381638 5.23381985

6 1.39361352 1.39361309

7 1.59061032 1.59061402

8 1.79182799 1.79182971

9 2.10727332 2.10726515

10 2.74883751 2.74883820

11 5.23491865 5.23490385
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3.1.1.2 Validation of the Sensitivity Derivatives for Target Moment Coefficient

For this validation case, the objective function is chosen to be

I =

∣∣∣∣1− CM

−0.04

∣∣∣∣ (3.4)

where CM is the pitching moment coefficient and −0.04 is the target moment coef-

ficient. Eq. 3.4 represents the case where only the target moment coefficient is set.

NACA2412 airfoil is parametrized with 5th order CST, resulting in 12 design vari-

ables. Making use of design variable perturbations and Eq. 3.2, the gradients are

obtained using finite difference method, which require 24 flow solutions. Also, using

only 1 flow solution and 1 adjoint solution the gradients are calculated by the auto-

matically differentiated panel code. The numerical values of the gradient vector are

given in Table 3.2. The values obtained by the AD panel code is more accurate than

those of FD since in FD there is truncation and round-off errors whereas the AD tool-

box, FDOT, is accurate down to the machine precision. From the table, it is clear that

at least 5 digits of accuracy is obtained for all the design variables. Additionally, AD

and FD results are plotted in Fig. 3.3. First half of the design variables correspond to

the lower surface of the airfoil and the second half of the design variables correspond

to the upper surface of the airfoil. The CST design variables start from leading edge

(Number 0 & 6) to trailing edge (Number 5 & 11). Again, it is seen that the trailing

edge is more sensitive to the moment coefficient than the leading edge, but now it is in

the opposite direction. Overall, it is seen that the sensitivities are generally oriented

towards decreasing the camber, especially near the trailing edge. Additionally, the

sensitivities near leading edge try to push the leading edge region up (increase the

camber in leading edge) and try to decrease the camber downstream. This behavior is

also evident from the Fig. 3.4, where dI/dy vs. x/c is plotted over the airfoil surface

with vectors. Deforming the airfoil in the direction of the arrows is going to increase

the I . Since the aim is to minimize I in the problem formulations, the airfoil is going

to be deformed in the opposite sense of the vectors, which is consistent with the sen-

sitivity derivatives obtained in Fig. 3.3 and Table 3.2. Additionally, note that changes

near the 0.25c have little effect, since the pitching moment is computed with respect

to this point.
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Table 3.2: Moment Coefficient Sensitivity derivatives, AD and FD, NACA2412

DV AD FD

0 1.86756408 1.86756089

1 0.39536994 0.39537268

2 -0.92120355 -0.92120366

3 -2.01479215 -2.01479072

4 -3.04477785 -3.04478626

5 -5.26380118 -5.26381702

6 2.14946956 2.14946913

7 0.58537172 0.58537679

8 -0.97467666 -0.97466980

9 -2.27062750 -2.27061768

10 -3.40427100 -3.40426584

11 -5.68260108 -5.68262290
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3.1.2 Verification of Flow Solvers

In this case, the available experimental data from Gregory and O’Reilly [91] are used

to validate the pressure coefficient predictions of the flow solvers (i.e. panel and SU2)

over a NACA0012 airfoil. Pressure coefficient distributions for angles of attack of 0,

2, 6 and 10 deg are plotted in Figs. 3.5 to 3.8. Solid lines and dashed lines indicate

panel and fully-turbulent RANS predictions, respectively. RANS solutions are carried

out using SU2.

SU2 simulations are carried out using a proper C-grid with y+ ≈ 1 for Re= 5×106 and

M = 0.3. The inviscid fluxes are computed using Roe’s scheme, with second-order

reconstruction. Since the Reynolds number is quite high, the flowfield is assumed

to be fully turbulent. The closure in RANS equations are achieved using Menter’s

SST model. If the CL, CD and CM change in the last 250 iterations is less than

1×10−5 the solution is assumed to be converged. Note that the grids used in this case

are generated according to the grid convergence results, which are presented in Part

3.1.2.1.
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Figure 3.5: Pressure coefficient distributions over NACA0012 airfoil at 0 deg angle

of attack

Fig.3.5 shows the Panel and RANS Cp predictions over NACA0012 airfoil at α = 0

deg. The pressure coefficient distribution is symmetric due to the symmetric nature
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of the airfoil, which is expected. The resulting Cp distribution agrees with that of the

experiments almost perfectly for both the panel and the RANS solvers.
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Figure 3.6: Pressure coefficient distributions over NACA0012 airfoil at 2 deg angle

of attack

Fig. 3.6 depicts the Panel code and RANS predictions for NACA0012 airfoil at 2 deg

of angle of attack. Even though the experimental data for lower surface is unavailable

for this case, the upper surface predictions are in good agreement for both of the

solvers, which predict similar distributions.

For α = 6 deg, Fig. 3.7 indicates that panel code and RANS predictions are nearly

identical with panel code slightly deviating from the minimum Cp at the suction peak.

However, this behavior is expected in inviscid flows. Due to the absence of the viscous

effects, the suction at the upper surface becomes slightly stronger which result in

lower Cp. Both predictions agree with the experiments quite well.

Finally, Fig. 3.8 depicts surface pressure coefficients over NACA0012 airfoil at

10 deg angle of attack for Panel and RANS solvers. Similar to the previous figure,

over-prediction of the suction at the upper surface of the panel code is evident espe-

cially between LE and 0.25c in the panel code. However, both predictions agree with

the experimental data.

To conclude, it is seen that both the panel code and the RANS solver (SU2) provide
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Figure 3.7: Pressure coefficient distributions over NACA0012 airfoil at 6 deg angle

of attack

similar pressure coefficient predictions. Both are able predict the pressure coefficient

with sufficient accuracy, and both match the wind tunnel data from low to high angles

of attack.

3.1.2.1 Grid Convergence for RANS Solutions

NACA2412 airfoil is used to determine the optimum grid size for RANS solutions.

The number of points in both the streamwise points and the normal direction are suc-

cessively increased until aerodynamic coefficients are determined to be sufficiently

converged. tanh-type spacing is employed near leading edge and trailing edge for

better resolution of flow features. The change in the aerodynamic coefficients, in this

case CL and CM , are shown in Fig. 3.9. Note that increasing the normal resolution,

J, higher than 150 points does not substantially alter the aerodynamic coefficients.

However, as expected, the most dominant effect is the streamwise grid resolution.

The aerodynamic coefficients have sufficiently converged at 621 points in the stream-

wise direction.

The coarsest grid, which has 301 points in streamwise direction and 100 points in the

normal direction is shown in Fig. 3.10a. In Fig. 3.10b, an intermediate 361x150 grid
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Figure 3.8: Pressure coefficient distributions over NACA0012 airfoil at 10 deg angle

of attack

is shown. Finally, the sufficiently resolved grid, 621x150, is presented in Fig. 3.10c.

Finally, a zoomed out view is shown in Fig. 3.10d. It should be noted that the far-field

boundary, at its closest, is located at least 30 chord lengths away from the airfoil.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 200  300  400  500  600  700
-0.06

-0.05

-0.04

-0.03

-0.02

-0.01

 0

Li
ft 

co
effi

ci
en

t

Pi
tc

hi
ng

 m
om

en
t

Points in I-direction

CL, 0 deg
CL, 2 deg
CM, 0 deg
CM, 2 deg

J < 149
J > 149

Figure 3.9: CL and CM with respect to grid size for NACA2412 airfoil at 0 and 2 deg

of angle of attack

47



(a) NACA2412 C-Grid with I = 301, J = 100 (b) NACA2412 C-Grid with I = 361, J = 150

(c) NACA2412 C-Grid with I = 621, J = 150 (d) NACA2412 C-Grid, zoomed out

Figure 3.10: C-type grids used in the grid convergence study
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3.2 Design Optimizations of Airfoil Profiles

In the optimization studies, the NACA2412 airfoil, which is cambered, is taken as

the baseline airfoil. The airfoil upper and lower surfaces are parametrized using 5th

order CST resulting in 12 design variables in each case. Four optimization cases are

considered with increasing complexity in the objective function. Target lift, pitch-

ing moment terms and the adverse pressure gradient terms are successively added

case-by-case to the objective function for single-point optimization. The single point

optimization studies are carried out at 0 deg angle of attack. In the fourth and the

final case, a multi-point design optimization is presented to extend the optimum char-

acteristics of the designed airfoil to higher angles of attack. In this case, it is aimed

to improve the performance of a pre-existing airfoil by increasing the lift and either

keeping the pitching moment the same or reducing it over its operational envelope by

simultaneously optimizing it at 0 deg and 4 deg angle of attack.

3.2.1 Case I: Optimization for Target CL

For this design optimization case, the lift coefficient of an airfoil is increased at 0 deg

angle of attack, and the objective function is normalized. The objective function to

be minimized is given in Eq. 3.5, which is in a normalized form. The target lift

coefficient is chosen to be 20% more than that of the baseline airfoil (0.254). The

leading edge radius is constrained between 50% and 150% of the baseline airfoil in

order to have realistic airfoil profiles. The optimization problem formulation is given

as follows in Eq. 3.5,

min I = w1

∣∣∣∣1− CL

0.305

∣∣∣∣
w.r.t w

s.t. 1.5r∗LE ≥ rLE ≥ 0.5r∗LE

(3.5)

where w is the vector of CST weights (12 in total) and w1 is the weight function,

which is taken as unity. The constraint imposed on the leading edge radius is com-

puted as given in Eq. 2.43, since the only the first CST weight terms influence the
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leading edge radius.

Table 3.3: Aerodynamic coefficients for Case I

Case
CL CM

Panel RANS Panel RANS

Baseline 0.254 0.229 -0.0540 -0.0493

Target 0.305 - - -

Case I 0.305 0.275 -0.0652 -0.0597

From Fig. 3.11, it is seen that due to having an initially cambered airfoil, not much

camber has been added. The airfoil becomes slightly thinner as the lower surface

approaches the chord line, with no noticeable change in the camber. The target value

for lift is reached in 8 steps (Fig. 3.13) with 28 minor iterations (including trial

points), as shown in Fig. 3.12. In the figure, it is clear that while the lift has reached its

target value, the value of the pitching moment at the quarter chord has also increased

from −0.054 to −0.0652, as shown in Table 3.3. In total, 9 gradient calls have been

made with the remainder of the steps being the flowfield solutions. The optimization

history is presented in Fig. 3.13. In the final iteration, the objective function value

drops below of the threshold value.

Additionally, the aerodynamic coefficients obtained by the SU2 at 0 degrees angle of

attack agree well with that of the potential flow, as shown in Table 3.3. The RANS

solutions are obtained using a proper C-grid with y+ = 1 with M∞ = 0.3 and Re =

5 × 106. Mach number and pressure coefficient contours over the airfoil designed in

Case I at 0 deg angle of attack are given in Figs. 3.15a and 3.15b. No flow separation

is observed, as expected. Due to viscous (fully turbulent) solutions, a boundary layer

formation over the airfoil is observed. Boundary layer is noted to be relatively thin

due to fully attached flow at high Reynolds number.

The optimization outlined in this section is repeated by taking the symmetric NACA0012

profile as the baseline airfoil. The results of the optimization are shown in Fig. 3.14.

It is seen that airfoil profiles are not exactly the same yet similar with similar sur-

face pressure distributions. Both airfoils provide the target lift coefficient, but their

pitching moments differ slightly (CM = −0.0646 vs CM = −0.0652).
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Figure 3.11: Baseline and optimized airfoil profiles for case I
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Figure 3.12: Convergence history of the aerodynamic coefficients for case I
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Figure 3.13: The evolution of the objective function with major optimization steps

for case I
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(a) Mach number contours for Case I

(b) Pressure coefficient contours for Case I

Figure 3.15: M and Cp contours for airfoil designed in case I, AoA = 0deg
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3.2.2 Case II: Optimization for Target CL and CM

In this design optimization case, the pitching moment coefficient is added to the nor-

malized objective function definition as given in Eq. 3.6. It should be noted that

in the first case, the CM has increased, which is undesired. Thus, this case aims to

increase CL without changing CM of the airfoil (−0.054) at 0 deg angle of attack,.

The baseline airfoil is chosen as the optimum airfoil obtained in Case I. The target lift

coefficient is unchanged from the previous case, which is equal to 0.305. However,

now the pitching moment coefficient target is taken as the initial pitching moment of

NACA2412 airfoil, −0.054. The baseline values are also shown in Table 3.4.

min I = w1

∣∣∣∣1− CL

0.305

∣∣∣∣+ w2

∣∣∣∣1− CM

−0.054

∣∣∣∣
w.r.t w

s.t. 1.5r∗LE ≥ rLE ≥ 0.5r∗LE

(3.6)

where w1 and w2 are the weight terms taken as 0.5 and 0.5 to have an equal bias in

the objective function. Similar to the previous case, the constraint imposed on the

leading edge radius is computed as given in Eq. 2.43, since the only the first CST

weight terms influence the leading edge radius. In the Fig. 3.16, the baseline and

the optimized airfoil profiles and their pressure coefficient distributions are shown.

Camber addition has been observed, where it is most noticeable between the LE and

0.4c, but the leading edge radius is kept more or less the same. Compared to the

previous case, most of the changes are in the lower surface near leading edge in terms

of pressure coefficient. Moreover, the airfoil is now slightly thinner than that of the

baseline. In Fig. 3.17, the convergence histories of CL and CM are presented. While

searching for a feasible direction, the optimizer may sometimes choose the trial point

such that the aerodynamic coefficients may seem to be dipping, as similar to the 50th

iteration in Fig. 3.17. The optimizer rejects these trial points. The optimization

successfully converges to the target values in 16 major optimization steps. In total, 17

gradient calls and 45 flowfield evaluations are required to converge in only 62 minor

iterations as depicted in Fig 3.17. The change in the successive objective function

evaluations are reduced to below of the threshold in 16 iterations as shown in Fig.
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3.18. The target values for lift and moment are comfortably reached, as also shown

in Table 3.4.

Additionally, a fully-turbulent RANS solution at 0 deg angle of attack is used to

validate the aerodynamic coefficients. Indeed, it is seen that the lift coefficient has

increased around 20% and the pitching moment is the equal to that of the NACA2412

(Table 3.4) which verifies that the optimization targets have been reached. The surface

pressure coefficient distributions are plotted in Fig. 3.20. In general, the panel code

compares favorably with the SU2 predictions. Overall, a very good agreement is

noted.

The optimization study is similarly repeated by taking the symmetric NACA0012

profile as the baseline airfoil. The results of the optimization are shown in Fig. 3.19.

The resulting surface pressure distributions are observed to be similar, with compara-

ble camber and thickness distributions that are very much alike. Both airfoil profiles

provide the target aerodynamic coefficients.

Table 3.4: Aerodynamic coefficients for Case II

Case
CL CM

Panel RANS Panel RANS

Baseline 0.305 0.275 -0.0652 -0.0597

Target 0.305 - -0.0540 -

Case II 0.305 0.282 -0.0540 -0.0491

Additionally, off-design performance of airfoils designed in Case I and II are as-

sessed with angle of attack sweeps using fully-turbulent solutions obtained via SU2.

The change in the aerodynamic coefficients are given in Fig. 3.21. From the figure,

it is obvious that the designed airfoil in Case I and II have more or less the same

lift curve slope, which is expected since in both cases the target lift coefficient was

20% increase over the baseline (NACA2412). Same delta in the lift curve has been

maintained throughout the operational envelope for both of the airfoils. In terms of

pitching moment, it is clear that due to the unconstrained pitching moment in case I,

the value at 0 deg angle of attack is around −0.06 whereas in the constrained case,

Case II, it is the same as the baseline airfoil (NACA2412). However, as the angle of
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Figure 3.16: Baseline and optimized airfoil profiles for case II
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Figure 3.17: Convergence history of the aerodynamic coefficients for case II
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Figure 3.18: The evolution of the objective function with major optimization steps

for case II
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attack increases the pitching moment deviates from the baseline airfoil. For drag, the

optimized airfoils do not incur massive penalties, with changes being in the order of

5 drag counts.

Finally, M and Cp contours over the airfoil designed in Case II at 0 deg angle of

attack are given in Figs. 3.22a and 3.22b. Clearly the flow does not separate, which

is expected. Due to viscous (fully turbulent) solutions, there is a boundary layer

formation over the airfoil, which is relatively thin due to fully attached flow at high

Reynolds number. The boundary layer thickness is comparable to that of Case I.
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Figure 3.20: Surface pressure comparisons for panel vs. RANS solvers, case II
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(a) Mach number contours for Case II

(b) Pressure coefficient contours for Case II

Figure 3.22: M and Cp contours for airfoil designed in case II, AoA = 0deg
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3.2.2.1 Target Pitching Moment Reduced

In this design optimization subcase, the lift coefficient and pitching moment coeffi-

cient are used in the normalized objective function definition as shown in Eq. 3.7.

The baseline airfoil is chosen to be NACA0012 to demonstrate the robustness of the

framework. This case aims to increase lift with nearly zero CM (−0.005). The target

lift coefficient is lower than those of previous cases, which is equal to 0.15. However,

now the pitching moment coefficient target is taken as −0.005 which is nearly one

tenth of the pitching moment of the NACA2412 airfoil (−0.054). The baseline values

are also shown in Table 3.5.

min I =

∣∣∣∣1− CL

0.15

∣∣∣∣+

∣∣∣∣1− CM

−0.005

∣∣∣∣
w.r.t w

s.t. 1.5r∗LE ≥ rLE ≥ 0.5r∗LE

(3.7)

Similar to the previous cases, the constraint imposed on the leading edge radius is

computed as given in Eq. 2.43, since the only the first CST weight terms influence

the leading edge radius.

In the Fig. 3.23, baseline and the optimized airfoil profiles are plotted, as well as their

pressure coefficient distributions. From the figure, it is observed that camber is added

starting from the leading edge throughout the whole chord. Most of the pressure

changes are observed in the upstream of the 0.6c region. However, due to nearly zero

pitching moment target, the airfoil has a slightly reflexed profile. The convergence

of aerodynamic coefficients are plotted in Fig. 3.24. The aerodynamic coefficients

are converged in 35 minor steps, as shown in the figure. In total, 8 gradient calls

have been made and the remainder are flow solutions, which shows the efficiency of

the optimization algorithm and the method. Additionally, the relative change in the

successive objective function evaluations drops below of the threshold as seen in Fig.

3.25. The optimization converges in 7 major iterations. The resulting aerodynamic

coefficients are shown in Table 3.5. The targets are matched comfortably for the

airfoil designed using the panel solver. Additionally, fully-turbulent RANS solution

over the airfoil using the method outlined in the previous chapters is obtained for
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0 deg angle of attack. In the end, it is observed that the aerodynamic loads are in

very good agreement (Table 3.5). Also, the surface pressure coefficient predictions of

potential flow and RANS solvers are plotted in Fig. 3.26. It is seen that the potential

flow compares favorably with the RANS solutions, with very good agreement overall.

Finally, the Mach number and pressure coefficient contours are presented in Figs.

3.27a and 3.27b for 0 deg angle of attack. Clearly the flow does not separate over

the designed airfoil, which is expected. Due to fully turbulent solutions, a boundary

layer forms over the airfoil, which is relatively thin due to fully attached flow at high

Reynolds number.

Thus, a lifting, low pitching moment is designed by using a symmetrical NACA0012

airfoil as the baseline airfoil, and the optimum airfoil is verified with a RANS solu-

tion.

Table 3.5: Aerodynamic coefficients for very low pitching moment case

Case
CL CM

Panel RANS Panel RANS

Baseline 0.0 0.0 0.0 0.0

Target 0.150 - -0.005 -

Optimized 0.150 0.149 -0.005 -0.003
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Figure 3.23: Baseline and optimized airfoil profiles for very low pitching moment

case
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Figure 3.25: The evolution of the objective function with major optimization steps

for very low pitching moment case
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(a) Mach number contours for very low pitching moment case

(b) Pressure coefficient contours for very low pitching moment case

Figure 3.27: M and Cp contours for airfoil designed in case II, AoA = 0deg
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3.2.3 Case III : Optimization for Target CL and CM with Reduced dP/dx over

the Upper Airfoil Surface

Strong adverse pressure gradients located in the vicinity of the leading edge may lead

to massive flow separation at higher angles of attack, especially at the suction side.

Thus, reducing the pressure gradient on the upper surface leads to milder stall char-

acteristics. Therefore, in this design optimization case, the adverse pressure gradient

term [23, 46] is added to the normalized objective function definition as shown in

the Eq. 3.8. The target lift coefficient is unchanged from the previous case, which is

equal to 0.305, as well as the target pitching moment coefficient, which is equal to

−0.054. Finally, the targeted adverse pressure gradient value is −0.005, which still

provides a small suction on the upper surface.

min I = w1

∣∣∣∣1− CL

0.305

∣∣∣∣+ w2

∣∣∣∣1− CM

−0.054

∣∣∣∣+ w3

∣∣∣∣1− ∆Cp

−0.005

∣∣∣∣
w.r.t w

s.t. 1.5r∗LE ≥ rLE ≥ 0.5r∗LE

(3.8)

where ∆Cp is approximated by Cp(x/c = 0.5) − Cp(x/c = 0.1). Weights w1 to

w3 are chosen such that w1 = w2 = 0.495 and w3 = 0.01 (sum of the weights

are equal to unity). w3 is chosen as 0.01 to have similar order of magnitude in the

objective and the gradient when compared to CL and CM . The constraint imposed on

the leading edge radius is computed as given in Eq. 2.43, since the first CST weight

terms influence the leading edge radius, only.

In the Fig. 3.28, the optimized airfoil and the baseline airfoil are depicted. Much of

the changes are indeed focused near leading edge, which is expected in an adverse

pressure gradient minimization case. Thinner LE radius is required to maintain the

suction for a longer percent of the chord on the upper surface. Even though a mod-

ified airfoil profile with significantly thinner LE is obtained, the pressure coefficient

distribution indicates a successful optimization, where the point of minimum pres-

sure moves nearly to 0.35c (from ≈ 0.15c previously). The convergence history of

the aerodynamic coefficients are given in Fig. 3.29. The aerodynamic coefficients

converge without issues in 75 minor steps where 16 of them are gradient calls and the

66



remainder are flowfield evaluations. While searching for a feasible direction, the op-

timizer may sometimes choose the trial point such that the aerodynamic coefficients

may seem to be dipping, similar to dips and peaks in Fig. 3.29. The optimizer rejects

these trial points. Additionally, the change in ∆Cp with respect to minor iterations

are shown in Fig. 3.30. Clearly, ∆Cp is successfully minimized from its initial value

to its target value, which is −0.005, when compared to its baseline value. Table 3.6

indicates that both aerodynamic coefficients have been reached, and the ∆Cp term

is successfully driven into its target value. Finally, as depicted in Fig. 3.31, the op-

timization converges successfully in 15 major iterations and the relative change in

successive objective function evaluations is lower than the threshold.

Table 3.6: Aerodynamic coefficients for Case III

Case
CL CM ∆Cp

Panel RANS Panel RANS Panel RANS

Baseline 0.305 0.282 -0.0540 -0.0491 0.157 0.140

Target 0.305 - -0.0540 - -0.005 -

Case III 0.305 0.290 -0.0540 -0.0496 -0.005 -0.028

With SU2, the high angle of attack behavior is assessed with fully-turbulent RANS

solutions, with the method outlined in the preceding sections. The change in the aero-

dynamic coefficients with respect to the angle of attack are depicted in Fig. 3.32. As

expected, much more gradual lift loss is observed with a slight change in stall angle.

Unlike the Case II or the NACA2412 airfoil, the pitching moment does not exceed

−0.015. Since gradual lift and moment loss are desired stall characteristics (milder),

and the optimization performs as expected. For the 0 deg angle of attack, the RANS

solutions are visualized in Figs. 3.34a and 3.34b. Since the point of minimum pres-

sure moves downstream, separation risk is reduced compared to the previous cases.

The Cp distributions obtained by the potential flow and the RANS solver are com-

pared in Fig. 3.33 for zero degrees angle of attack. Potential flow Cp predictions

compare favorably with the fully-turbulent RANS solutions with similar minimum

pressure predictions. As expected, the point of minimum pressure is obtained at

roughly the same location for both solvers. The aerodynamic loads (Table 3.6) are

also in good agreement. Therefore, the optimum airfoil is verified by the SU2.
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However, since the pitching moment values are higher than that of baseline in the

angle of attack range of 0 to 11 degrees (Fig. 3.32), a multi-point design optimization

is performed next for better off-design performance.
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Figure 3.28: Airfoil profiles and pressure distributions for case III
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Figure 3.31: The evolution of the objective function with major optimization steps

for case III
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(a) Mach number contours for Case III

(b) Pressure coefficient contours for Case III

Figure 3.34: M and Cp contours for airfoil designed in case III, AoA = 0deg
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3.2.4 Case IV: Multi-point Design Optimization

In the previous cases, the optimization studies are done at a single design point, at

0 deg angle of attack. In this case, the optimization is performed for multiple design

points, i.e. multiple angles of attack for better performance throughout the operational

envelope.

Thus, in this case, the baseline airfoil is chosen to be the optimized airfoil obtained

in Case II. The goal is to increase the performance of this airfoil by simultaneously

optimizing at 0 and 4 deg for target CL and CM values. The target is to keep the

pitching moment lower than that of NACA2412 over the full range angle of attack.

Multi-point optimization flowchart is depicted in Fig. 3.35.

The multi-point optimization problem is formulated in Eq. 3.9.

min I =
2∑

i=1

βi

(
w1,i

∣∣∣∣1− CL

CL,target

∣∣∣∣
i

+ w2,i

∣∣∣∣1− CM

CM,target

∣∣∣∣
i

)
w.r.t w

s.t. 1.5r∗LE ≥ rLE ≥ 0.5r∗LE

(3.9)

where βi are the weights for each optimization point and are taken as 0.5, as both

optimization points are weighted equally. Similarly, wj,i are the relative weights of

CL and CM , which are taken as 0.5, to have equal bias in the objective function. Sum

of the weights at each design point should add up to one. The target values for the

aerodynamic coefficients are given in Table 3.7, where the same increment in lift at

α = 0 deg is imposed at α = 4 deg and the pitching moment is reduced by 5% at

4 deg while the baseline value at 0 deg is kept the same since it is equal to that of

NACA2412. Finally, the leading edge radius constraint is imposed with the first CST

weights for both surfaces of the airfoil as per Eq. 2.43, similar to the previous cases.

To summarize, the lift of the the optimum airfoil obtained in Case II is kept constant

at 0 and 4 deg. Additionally, the pitching moment at 0 deg is unchanged (which is

already the same as the NACA2412 airfoil) and a 5% decrease in the pitching mo-

ment is targeted at 4 deg to keep the pitching moment below the NACA2412 airfoil

throughout the operational envelope. The target aerodynamic coefficients are given
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in Table 3.7 for 0 and 4 deg angle of attack.

The multi-point optimized and the case II (i.e. baseline) airfoils and their pressure

coefficient distributions are shown with solid and dashed lines in Fig. 3.36. From the

figure, it is noted that the leading edge radius has increased compared to the baseline

airfoil. Airfoil thickness increases until 0.25c and subsequently decreases until 0.9c.

Additionally, on the upper and the lower surfaces, stronger leading edge suction is

obtained to reach the target aerodynamic coefficients where the majority of the lift

is generated. Due to reduced thickness, the suction between 0.3c and 0.8c is slightly

reduced.

Convergence history for the multi-point optimization case is presented in Fig. 3.37.

From the figure, it is seen that the aerodynamic coefficients converge in 30 opti-

mization steps with 84 minor iterations where 31 of them are gradient calls. The

aerodynamic coefficients are also given in Table 3.7, where the pitching moment re-

duction is evident under constant lift for the multi-point optimized airfoil. The targets

are reached comfortably using the potential flow solver. Additionally, the evolution

of the objective function with respect to the major optimization steps are depicted in

Fig. 3.38. The objective function converges in 30 steps without issues and the relative

change is lower than the threshold value in the final step.

Table 3.7: Aerodynamic coefficients in the multi-point design optimization

Case
CL CM

0 deg 4 deg 0 deg 4 deg

Baseline, Panel 0.305 0.783 -0.0540 -0.0588

Baseline, RANS 0.282 0.741 -0.0491 -0.0478

Target 0.305 0.783 -0.0540 -0.0558

Optimized, Panel 0.305 0.783 -0.0540 -0.0558

Optimized, RANS 0.282 0.744 -0.0489 -0.0445

In Fig. 3.39, the aerodynamic characteristics of the multi-point optimized airfoil are

assessed with RANS solutions obtained by using SU2. Aerodynamic load predictions

of RANS also agree with that of potential flow as shown in Table 3.7. From the figure,

the CL curves match for the single and multi-point optimized airfoils. Slightly higher

74



-0.1

-0.05

 0

 0.05

 0.1

 0  0.2  0.4  0.6  0.8  1

y/
c

-1.5

-1

-0.5

 0

 0.5

 1
 0  0.2  0.4  0.6  0.8  1

0 deg 4 degPr
es

su
re

 C
oe

ffi
ci

en
t

x/c

Optimized Baseline

Figure 3.36: Baseline and optimized airfoil profiles for case IV

 0

 0.25

 0.5

 0.75

 1

 0  20  40  60  80
-0.1

-0.075

-0.05

-0.025

 0

C
L

C
M

Minor iterations

0 deg - CL
4 deg - CL

0 deg - CM
4 deg - CM 

Figure 3.37: Convergence history of the aerodynamic coefficients for case IV

75



CLmax is obtained in the multi-point optimized case but no change is observed in the

stall angle. The pitching moment behaves as expected, and the pitching moment ob-

tained in case II is successfully reduced in multi-point optimization throughout the

operational envelope of the airfoil. Also, the drag change of the multi-point optimiza-

tion is negligible as the differences are on the order of 1 drag count. Finally, the M

and Cp contours obtained with SU2, are given for the multi-point optimized airfoil at

0 deg angle of attack in Figs. 3.40a and 3.40b. As expected, no flow separation or

abrupt changes are observed over the airfoil.

To conclude, the performance of NACA2412 airfoil is successfully enhanced by in-

creasing the lift coefficient at two design points as well as reducing the pitching mo-

ment coefficient to below of NACA2412.
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Figure 3.38: The evolution of the objective function with major optimization steps

for multi-point design optimization case
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(a) Mach number contours for Case IV

(b) Pressure coefficient contours for Case IV

Figure 3.40: M and Cp contours for multi-point designed airfoil, AoA = 0deg
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CHAPTER 4

CONCLUSIONS

A discrete-adjoint based aerodynamic design optimization framework for subsonic

airfoils is successfully developed. First, the in-house panel code is discussed. Af-

ter that, the adjoint equations and automatic differentiation techniques are discussed.

Examples are given on forward and reverse mode AD, also some forward and ad-

joint source codes are also shown. The Class Shape Transformation parametrization

technique is discussed, which forms the vector of design variables. Additionally, an

open-source optimizer, DAKOTA, that makes use of the gradient computed by the ad-

joint solver is utilized and the quasi-Newton method with BFGS update is introduced.

The automatic differentiation tool, FDOT, is successfully used to develop an adjoint

solver using an in-house panel code written in Fortran. FDOT toolbox is based on

operator-overloading approach, which requires minor changes to the Fortran source

code. The differentiated code runs on the reverse mode and the sensitivities of an

objective function are efficiently obtained with the computational cost equivalent of

one flow solution. Once the sensitivities of the objective function are evaluated with

respect to panel nodes, the sensitivities are projected onto the design variables (CST

weights).

The validation studies are presented for flow and adjoint solvers. The panel code and

an open-source RANS solver, SU2, are used as the flow solvers. The panel method

agrees well with the fully-turbulent solutions for attached flows, and both solvers are

able to match the experimental data. The good agreement between the panel code

and RANS solver also holds for high angles of attack, where inviscid Cp does not

massively differ from the viscous Cp.

79



The adjoint solver is validated by means of finite differences. It is observed that to

obtain the gradient of any objective function, 1 adjoint solution is required which has

the equivalent cost of 1 flow solution. If finite differences are to be used 24 flow

solutions are required for 2nd order accuracy. The AD based sensitivity derivatives

agree very well with FD for lift and pitching moment coefficients over both symmetric

and cambered airfoils, respectively. The AD based sensitivity derivatives are accurate

down to the machine precision whereas FD based derivatives suffer from numerical

truncation error.

A build-up approach in the objective function is used to create airfoils that satisfy the

prescribed target lift and moment coefficients. In the first case, a target lift coefficient

is prescribed and in the following case its pitching moment is successfully reduced to

that of the baseline. Additionally, an adverse pressure gradient term is employed to

obtain milder stall characteristics. The angle of attack sweeps carried out using SU2

indicate that this is indeed the case and gradual loss of lift and pitching moment are

observed. The off-design performance is improved by keeping the pitching moment

below that of the baseline for all angles of attack by using a multi-point optimization

approach, without actually changing the lift obtained in the optimum airfoils.

The developed framework is used to improve performance of NACA2412 using a

build-up approach in the objective function definition as mentioned above. Addition-

ally, the method is also used to design a lifting, very low pitching moment airfoil.

The robustness of the optimization process is shown by starting from a symmetrical

airfoil and converging to very similar designs for the first two cases. Overall, the

optimum airfoils are further verified with fully-turbulent RANS solutions as well as

the aerodynamic loads. It is seen that the in-house panel code and SU2 solutions are

in very good agreement. The developed aerodynamic shape optimization framework

based on a panel code using the discrete-adjoint method is shown to be quite efficient,

robust and accurate for subsonic airfoil profiles.
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