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ABSTRACT

TOWARDS A GENERAL DESCRIPTOR FOR THE PREDICTION OF PKA

Göçer, Ayşe

M.S., Department of Chemistry

Supervisor: Assist. Prof. Dr. Antoine Marion

August 2022, 58 pages

Estimating pKa of molecules with accurate, general, and efficient protocols is essen-

tial for many applications, notably for proteins modelling. For example, although

individual amino acids pKa is known in aqueous solutions, it might be changed in the

protein environment and in general in a different environment. Desolvation, hydro-

gen bonding, or charge charge interactions can cause such pKa shift, and it is often

crucial to explain the bonding preferences of molecules during the chemical reaction.

There are various ways to predict pKa values with approaches such as QM based, MM

based, continuum based, and knowledge based methods. These approaches, however,

tend to lack generality and are usually tailored to predict the pKa of certain classes

of molecules only. Our aim is to identify a general electronic descriptor that would

grasp the essence of what makes proton affinity vary from one molecule to another,

and from one environment to another. Our protocol is based on descriptors initially

designed to characterize topological changes in molecular electron density upon elec-

tronic excitation. By repurposing these tools, we aim at exploring the reorganization

of the electron density upon de-protonation to eventually rationalize the concept of

pKa with clear-cut electronic descriptors that can be transferred to various molecular

environments, i.e., from the gas phase to a protein interior.
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ÖZ

PKA TAHMİNİ İÇİN GENEL BİR TANIMLAYICIYA DOĞRU

Göçer, Ayşe

Yüksek Lisans, Kimya Bölümü

Tez Yöneticisi: Dr. Öğr. Üyesi. Antoine Marion

Ağustos 2022 , 58 sayfa

Moleküllerin pKa’sını doğru, genel ve verimli protokollerle tahmin etmek, birçok

uygulama için, özellikle protein modellemesi için gereklidir. Örneğin, tek tek pKa

amino asitleri sulu çözeltilerde bilinmesine rağmen, protein ortamında ve genel olarak

farklı bir ortamda değişebilir. Desolvasyon, hidrojen bağı veya yük yükü etkileşim-

leri bu tür pKa kaymasına neden olabilir ve kimyasal reaksiyon sırasında moleküllerin

bağlanma tercihlerini açıklamak genellikle çok önemlidir. QM tabanlı, MM tabanlı,

süreklilik tabanlı ve bilgi tabanlı yöntemler gibi yaklaşımlarla pKa değerlerini tah-

min etmenin çeşitli yolları vardır. Bununla birlikte, bu yaklaşımlar genellikten yoksun

olma eğilimindedir ve genellikle yalnızca belirli molekül sınıflarının pKa’sını tahmin

etmek için uyarlanmıştır. Amacımız, proton afinitesinin bir molekülden diğerine ve

bir ortamdan diğerine değişmesini sağlayan şeyin özünü kavrayacak genel bir elekt-

ronik tanımlayıcı belirlemektir. Protokolümüz, başlangıçta elektronik uyarma üzerine

moleküler elektron yoğunluğundaki topolojik değişiklikleri karakterize etmek için ta-

sarlanmış tanımlayıcılara dayanmaktadır. Bu araçları başka bir amaca uygun hale ge-

tirerek, pKa kavramını çeşitli moleküler ortamlara, yani gaz fazından bir protein içine

aktarılabilen kesin elektronik tanımlayıcılarla rasyonalize etmek için de-protonasyon
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üzerine elektron yoğunluğunun yeniden düzenlenmesini keşfetmeyi amaçlıyoruz.

Anahtar Kelimeler: pKa, kuantum kimya, ab-initio, asitlik
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This study is dedicated to humanity so that, maybe, one day, they can learn how to

live in peace.
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CHAPTER 1

INTRODUCTION

1.1 Motivation and Problem Definition

pKa is a fundamental quantity to determine the acid strength and dissociation con-

stant of molecules, and it determines relative reactivity and stability. It is critical for

several branches of science, such as chemistry, biochemistry, and drug design.[1]

The strength of an acid is relative, and so, pKa (also known as acid dissociation con-

stant) is also a relative quantity. It is always to be compared with the other acids/bases

in the direct environment.

In solution, an acid AH dissociates into its conjugate base A− and a proton H+ as

follows:

AHq
soln ∆Ga−−→ Aq−1 +H+

soln (1.1)

q is the formal charge of AH, and q − 1 is the formal charge of A. Acid dissociation

is often studied in aqueous solutions, but equation 1.1 is a general expression for all

solvents.

The acidity constant Ka for infinitely diluted solutions is:
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Ka =
[A] [H]

[AH]
(1.2)

and pKa is calculated as follows:

pKa = −log(Ka) (1.3)

Experimentally, potentiometry[2], conductometry[3], electrophoresis[4], NMR [5,

6, 7], UV[8], HPLC[9], and fluorometry[10] could be performed to determine pKa

values.[11] However, for very strong or very weak acids, experimental pKa determi-

nation is hard and has more considerable uncertainties. Because there are multiple

tautomeric species in the protonation/de-protonation reaction or when the species’

concentration in solution approaches the limits of quantification, building a good

model for pKa helps to understand what really makes one molecule more acidic than

the other and can trigger the rational design of new molecules or help predict the be-

havior of a known molecule in a new environment.[12]

In general, for computational chemistry methods, pKa is used rather than Ka constant.

Ka(calc) = e−
∆Ga(calc)

RT (1.4)

and an error in prediction of Ka thus, δKa is:

δKa(calc) ≈ e−
∆Ga
RT δGa(calc) (1.5)

Because error of predictions (δKa) depends exponentially on free energies ∆Ga, this

exponential ∆Ga dependence increases the error on Ka predictions. When ∆Ga is

low, δKa (the error in the Ka) increases exponentially. [12]

However, in pKa calculation:

pKa(calc) =
∆Ga(calc)

RTIn(10)
(1.6)
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and an error in prediction of pKa is:

δpKa(calc) ≈
δ∆Ga(calc)

RTIn(10)
(1.7)

the pKa values are proportional to the dissociation free energies ∆Ga but, the errors

on the predictions of pKa do not depend on the magnitude of the free energies as

in Ka. Thus, the error δpKa does not depend on how acidic is the studied species

AH.[12]

Theoretical pKa determinations could be classified as QM based methods[13, 14,

15, 16, 17, 18], MM based methods[19, 20, 21, 22, 23], continuum solvent-based

methods[24, 25, 26, 27, 28, 29], and knowledge-based methods.[30, 31, 32]

Gibbs free energy method is one of the commonly used methods for pKa determi-

nation. However, with Gibbs free energy method, due to the high charge of the

hydronium ion, the change in free energy of solvation of hydronium ion is hard to

calculate. Also, adding water molecules to the equation requires more calculations,

which is very challenging. [33] To overcome previous methods’ limitations, several

methods have been tried to build up. The methods based on de-protonation energy

[34][35] and ab initio bond length [36] are used to make pKa prediction as well.

Another study[37] uses the maximum surface electrostatic potential (VS,max) on the

acidic hydrogen atoms of carboxylic acids to make a pKa prediction.

Ugur et al. investigated the possibility of using atomic partial charges to predict pKa

of alcohols and thiols[38]. The study was later extended by Haslak et al. [39] for

carboxylic acids. In their approach, the authors calculated the charge on the oxy-

gen (or sulphur) atom after de-protonation. The idea follows our general chemistry

understanding of what makes a molecule to have a lower pKa, i.e., if the charge in

the de-protonated form is delocalized in the molecule, the stability of the basic form

increases.
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Figure 1.1: Correlation of experimental pKa vs. QM charge[38]

Figure from Ugur et al.1.1 demonstrates the linear relationship between experimental

pKa and quantum mechanical (QM) charge for a series of alcohols and thiols [38].

The study investigated 9 DFT functionals with 16 different basis sets, semiempirical

Hamiltonians, five charge models, three solvent models, and gas-phase calculations.

As can be seen, the linear fit is remarkable with correlation coefficients ofR2 = 0.995

and R2 = 0.986 for alcohols and thiols, respectively. Although the method is very

powerful to predict pKas, it is limited to a single family of molecules at a time. Also,

since the partial charge is not a physically observable, there is no unique way to

determine it (and the equation to be used in the fit is different for each model). Thus,

there can be several methods to predict it, so the results come from different theories

(DFT, HF, MP, etc.) or basis sets give different values.

1.1.1 Aim

The limitation observed in the method by Ugur et al. is common to many param-

eterized methods for the prediction of pKa, i.e., there is no single general equation

that can predict the pKa of different chemical functions. Nevertheless, this study

highlighted a promising result showing that the electron density contains information

about the relative reactivity of the molecules. Our motivation in this study is to find

a more general electronic descriptor that can be used for the pKa prediction of any

chemical function. A well-designed and well-understood descriptor will ultimately

give us the key to designing molecules with tailored acidity.
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CHAPTER 2

METHODOLOGY

2.1 Quantum Chemistry

In quantum chemistry[40], non-relativistic and time-independent, Hamiltonian op-

erator (Ĥ) for N electron and M nuclei system, in atomic units, can be written as

follows:

Ĥ = −
N∑
i=1

1

2
∇i

2 −
M∑

A=1

1

2MA

∇A
2 −

N∑
i=1

M∑
A=1

ZA

riA
+

M∑
A=1

M∑
B>A

(ZA)(ZB)

RAB

+
N∑
i=1

N∑
j>i

1

rij

(2.1)

The first two terms in the above equation are kinetic energy operators (T̂ ) of electrons

and nuclei, respectively, and the last three are potential energies (V̂ ). The third term

is electron-nucleus interaction, and the fourth one is nucleus-nucleus interaction. The

last term is electron-electron repulsion energy. The r and R letters refer to the distance

between electrons and nucleus, respectively. ZA, and ZB are the charges of nuclei A

and B.

The above equation is solvable for only few systems, such as particle in a box, har-

monic oscillator, rigid rotor, and H atom. Because in other, more realistic cases, the

Hamiltonian is not separable, the equation cannot be solved analytically and requires

several approximations.

Born-Oppenheimer’s (BO) approximation is fundamental for quantum chemistry cal-

culations. The approximation says that due to the mass of a nucleus being signif-
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icantly heavier than a mass of an electron, we can assume that nuclei are fixed at a

particular position, and electrons are moving around them. In other words, the masses

of nuclei and electrons are very different, and their motion can be decoupled. That

is, when solving the electronic structure, we can take the position of the nuclei as

fixed. By decoupling the electrons and nuclei’s motion, the nucleus-nucleus term is

now a constant for a given position of the nuclei, and the electron-nucleus attraction

term is fairly simple. It is just the interaction of one electron with a field of fixed

positive charges. Now the problematic term becomes the electron-electron repulsion

term because the motion of electrons is coupled.

Thus, by applying BO approximation, just the following terms are left: the kinetic

energy of electrons, electron-nucleus attraction, and electron-electron repulsion. Af-

ter these simplifications, we have an electronic Hamiltonian, which depends just on

electrons’ degree of freedom.

Ĥelec = −
N∑
i=1

1

2
∇i

2 −
N∑
i=1

M∑
A=1

ZA

riA
+

N∑
i=1

N∑
j>i

1

rij
(2.2)

This electronic Hamiltonian Ĥelec, which consists of three operators, can be sepa-

rated as one electron and two-electron operators. The operator which contains just

one electron degree of freedom is called the one-electron operator (hcore in the equa-

tions below). The kinetic energy, T̂ , of electrons and electron- nucleus potential en-

ergy, V̂en, are one-electron operators. Similarly, the two-electron operator includes

the degrees of freedom of two electrons. Thus, the operator which corresponds to

electron-electron attraction is called the two-electron operator.

Ĥelec = ĥcore +
N∑
i=1

N∑
j>i

1

rij
(2.3)

ĥcore = −
N∑
i=1

1

2
∇i

2 −
N∑
i=1

M∑
A=1

ZA

riA
(2.4)
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Due to the non-separable nature of the electron-electron interaction, the N-electron

Hamiltonian cannot be solved analytically, and numerical solutions are needed. There

are ample approximations to treat this electron-electron interaction, which can also

be named an electron correlation issue. They can be divided into wavefunction-based

and density-based methods.

For wavefunction-based methods, Hartree-Fock (HF) theory is central.

2.1.1 Hartree-Fock (HF) Theory

In HF theory[40], electron correlation is treated in an average manner. It is said that

each electron feels an average potential due to other electrons.

Fock operator, f̂1 , is;

f̂1 = ĥcore + v̂HF (1) (2.5)

v̂HF (1) is the Hartree-Fock potential to define electron-electron interaction. It con-

sists of two terms, Coulomb and Exchange terms, F̂b(1) and κ̂b(1), respectively.

v̂HF (1) =
∑
b

F̂b(1) + κ̂b(1) (2.6)

f̂1 = ĥcore +
∑
b

F̂b(1) + κ̂b(1) (2.7)

Hartree-Fock potential, v̂HF (1), which consists of Coulomb and Exchange parts, is

an average potential. Because the interaction is treated in an average manner, there is

no explicit correlation between the motion of the electrons.

F̂b(1) is Coulomb operator;

7



F̂b(1) =

∫
dx2|χb(2)|2r−1

12 (2.8)

F̂b(1)χa(1) =

[∫
dx2χ

∗
b(2)r

−1
12 χb(2)

]
χa(1) (2.9)

The possible interpretation of Coulomb operator when F̂b(1) acts on χa(1) is the

potential electron 1 feels in spin-orbital χa due to existence of electron 2 in spin-

orbital χb.

κ̂b(1) is Exchange operator which is;

κ̂b(1)χa(1) =

[∫
dx2χ

∗
b(2)r

−1
12 χa(2)

]
χb(1) (2.10)

The exchange term, however, does not have a simple classical interpretation. It comes

from the anti-symmetry nature of a single determinant. The name exchange is due to

the fact that electron 1 and electron 2 are changed relative to the Coulomb operator.

(κ̂b(1)χa(1) =
[∫
dx2χ

∗
b(2)r

−1
12 χa(2)

]
χb(1), but

F̂b(1)χa(1) =
[∫
dx2χ

∗
b(2)r

−1
12 χb(2)

]
χa(1)).

The power of this approximation is that it converts many-body problems into one-

body problems. However, it is a crude approximation due to no explicit electron-

electron interaction in HF. Also, due to this average potential energy for electron-

electron interaction, which depends on the positions of other electrons, HF theory is

non-linear and must be solved iteratively.

2.1.2 Self Consistent Field (SCF) procedure

SCF[40] is an iterative procedure to obtain optimal orbitals. HF, DFT, Configura-

tion Interaction (CI), Coupled Cluster (CC) theory, and Complete Active Space SCF

(CASSCF) are examples of SCF methods.
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The procedure is started with the determination of a trial (guess) wave function.

Charge density is calculated using these functions, and potential energies are calcu-

lated. Then Schrodinger equation, SE, is solved, and the charge density is calculated

again. If the calculated density is the same as the previous guess one, the SCF proce-

dure is stopped. However, if not, the procedure continues using this different charge

density, and potential energies will be calculated again. By solving SE, a new charge

density will be calculated. The procedure stops if the resulting density is the same as

the previous one up to a given convergence threshold. If not, these steps are followed

until reaching a convergence.

2.1.3 Roothaan-Hall equation

In chemistry, we deal with molecules and use molecular orbitals (MO), so their cal-

culations are important. The calculation of molecular orbitals is equal to the solution

of the spatial integro-differential equation 2.11 below. For only atomic calculations,

numerical solutions are available and practical for this equation 2.11, but there are no

practical calculations available for molecules. Roothaan and Hall showed indepen-

dently how the differential equation 2.11 could be converted by using known spatial

basis functions (ϕµ here) into a linear algebra problem that provides standard matrix

techniques for a solution.[41, 40]

f(r1)Ψa(r1) = ϵaΨa(r1) (2.11)

If we expand K unknown Ψ molecular orbitals in terms of known basis functions ϕµ

with the expansion coefficients C as follows:

Ψa =
K∑

µ=1

Cµaϕµ a = 1, 2, 3, ..., K (2.12)

and by putting this equation into the above equation 2.11, we get the equation 2.13.

By the expansion of Ψ in terms of basis functions ϕs, HF MO calculations become

"finding the coefficients C".

f(1)
∑
ν

Cνaϕν(1) = ϵa
∑
ν

Cνaϕν(1) (2.13)
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By multiplying the above equation by ϕ∗
µ(1):∑

ν

Cνa

∫
ϕ∗
µ(1)f(1)ϕν(1)dr1 = ϵa

∑
ν

Cνa

∫
ϕ∗
µ(1)ϕν(1)dr1 (2.14)

we have two new quantities which are
∫
ϕ∗

i (1)ϕj(1)dr1 and
∫
ϕ∗

µ(1)f(1)ϕν(1)dr1.

In quantum chemistry calculations, basis sets are not orthogonal, so we have overlap

matrix S. Elements of overlap matrix S can be calculated as follows:

Sij =

∫
ϕ∗
i (1)ϕj(1)dr1 (2.15)

Matrix elements of Fock matrix F :

Fµν =

∫
ϕ∗
µ(1)f(1)ϕν(1)dr1 (2.16)

Finally the equation 2.14 becomes :∑
ν

FµνCνa = ϵa
∑
ν

SµνCνa a = 1, 2, 3, ..., K (2.17)

We can write the above equation 2.17 in a more compact form, and this is the Roothaan-

Hall equation :

FC = ϵSC (2.18)

F is the Fock matrix, C is eigenfunctions of F (coefficients matrix), ϵ is the vector

of eigenvalues of F, and S is the overlap matrix between basis functions ϕµ. The

columns of matrix C describe the molecular orbitals. The first column of C consists

of the coefficients of Ψ1; likewise, the second column of C consists of the coefficients

of Ψ2 and so on.

C is the KxK square matrix of MO coefficients:

C =



C11 C12 C13 . . . C1k

C21 C22 C23 . . . C2k

C31 C32 C33 . . . C3k

...
...

... . . . ...

Ck1 Ck2 Ck3 . . . Ckk
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ϵ is a diagonal matrix that consists of K eigenvalues of F (orbital energies) on a diag-

onal plane. The first eigenvalue (ϵ1) is for the first MO, and similarly, ϵ2 is the second

MO in the same order with eigenfunctions.

ϵ =


ϵ1 0

. . .

0 ϵk


2.1.4 Density Functional Theory (DFT)

DFT differs from wave function-based methods. It does not require finding the wave

functions, DFT calculates the energy from electron density.[42]

Energy and other physical properties of a system can be derived from the electron

density of the system.

Electron density, ρ, can be calculated as follows;

ρ = N

∫
...

∫
|ψ(x1, x2...xN)|2dx1dx2...dxN (2.19)

N is the number of electrons. If we integrate the electron density ρ overall space, we

get the total number of electrons N.

N =

∫
ρ(r)dr (2.20)

Energy in DFT is calculated as:

E[ρ(r)] = T [ρ(r)] + Ene[ρ(r)] + Eee[ρ(r)] (2.21)

Eee[ρ(r)] = J [ρ(r)] +K[ρ(r)] (2.22)
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EDFT [ρ(r)] = Ts[ρ(r)] + Ene[ρ(r)] + J [ρ(r)] + Exc[ρ(r)] (2.23)

Because the energy depends on ρ, which depends on coordinates, it is said that energy

is density functional, which means the function of a function.

If the correct Exc[ρ(r)] was known, E[ρ(r)] would be exact. Although we do not

know the correct form of Exc[ρ(r)], there are ample approximations for it, such as

Local Density Approximation (LDA), Local Spin Density Approximation (LSDA),

Generalized Gradient Approximation (GGA), and hybrid functionals. All of them

have different strengths and weaknesses.[43][44]

One of the strengths of DFT is no need to solve Schrodinger’s equation, and no di-

rect knowledge of wave functions is needed. Due to computational cost and effi-

ciency, DFT is a commonly used method for quantum chemistry calculations for large

molecules (approximately 20−100? atoms) or for the dynamics of small molecules.[45]

2.2 Analysis of electron density reorganization - MESRA

The analysis of electron density reorganization is of particular importance in the field

of excited states. [46][47] Gaining a clearlcut understanding of the phenomenon at

play during the interaction of light with matter helps in the design of new molecules

with tailored properties. Among the numerous approaches, the concept of detachment

and attachment densities is particularly appealing.

One of the recent application of D/A density is activity-based photosensitizers. In the

paper, Kilic et al. investigated impact of iodine atom and its position on the electronic

transition nature of two dicyanomethylene-4H-chromene (DCM) cores (which are

DCMO− I and I−DCMO−Cl). D/A density concept and related descriptors were

discussed.

Molecular Electronic Structure Reorganization Analysis, MESRA [46], was created

by Thibaud Etienne. Mesra is capable of calculating detachment/attachment density

matrices, construction of TDDFT auxiliary many-body wave function, construction

of three types of transition orbitals, quantitative electronic transition analysis, anal-

ysis of the post-linear response detachment/attachment relaxation, adiabatic connec-
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tion of the Z-vector, computation of a relaxation-adapted transition locality index and

manipulation of Cartesian grids for numerical analysis. However, we only use de-

tachment/attachment density matrices for our purposes.

Mesra calculates detachment/attachment (D/A) densities from excitation process. De-

tachment density is the portion of electron density that is removed from the ground

state during the electronic excitation. Attachment density is the rearranged portion of

density in the excited state. D/A densities can be seen in the Figure 2.1 below from

reference [46].

Figure 2.1: Graphical representation of Detachment density(blue region)/Attachment

density(red region) overlap (green region)[46]

As can be seen from Figure 2.1, during the electronic transition, some portion of

electron density moves away from the ground state (from ϱdetach in the figure) and

reorganizes at the excited state (from ϱattach in the figure). We can visualize their

overlap region ϕS as the green region in Figure 2.1.

Mesra produces the terms overlap between detachment attachment densities (ϕS),

Hole-particle overlap, Integral of D/A density, and Fraction of D/A contributing to

the net displaced charge.
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We have modified Mesra to achieve the differences in density between protonated

and de-protonated states; thus, the modified Mesra works by taking the protonated

state density as an originally ground state density and taking the de-protonated state

density from the initially excited state density. Eventually the code can work now

with any two different densities coming from two different calculations. The only

requirement is that the basis set used for both calculations should be the exact same

(in size and actual position of the functions’ centers).

2.3 Mathematical details

In this section, we give some fundamental details about the mathematics used to de-

rive D/A densities. Those require matrix diagonalization and linear algebra, which

we briefly summarize hereafter.[46]

The diagonalization is a linear algebra operation related with the eigenvalue problem

for matrices.

If γ is a L x L matrix

γ =


γ1,1 γ1,2 · · · γ1,L

γ2,1 γ2,2 · · · γ2,L
...

... . . . ...

γL,1 γL,2 · · · γL,L

 (2.24)

To diagonalize the γ matrix, finding the approximate U matrix so that U †γU is diago-

nal require.

γ =


γ1,1 γ1,2 · · · γ1,L

γ2,1 γ2,2 · · · γ2,L
...

... . . . ...

γL,1 γL,2 · · · γL,L

 U−→ γdiag =


γ1,1 0 · · · 0

0 γ2,2 · · · 0
...

... . . . ...

0 0 · · · γL,L

 (2.25)
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thus,

γdiag = U †γU (2.26)

and U is an eigenfunctions of γ matrix and U † is a complex conjugate and transpose

of U matrix. The problem of the diagonalization of a matrix is equal to the issue

of finding the unitary matrix U that converts a non-diagonal matrix into a diagonal

matrix. There are L eigenvalues of γ if it is L x L matrix. If γ is a matrix with both

positive and negative eigenvalues, we can define the two new matrices, which consists

of only negative or non-negative elements. After giving some fundamentals related

to this study, the calculations of the descriptors can be seen as follows:

In a system that consists of N electrons and a K-sized basis set with S represents the

overlap matrix, P represents the density matrix, P0 represents the ground state density

matrix, and Px represents the excited state density matrix. The difference between

excited-state electron density matrix and ground-state electron density matrix is ∆

and is defined as:

∆ = Px − P0 ⇒
K∑
k=1

∆Skk = 0 (2.27)

The trace i.e., the sum of all the diagonal elements of a matrix, of ∆Skk is zero be-

cause there is no electron gain or loss by the system.

By making the ∆ matrix a diagonal matrix δ with unitary similarity transformation,

we get eigenvalues of ∆

∃ U | δ = U †∆U ; δij = 0 ∀i ̸= j (2.28)
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By diagonalizing the ∆ matrix, one can get detachment and attachment matrices. ∆

has positive and negative eigenvalues. We can define two new diagonal matrices,

which are σ+ and σ−, whose components are functions of those from δ.

(σ±)kj =
1

2
(
√

(δ2kk)± δkk)× δkj ∀δ =
∑

ω=+,−

ωσω (2.29)

where δkj is the Kronecker delta function and (δ)kk is a component of the δ matrix.

The σ function splits ∆’s eigenvalues into two arrays: σ keeps the absolute value of

negative δ values and sets non-negative ones to zero. Conversely, σ+ contains only

positive values from the δ diagonal and zeros. Backtransforming δ, σ− and σ+ gives

∆ = UδU † (2.30)

Γ = Uσ−U
† (2.31)

Λ = Uσ+U
† (2.32)

and

∆ = Λ− Γ (2.33)

Λ and Γ are respectively the attachment and detachment density matrices, and they

are expressed in the space of K atomic orbitals Ψµ . Due to the fact that no electron

is lost during the electronic excitation;

∑K
µ=1(ΓS)µµ =

∑K
µ=1(ΛS)µµ
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It is also possible to define the related detachment and attachment densities in the real

3D space (ζ1, ζ2, and ζ3 being the three spatial coordinates)

ϱτ (ζ1, ζ2, ζ3) =
K∑

µ=1

K∑
ν=1

τµνΨµ(ζ1, ζ2, ζ3)Ψ
∗
ν(ζ1, ζ2, ζ3) (2.34)

τ ≡ Γ,Λ (2.35)

We might define detachment/attachment charge ϑτ :

ϑτ =

∫
R

dζ1

∫
R

dζ2

∫
R

dζ3ϱτ (ζ1, ζ2, ζ3) ≡
∫
R3

d3ζϱτ (ζ) (2.36)

τ ≡ Γ,Λ (2.37)

ϑτ is the integral of the density (D or A), which gives a charge. This is the charge that

is involved in the reorganization of the density during the process of interest. ϑ is the

average of ϑΓ and ϑΛ. Detachment charge and attachment charge (ϑΓ and ϑΛ) should

be exactly the same. However, for numerical reasons, they are not exactly the same

in practical calculations.

Among many other ways to characterize the D and A densities, one can define the

spacial overlap between the two densities. This is given by the descriptor ϕS [46] and

is defined as follows:

ϕS = ϑ−1

∫
R3

√
ϱΓϱΛ d

3
ζ ϕS ∈ [0; 1] (2.38)

ϑ ≡ 1

2

∫
R3

d3ζ
∑
τ=Γ,Λ

ϱτ (ζ) (2.39)
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The ϕS index ranges from 0 to 1, depending on the electronic transition’s charge-

transfer character. When ϕS is "0", this means no overlap between detachment and

attachment densities. Contrarily, "1" corresponds to the extreme case where a zero

electronic density changes between the state of interest and the reference state (e.g.,

excited and ground state, in excited states calculations).

From charge density variation ϱ∆, one can obtain the transferred charge between final

and initial state electron density ϱx and ϱ0 respectively. By defining ϱ∆, ϱ+ and ϱ−

functions as follows:

ϱ∆(ζ) = ϱx(ζ)− ϱ0(ζ) (2.40)

ϱ±(ζ) =
1

2
(
√
ϱ2∆(ζ)± ϱ∆(ζ)) (2.41)

Finally, the amount of transferred charge χ (we later name it as a qCT) can be calcu-

lates as fallows:

χω =

∫
R3

ϱω(ζ) d
3
ζ (2.42)

χ =
1

2

∑
ω=+,−

ϱω (2.43)

ϑ is total charge involved in the transition. qCT (χ in the equations to make the

formula consistent with the source article) is the amount of charge effectively moved

from initial to final state during the process. Both ϑ and qCT are also investigated in

recent study.

To summarize, qCT tells you how much charge is actually relocated during the tran-

sition, and ϕS tells you how local is this relocation. Large values of qCT tell that an

important amount of charge was involved in transition. Low value of ϕS indicates that
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this charge was relocated far from where it was taken. If ϕS is large, then the charge

was rearranged in the same space.

2.4 Computational Details

The calculations during the study were done by Gaussian 09 software because the

tool we re-purpose, which calculates D/A overlap, runs just for Gaussian outputs.

As a first step, geometry optimization is done for the protonated form of the molecule

by adding the following line in the input file;

#P ωb97xd/6-311+G* SCRF=CPCM opt=tight freq

After having optimized geometry, single point (SP) calculations are done for the pro-

tonated and de-protonated forms of the molecule. The example line for SP calcula-

tions for protonated and de-protonated forms of the molecules can be seen below;

#P ωb97xd/6-311+G* SCRF=CPCM

The only differences between protonated and de-protonated forms are that the charge

in the input file of the de-protonated form should be negative 1 (when if the molecule

is neutral in the protonated form, if the molecule has already charged, then the new

charge should be "initial charge - 1"). Also, in de-protonated form, the Hydrogen

atom, which binds to the Oxygen atom, acidic H, should be replaced by a ghost atom

by adding "H-Bq" instead of H. The purpose of using a ghost atom is to have the exact

same basis functions for the protonated and the de-protonated forms to compare their

densities and calculate the difference density matrix. If we removed H atom directly,

the number of basis functions for the protonated/de-protonated forms would not be

equal, so comparing their densities would not be possible.

A few files are necessary as an input of MESRA and those can be generated as fol-

low. During the SP calculation, one can add the following lines that should be placed
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in input files ("name.chk" file will be converted "name.fchk" file by using formchk

utility of Gaussian.):

chk=name.chk

rwf=name.rwf

The "name.fchk" and "name.rwf" are generated by using formchk and rwfdump utili-

ties of Gaussian for both protonated and de-protonated forms as it can be seen below,

and they are necessary files for Mesra[48] to calculate D/A overlap;

formchk name.chk

rwfdump name.rwf overlap 514r

rwfdump name.rwf density 633r

To run Mesra, one should have "protonated-name.fchk", "de-protonated-name.fchk",

"overlap", and "density" files that come from the formchk and rwfdump utilities of

Gaussian in the directory.

Mesra allows making several different calculations for distinct purposes. When hav-

ing the necessary files to we can run the Mesra, the following line is used;

mesra dau2

"dau2" keyword is for computation and storage of the detachment/attachment den-

sity matrices, and the evaluation of density-based descriptors using Löwdin-like de-

tachment/attachment population. Löwdin population analysis is one of the atomic

orbital-based population analyses. It uses a transformation of all the atomic orbitals
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to an orthogonal basis.[49] "dau2" is our new keyword to take densities coming from

two different ground state calculations. It is a modified version of "dau", which takes

ground state and excited states densities from a single file.

After having D/A densities from "dau" keyword, we can start to analyze them by using

"qmni" keyword (e.q. to get ϕS). "qmni" keyword is for computing density overlap,

normalized charge displacement, and centroids from two cube files. After the analysis

is performed, one can generate 3D representations of the D and A densities as cube

files with the following command:

cubegen 0 fdensity=scf name.fchk name.cube -X h

The cube files can be analyzed with the qmni module of mesra in order to calculate

the descriptors described in the previous section (i.e., ϕS , ϑ, qCT) :

mesra qmni cube1 cube2

These steps were done for all molecules in our training sets.
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CHAPTER 3

RESULTS

3.1 General observations and trends

pKa is associated with de-protonation reaction and it is related to relative reactivity

and stability of acidic chemical functions. In de-protonation reaction, a Bronsted acid

gives its proton and becomes negatively charged ion.

Upon the de-protonation, the number of electron does not change; only the electron

density is affected. This conservation of electron number is the same for the excita-

tion process. The number of electrons is not affected during the excitation process,

just electron density changes. One method to determine this change in density is

detachment attachment density analysis.

Detachment (D) density is a part of the ground-state density, which is removed from

the molecule’s ground state during the excitation process. Attachment (A) density

is the rearranged detachment density in the excited state. The remaining electron

density is common between the two states. The spacial overlap between detachment

and attachment densities is ϕS . Our idea in the present work is to re-purpose the tool

to calculate D/A densities, originally for the excitation process, for de-protonation

reaction to make pKa prediction. Here, we define initial and final states as protonated

and de-protonated states, respectively. The D/A densities and related descriptors are

thus expected to capture the capability of different molecules to adapt to the loss of a

proton, which we hypothesize to be related with their pKa.

In this study, geometry optimization and single point (SP) calculation were per-

formed. During the SP calculation of the de-protonated form, a ghost atom with

neither any nuclear charge nor electrons was used to replace the acidic Hydrogen
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atom, removed from the protonated form in the de-protonation reaction. The purpose

of this ghost atoms is to have the exact same basis functions for the protonated and

the de-protonated forms to compare their densities and calculate the difference den-

sity matrix. If the SP calculation were performed by removing the H atom directly,

the number of basis functions for the protonated/de-protonated forms would not be

equal, so comparing their densities would not be possible.

Then, density matrices were calculated for both the protonated/de-protonated forms.

The detachment density matrix is the sum of all the natural orbitals of the difference

density matrix, which corresponds to negative eigenvalues of the difference density

matrix. Similarly, the attachment density matrix is the sum of all natural orbitals cor-

responding to positive eigenvalues of the difference matrix.[50] Finally, the overlap

between these two densities, ϕS , was calculated based on the cube files. D/A density

analysis reduces the complexity of difference density analysis because the difference

density is a complicated function and it is not always possible to characterize every

electronic transition with difference density. [50]

Detachment and attachment densities and their overlap density can be visualized with

VDM or other visualisation program by using cube files. In Figure 3.1, a compari-

son of different isovalues is shown. The more spread density can be seen by lower

isovalue (0.01). Generally, lower isovalues show electron density reorganization in

detail. When isovalue is higher, some parts of the electron delocalization are lost, and

very low isovalues would not be good either because electron density would cover all

over the molecule, and we would not get the information. From chemical intuition,

0.01 is the chosen isovalue in this study but it should be noted that this choice is arbi-

trary.
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(a) Detachment density

(isovalue = 0.01)

(b) Attachment density

(isovalue = 0.01)

(c) D/A densities

(isovalue = 0.01)

(d) Detachment density

(isovalue = 0.02)

(e) Attachment density

(isovalue = 0.02)

(f) D/A densities

(isovalue = 0.02)

Figure 3.1: Representation of detachment, attachment, and detachment/attachment

(D/A) densities of methanol by ωb97xd/6-311+G*/CPCM.

An analysis of the densities in Figure 3.1 shows that D density was placed on the

sigma bond. This was somewhat expected since this is the main part of the dis-

turbed electron density. It can be seen from Figure 3.1 that the green region (De-

tachment Density) is removed from the protonated form of the methanol during the

de-protonation process and become the blue region (Attachment Density) in the de-

protonated form. After removing H+, electron density rearranges itself and spreads

across the molecule.

Figure 3.2 compares the D/A densities on methanol and phenol. WhenH+ is removed

from phenol, electron density reorganizes over the molecule, and this reorganization

is significantly different from methanol. We see that the ring is involved and that den-
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sity in ortho and para positions is also involved. As we expect from general chemistry

knowledge, ortho and para positions receive electron density in the de-protonated

state. Our general understanding of the lower pKa of phenols over methanol is due to

the delocalization of the negative charge in the phenolate in ortho and para positions.

Our analysis goes in the same direction.

The densities are distinct from each other. The rearrangement in density is different

for methanol and phenol, which lets us speculate that the D/A analysis holds infor-

mation about the molecule’s reactivity.

(a) Detachment Density (b) Attachment Density (c) D/A Density

(d) Detachment Density (e) Attachment Density (f) D/A Density

Figure 3.2: Representation of detachment (the green region) and attachment (the blue

region) densities on methane and phenol by ωb97xd/6-311+G*/CPCM (isovalue =

0.01)
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3.2 Aliphatic alcohols

First, the relation between ϕS and the number of carbon atoms in simple primary

alcohols (methanol to nonanol) was investigated.

From general chemistry knowledge, it is known that acidity decreases with the in-

creasing number of carbon atoms in simple primary alcohols (methanol to nonanol).

Figure 3.3 comes from a study in which the authors investigated the acidity trend in

alcohols by the increasing number of carbon atoms by using pentanol, hexanol, hep-

tanol, octanol, and nonanol.[51] It demonstrates that acidity decreases and tends to

converge to a given a value when increasing the number of carbons.

Figure 3.4 shows the variation of ϕS as a function of the number of carbons in a series

of aliphatic primary alcohols. We see that ϕS increases with the number of carbons

and tends to reach a plateau. The key takeaway is that there is a variation between ϕS

and the C number, which goes in a direction similar to experimental observations.

Figure 3.3: Acidity trend with respect to increase in C number (this graph is modified

from the original paper by adding explicit names of the lines)[51]
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Figure 3.4: Variation of the D/A overlap ϕS as a function of the number of carbon in

primary aliphatic alcohols.

3.3 Training set of alcohols and thiols

This study includes 25 alcohols and 26 thiols to investigate the correlation between

pKa and ϕS and with other descriptors towards the end of this thesis. The molecules

in this study are listed in Table 3.1 and Table 3.2 below. The Table 3.1 and Table 3.2

give the name of molecules, their experimental pKas, ϕS values, predicted pKas (by

using pka vs. ϕS graphs which come from ωb97xd/6-311+G*/cpcm calculations) and

the difference between predicted and true pKa values. The molecules with diverse

pKa ranges for both alcohols and thiols were chosen to see whether D/A density

overlap can be a general descriptor. To compare the predicted and measured pKa

values, mean absolute error (MAE) and standard error (SE) was calculated. Among

the 51 molecules selected in the present study, the error on the pKa prediction was

fairly low (less than 2 pKa units). For six of them, however, the deviation was more

significant. The molecules marked with a * in the Tables were considered as outliers.

The origin of the failure of the prediction for those molecules may be an error on

the experimental measurement or an intrinsic issue with our method and descriptor

(see section 3.5). They were not included in the R2 calculations or mean absolute

error (MAE) and standard error (SE) calculations and they were also omitted from

the method dependence analysis in section 3.4.
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Table 3.1: Alcohols Training Set: IUPAC Nomenclature, Experimental pKa, ϕS , Pre-

dicted pKa, predicted pKa - experimental pKa (∆(pKa)). Molecules with * were

considered as outliers for this analysis and MAE and SE are calculated without out-

lier molecules.

Alcohols pKaexp[38][52] ϕS pKapred ∆(pKa)

2,6-dinitrophenol 3.71 0.8409 5.12 +1.41

2,4-dinitrophenol* 4.09 0.8373 5.89 +1.80

2,5-dinitrophenol 5.21 0.8392 5.48 +0.27

2,5-dichlorophenol 7.51 0.8273 8.01 +0.50

4-cyanophenol 7.96 0.8243 8.64 +0.68

3-hydroxyquinoline 8.06 0.8281 7.84 -0.22

3-methylsulfonylphenol 8.40 0.8240 8.71 +0.31

5-hydroxyquinolin 8.54 0.8271 8.05 -0.49

3-metoxyphenol 9.65 0.8226 9.01 -0.64

phenol 9.97 0.8187 9.83 -0.14

4-tertbutylphenol 10.23 0.8225 9.03 -1.20

2-4-6-trimethylphenol∗ 10.87 0.8250 8.50 -2.37

2-Trifluoromethyl-2-propanol 11.60 0.8124 11.17 -0.43

2,2,2-trichloroethanol 12.02 0.8089 11.91 -0.11

2,2,2-trifluoroethanol 12.43 0.7989 14.04 +1.61

2-propyn-1-ol 13.55 0.7944 14.99 +1.44

2-methoxyethanol 15.00 0.7957 14.72 -0.29

methanol 15.20 0.7821 17.60 +2.40

phenylmethanol∗ 15.44 0.8039 12.98 -2.47

ethanol 15.50 0.7922 15.46 -0.04

2-buten-1-ol 15.52 0.7959 14.67 -0.85

2-propanol 15.70 0.7986 14.10 -1.60

1-propanol 15.87 0.7957 14.72 -1.16

1-buthanol 15.92 0.7969 14.46 -1.46

tert-butanol∗ 16.00 0.8054 12.66 -3.34

Mean Absolute Error (MAE) = 0.8212

Standard Error (SE) = 0.7910
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Table 3.2: Thiols Training Set: IUPAC Nomenclature, Experimental pKa, ϕS , Pre-

dicted pKa, predicted pKa - experimental pKa (∆(pKa)). Molecules with * were

considered as outliers for this analysis and MAE and SE are calculated without out-

lier molecules.

Thiols pKaexp[38][52] ϕS pKapred ∆(pKa)

3-nitrobenzenethiol 5.24 0.7649 5.67 +0.43

5-mercaptouracil 5.30 0.7569 6.81 +1.51

1-4-mercaptophenyl ethane-1-one 5.33 0.7674 5.31 -0.02

3-chlorobenzenthiol 5.78 0.7623 6.04 +0.26

4-bromobenzene-thiol 6.02 0.7620 6.08 +0.06

4-chlorobenzenthiol 6.14 0.7551 7.07 +0.93

3-methoxy-benzene-thiol 6.39 0.7621 6.07 -0.32

benzenethiol 6.61 0.7583 6.61 +0.00

2-methylbenzenethiol 6.64 0.7623 6.04 -0.60

3-methylbenzenethiol 6.66 0.7602 6.34 -0.32

4-methoxybenzenethiol 6.78 0.7555 7.01 +0.23

4-methylbenzenethiol 6.82 0.7599 6.38 -0.44

2-2-2-trifluoro ethane 1-thiol 7.30 0.7396 9.29 +1.99

prop-1-ene-2-thiol 7.86 0.7420 8.94 +1.08

2-ethoxyethanethiol 9.38 0.7380 9.52 +0.14

phenylmethanethiol 9.43 0.7456 8.43 -1.00

3-mercaptopropane-1-2-diol 9.51 0.7452 8.49 -1.02

2-mercaptoethanol 9.72 0.7365 9.73 +0.01

prop-2-ene-1-thiol 9.96 0.7360 9.80 -0.16

methanethiol 10.33 0.7248 11.41 +1.08

ethanethiol 10.61 0.7344 10.03 -0.58

butane-1-thiol 10.67 0.7401 9.22 -1.45

2-propanethiol 10.86 0.7411 9.07 -1.79

2-methylpropane-2-thiol∗ 11.05 0.7489 7.96 -3.09

2-methyl-2-butanethiol∗ 11.22 0.7517 7.56 -3.67

Mean Absolute Error (MAE) = 0.7749

Standard Error (SE) = 0.3494
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Four representative molecules of the alcohols set are depicted on a scale in Fig-

ure 3.5. The Figure shows electron density reorganization in 2,6-dinitrophenol, 4-

cyanophenol, phenol, and propanol with their pKa and corresponding ϕS values. pKa

decreases from propanol to 2,6-dinitrophenol (propanol < phenol < 4-cyanophenol <

2,6-dinitrophenol). The trend (for both alcohol and thiols) that we observe from cal-

culations is that the ϕS increases with decreasing pKa, and we get different ϕS values

for different molecules with specific pKa values. The trend for alcohols and thiols is

not perfect, but the general trend for alcohols and thiols is clear.

Figure 3.5: Representative molecules from the alcohols set with their pKa and corre-

sponding ϕS values.

By using pKa vs. ϕS results from Tables 3.1 and 3.2, pKa predictions were done and

shown in Figure 3.6. Figure 3.6 demonstrates experimental vs. predicted pKa values

for alcohols and thiols. ωb97xd/6-311+G*/CPCM was used for both of them. In both

graphs, predicted values are in the range of ± 2 with respect to measured values.

For alcohols and thiols individually, the ϕS descriptors gives a fair prediction of pKa

values.
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(a) Comparison of experimental vs. predicted pKa

for alcohols

(b) Comparison of experimental vs. predicted pKa

for thiols

Figure 3.6: Comparison of experimental vs. predicted pKa for alcohols and thiols by

ωb97xd/6-311+G**/CPCM

Figure 3.7 demonstrates the correlation of pKa of alcohols and thiols with ϕS by

using ωb97xd/6-31++G** and water as a solvent. As shown, both alcohols and thiols

correlate with pKa very well. Correlation constants, without outlier molecules, are

0.93 and 0.87 respectively (with outlier moleculesR2 = 0.88 for alcohols and R2 =

0.58 for thiols). However, it is not possible to predict the pKa of alcohols and thiols

with a unique ϕS descriptor as the two families of molecules fall in different regions

of the plot. This means ϕS alone is not enough for a general pKa descriptor. A second

(or more) descriptor is needed to capture the correlation.
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Figure 3.7: Correlation between pKa and ϕS for alcohols and thiols by ωb97xd/6-

311+G*/CPCM

3.4 Methodological aspects affecting the value of ϕS

Before exploring other descriptors from the D/A density analysis, we analyzed the

method dependency of our approach. The calculations were performed with several

methods and basis sets to investigate whether ϕS has any dependency. The findings

of the method dependency investigation can be shown in Figure 3.8.

HF, B3LYP, ωb97xd, and M062X were used to determine whether ϕS changes from

method to method. A fixed basis set was used (6-31++G**) with the CPCM solva-

tion method. The findings from Figure 3.8d, Figure3.8e, and Figure3.8f of Figure

3.8 suggest that the descriptor is not density functional dependent. However, from

Figure3.8a, Figure3.8b and Figure3.8c, the results from HF to DFT matter. We ob-

serve that there is a linear relation between HF and DFT functionals yet, the ϕS which

comes from HF is always lower than the density functionals.
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(a) HF vs B3LYP (b) HF vs ωb97xd

(c) HF vs M062X (d) B3LYP vs ωb97xd

(e) B3LYP vs M062X with (f) ωb97xd vs M062X

Figure 3.8: Comparisons of different methods for ϕS of alcohols

In this study, a few basis sets (STO-3G, 6-31G, 6-31G*, 6-31+G*, 6-311+G*) were

used to investigate basis set effects. The results are presented in Figure 3.9.
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From Figure 3.9 it can be seen that the minimal basis, STO-3G, differs significantly

from 6-31G. In general, STO-3G gives a lower overlap between D/A densities than

split valence basis sets, and the relation is not linear. Figure 3.9b, Figure 3.9c, and

Figure 3.9d demonstrate that Pople basis sets are very consistent with each other, and

double zeta or triple zeta basis sets do not have a significant difference in results.

Furthermore, adding polarization and diffuse functions (i.e., * and +, respectively) in

basis sets does not affect the results, so there is no need to use more extensive basis

sets. It seems 6-31G might be used safely.

(a) STO-3G/CPCM vs 6-31G/CPCM (b) 6-31G/CPCM vs 6-31G*/CPCM

(c) 6-31G*/CPCM vs 6-31+G*/CPCM (d) 6-31+G*/CPCM vs 6-311+G*/CPCM

Figure 3.9: Comparison of different basis sets for ϕS of alcohols with ωb97xd

method.

Figure 3.10a demonstrates the comparison of ϕS , which comes from the gas phase

and implicit solvation model (CPCM) by using the same method and basis set, which
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is ωb97xd/6-311+G* for alcohols. ϕS is higher in the gas phase than CPCM, and they

have a nearly linear relationship. Also, Figure 3.10b shows pKa versus the difference

between vacuum and solvent ϕS results. There is no clear correlation between pKa

versus the difference in ϕS with and without solvent, but it is seen that the difference

tends to increase with increasing pKa.

(a) Comparison of gas phase and solvent

(CPCM) results

(b) pKa versus the difference between

gas phase and solvent (CPCM) results

Figure 3.10: Comparison of gas phase and solvation model (CPCM) ϕS results and

correlation between their difference and pKa by ωb97xd/6-311+G* for alcohols.

The results in Figure 3.11 for thiols demonstrate almost the same trend as alcohols.

The same methods and basis sets are also used to observe correlation for thiols. As in

alcohols, ϕS is functional independent, but HF and DFT results are different.

The investigations of the basis set effects for thiols revealed that STO-3G and 6-31G

basis sets provide similar results, but there are few exceptions. From Figure 3.12b,

one can see that adding polarization functions does not affect the results. However,

Figure 3.12c shows that adding diffuse functions changes the results significantly.

Finally, from 3.12d, one can observe that double zeta or triple zeta basis sets do

not differ, and no need to use triple zeta basis functions. The findings suggest that

selecting a basis set with diffuse functions for thiols is crucial.
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(a) HF vs B3LYP (b) HF vs ωb97xd

(c) HF vs M062X (d) B3LYP vs ωb97xd

(e) B3LYP vs M062X (f) ωb97xd vs M062X

Figure 3.11: Comparisons of different methods for ϕS of thiols
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(a) STO-3G/CPCM vs 6-31G/CPCM (b) 6-31G/CPCM vs 6-31G*/CPCM

(c) 6-31G*/CPCM vs 6-31+G*/CPCM (d) 6-31+G*/CPCM vs 6-311+G*/CPCM

Figure 3.12: Comparison of different basis sets for ϕS of thiols with ωb97xd method.

The comparison of the gas phase and CPCM ϕS using the same method and basis set,

ωb97xd/6-311+G* for thiols, is shown in Figure 3.13.

As in the alcohols, ϕS is higher in the gas phase than with CPCM, and there is a linear

relationship between them. Also, Figure 3.13 demonstrates pKa versus the difference

between vacuum and solvent ϕS graph.

There is no clear correlation between pKa and the difference. However, for thiols,

the difference does not increase with increasing pKa as in alcohols. Here, there is an

almost constant difference range for all thiols in the set, whether high or low pKa.
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(a) Comparison of gas phase and solvent (CPCM)

results

(b) pKa versus the difference between gas

phase and solvent (CPCM) results

Figure 3.13: Comparison gas phase and solvation model (CPCM) results and corre-

lation between their difference and pKa by ωb97xd/6-311+G* for thiols.

3.5 Investigations of other descriptors

From the findings of ϕS , one can conclude that ϕS indeed captures the variation of

pKa within one family of molecules (i.e., either alcohols or thiols), but is not enough

to gather all chemical functions within the same equation. We thus investigated other

descriptors extracted from the D/A analysis. Mesra provides other terms together

with D/A density overlap. Two of them are ϑ, and qCT. Both ϑ, and qCT are related

with charge involved in the transition from the initial to final state, so they were inves-

tigated as possible descriptors. In the present study, the other investigated descriptors

(different from ϕS) together with ϑ and qCT are (ϑ - qCT), (ϑ - qCT)*ϕS and ϕS*(ϑ

- qCT)/ϑ. The formulas for ϕS , ϑ, and qCT were given in the Mathematical details

section.

The findings are shown in Table 3.3 which contains both alcohols and thiols in the

increasing pKa order. In Table 3.3, the results that belong to thiols are represented as

colorful rows. Table 3.3 contains experimental pKa, ϑ, qCT, ϕS , ϕS*qCT, predicted

pKa (from pka vs. ϕS*qCT results) and ∆(pKa). In the tables, the molecules with a

star (*) were considered as outliers and have not been included in correlation constant

or error calculations.
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Table 3.3: Alcohols+Thiols Training Set: IUPAC Nomenclature, Experimental pKa

(pKaexp), ϑ, qCT, ϕS , ϕS*qCT, Predicted pKa (pKapred), predicted pKa - experimen-

tal pKa (∆(pKa)). Molecules with * were considered as outliers for this analysis and

MAE and SE are calculated without outlier molecules.

Molecules pKaexp[38][52] ϑ qCT ϕS ϕS ∗ qCT pKapred ∆(pKa))

2,6-dinitrophenol 3.71 1.7908 0.7795 0.8409 0.6554 4.75 +1.04

2,4-dinitrophenol∗ 4.09 1.6659 0.7362 0.8373 0.6164 7.52 +3.43

2,5-dinitrophenol 5.21 1.7553 0.7693 0.8392 0.6456 5.45 +0.24

3-nitrobenzenethiol 5.24 1.5577 0.8205 0.7649 0.6276 6.73 +1.49

5-mercaptouracil 5.30 1.5528 0.8334 0.7569 0.6308 6.50 +1.20

1-4-mercaptophenyl ethane-1-one 5.33 1.5859 0.8321 0.7674 0.6386 5.95 +0.62

3-chlorobenzenthiol 5.78 1.5517 0.8233 0.7623 0.6276 6.72 +0.94

4-bromobenzene-thiol 6.02 1.5550 0.8249 0.7620 0.6286 6.66 +0.64

4-chlorobenzenthiol 6.14 1.5726 0.8519 0.7551 0.6432 5.62 -0.52

3-methoxy-benzene-thiol 6.39 1.5543 0.8245 0.7621 0.6283 6.67 +0.28

benzenethiol 6.61 1.5299 0.8192 0.7583 0.6212 7.19 +0.57

2-methylbenzenethiol 6.64 1.6032 0.8523 0.7623 0.6497 5.16 -1.48

3-methylbenzenethiol 6.66 1.5461 0.8235 0.7602 0.6260 6.84 +0.18

4-methoxybenzenethiol 6.78 1.5707 0.8502 0.7555 0.6423 5.68 -1.10

4-methylbenzenethiol 6.82 1.5444 0.8240 0.7599 0.6262 6.83 +0.00

2-2-2-trifluoro ethane 1-thiol 7.30 1.4187 0.7874 0.7396 0.5824 9.93 +2.63

2,5-dichlorophenol 7.51 1.6066 0.7334 0.8273 0.6067 8.21 +0.70

prop-1-ene-2-thiol 7.86 1.4692 0.8185 0.7420 0.6073 8.16 +0.30

4-cyanophenol 7.96 1.5344 0.7084 0.8243 0.5839 9.82 +1.86

3-hydroxyquinoline 8.06 1.5529 0.7082 0.8281 0.5864 9.64 +1.58

3-methylsulfonylphenol 8.40 1.5352 0.7077 0.8240 0.5831 9.88 +1.48

5-hydroxyquinolin 8.54 1.6424 0.7537 0.8271 0.6234 7.02 -1.52

2-ethoxyethanethiol 9.38 1.4315 0.8017 0.7380 0.5917 9.27 -0.11

phenylmethanethiol 9.43 1.4889 0.8192 0.7456 0.6108 7.92 -1.51

3-mercaptopropane-1-2-diol 9.51 1.4720 0.8105 0.7452 0.6040 8.40 -1.11

3-metoxyphenol 9.65 1.5123 0.7001 0.8226 0.5759 10.40 +0.74

2-mercaptoethanol 9.72 1.4162 0.7954 0.7365 0.5858 9.69 -0.03

prop-2-ene-1-thiol 9.96 1.4370 0.8089 0.7360 0.5954 9.01 -0.95

phenol 9.97 1.4754 0.6915 0.8187 0.5661 11.08 +1.11

4-tertbutylphenol 10.23 1.5331 0.7114 0.8225 0.5851 9.74 -0.50

methanethiol 10.33 1.3474 0.7736 0.7248 0.5607 11.47 +1.14

ethanethiol 10.61 1.4074 0.7959 0.7344 0.5845 9.78 -0.83

butane-1-thiol 10.67 1.4436 0.8077 0.7401 0.5977 8.84 -1.83

2-propanethiol 10.86 1.4635 0.8129 0.7411 0.6024 8.51 -2.35

2-4-6-trimethylphenol∗ 10.87 1.6413 0.7586 0.8250 0.6258 6.85 -4.02

2-methylpropane-2-thiol∗ 11.05 1.5230 0.8339 0.7489 0.6245 6.95 -4.10

2-methyl-2-butanethiol∗ 11.22 1.5500 0.8437 0.7517 0.6342 6.26 -4.96

2-Trifluoromethyl-2-propanol 11.60 1.4907 0.7054 0.8124 0.5730 10.59 -1.01

2,2,2-trichloroethanol 12.02 1.4229 0.6821 0.8089 0.5517 12.10 +0.08

2,2,2-trifluoroethanol 12.43 1.3107 0.6389 0.7989 0.5104 15.03 +2.60

2-propyn-1-ol 13.55 1.3027 0.6488 0.7944 0.5154 14.68 +1.13

2-methoxyethanol 15.00 1.3186 0.6540 0.7957 0.5204 14.32 -0.68

methanol 15.20 1.2077 0.6174 0.7821 0.4828 16.88 +1.79

phenylmethanol∗ 15.44 1.4046 0.6824 0.8039 0.5486 12.33 -3.11

ethanol 15.50 1.2821 0.6434 0.7922 0.5097 15.08 -0.42

2-buten-1-ol 15.52 1.3565 0.6749 0.7959 0.5372 13.14 -2.38

2-propanol 15.70 1.3702 0.6751 0.7986 0.5391 13.00 -2.70

1-propanol 15.87 1.3108 0.6529 0.7957 0.5195 14.39 -1.48

1-buthanol 15.92 1.3239 0.6574 0.7969 0.5239 14.08 -1.84

tert-butanol∗ 16.00 1.4433 0.7010 0.8054 0.5646 11.19 -4.81

Mean Absolute Error (MAE) = 1.11
Standard Error (SE) = 0.48
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In Figure 3.14, the results of investigations of other descriptors are shown. Figure

3.14a reminds the results obtained in the previous section for pKa vs. ϕS graph. ϕS is

the overlap between the D/A densities. It is a normalized descriptor that indicates the

locality of the charge redistribution, but not the amount of charge involved. Our first

descriptor, ϕS , gives a good correlation with pKa for alcohols and thiols separately,

but there is no general correlation between them. Figure 3.14b shows pKa vs. ϑ graph.

ϑ is the total charge involved in the transition (de-protonation for our purposes). The

values of ϑ for all molecules in the current study can be seen in Table 3.3. As shown,

pKa increases with decreasing ϑ. ϑ for alcohols is found to be slightly greater than

it is for thiols. pKa gives a rather poor correlation with ϑ by R2 = 0.75 without

outlier molecules (in the presence of outlier molecules R2 equals to 0.63). Figure

3.14c shows pKa vs. qCT graph. The descriptor qCT is the charge that is effectively

moved from the initial to the final state during de-protonation. The moved charge for

thiols is greater than for alcohols. The total charge, ϑ, gives a correlation, but there is

no nice correlation for the amount of moved charge as can be seen from correlation

constant. ϑ, and qCT give information about the amount of charge involved.

Figure 3.14d shows the pKa vs. ϕS*qCT graph. ϕS gives information about the

locality of the charge reorganization. Thus, ϕS*qCT is (locality of the reorganiza-

tion)*(amount of charged). As shown, pKa increases with decreasing ϕS*qCT. It is

noteworthy that neither ϕS nor qCT do not give a good correlation with pKa of alco-

hols and thiols combined, but the descriptor ϕS*qCT correlates well with pKa of both

chemical functions with R2 = 0.85.
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(a) pKa vs ϕS (b) pKa vs ϑ

(c) pKa vs. qCT (d) pKa vs. ϕS ∗ qCT

Figure 3.14: Investigations of correlation between pKa and other descriptors

This study calculated all R2 values, predicted pKas, mean absolute errors, and stan-

dard errors by removing these outlier molecules. Figure 3.14 also shows the results

from Table 3.3 with and without outlier molecules. The outlier molecules are the

followings: 2,4-dinitrophenol, 2-4-6-trimethyl phenol, phenyl methanol, tert-butanol,

2-methylpropane-2-thiol, and 2-methyl-2-butanethiol. They give the highest differ-

ence between measured pKa and predicted pKa values (which come from pKa vs.

ϕS*qCT graph).

In the de-protonated form, after removing H+, the molecule gets negatively charged.

In the presence of this extra -1 charge, substituent groups or resonance effects help

the molecule to stabilize itself. For de-protonation reactions, the presence of electron-

withdrawing groups can help stabilization, but the electron-donating groups may

cause a more unstable form.
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For example, R groups in organic chemistry have electron-donating effects. In the

presence of several R substitutions in a molecule, the de-protonated form might not

be very stable and gives a higher pKa value. One of the outlier molecules is 2,4,6-

Trimethylphenol. Due to having three methyl groups, the de-protonated form of the

molecule may not be very stable. It is also valid for phenyl methanol and tert-butanol

because phenyl is an electron donating group too. Instead of removing the effect

of an extra negative charge (coming from de-protonation), the substituted electron-

donating group provides more electrons and increases the negative charge on the

molecule. If there is no other way to stabilize the molecule itself, such as having

electron-withdrawing groups or resonance effect, these molecules are outlier in our

training sets.

However, the Nitro group, (NO−
2 ), has the electron-withdrawing character. In phe-

nol, the presence of two nitro groups provides stabilization, but the position of groups

might also be important. Our training set includes 2,6-dinitrophenol, 2,5-dinitro phe-

nol, and 2,4-dinitrophenol. 2,4-dinitro phenol is outlier due to the position of nitro

groups (on the ortho and para positions). Among them, the most distant nitro group

to the OH group is 2,4-dinitro phenol. Since the electron-withdrawing group are far-

ther from the negative charge in 2,4-dinitro phenol, it might be an outlier due to this

reason. The long distance effects might not be captured well by the functional and/or

the basis set. Also, there is a H bond possibility between H of OH and O or N of nitro

groups. It should be thought about more carefully.

For two outliers thiols, the reason looks similar. In 2-methylpropane-2-thiol and 2-

methyl-2-butanethiol, there are not enough stabilization ways for the negative charge

that comes from de-protonation. In the presence of electron-donating R groups, the

molecules might not be stable. We could conduct a deeper study to see how these

molecules that are outliers in this model would behave with other functionals/meth-

ods/basis sets. We did not assign methanol or methanethiol as an outlier, but they are

small and do not have any other functional group to help stabilize the negative charge,

they are not very stable in de-protonated form. From Figure 3.14a, one can see that

the presence or absence of outlier molecules does not change the pKa vs. ϕS trend.

Figure 3.14a also demonstrates that for alcohols D/A density overlap are significantly

greater than thiols. Figure 3.14b shows pKa vs. ϑ graphs both in the presence and
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absence of outlier molecules. The Figure has two fitting results, one is in the presence

of outlier molecules as yellow line shows and the another is in the absence of outlier

molecules as blue line shows. The correlation constant with outlier is R2 = 0.63,

without outlier R2 = 0.75. As the graphs shows, there is a correlation. However,

the correlation constant (R2 = 0.75) is still not enough for precise pKa predictions.

Figure 3.14c also has two correlation results, one is for with outliers (yellow line) an-

other is without outlier molecules (blue line). qCTs of thiols are higher than alcohols

and R2 value improves from 0.48 to 0.62 by removing outlier molecules. However,

the correlation between pKa and qCT is still low to make reliable pKa predictions.

Figure 3.15a is pKa vs. (ϑ - qCT) graph. The descriptor (ϑ - qCT) is the amount

of non-moved charge (stayed at its position) during the de-protonation process. As

shown, pKa increases with decreasing (ϑ - qCT) too, and, it makes two distinct

classes. There is no correlation, but in this case, alcohols’ (ϑ - qCT) are higher than

thiols. Figure 3.15b is pKa vs. (ϑ - qCT)*ϕS graph. As shown, pKa increases with de-

creasing (ϑ - qCT)*ϕS . The descriptor (ϑ - qCT)*ϕS is (non-moving charge)*(overlap

between D/A densities). Alcohols and thiols give two distinct classes for this descrip-

tor as well. So, there is no correlation, and again the values for alcohols are higher

than thiols. Finally, Figure 3.15c is pKa vs. ϕS(ϑ - qCT)/ϑ graph. The descriptor

ϕS(ϑ - qCT)/ϑ is ϕS*(normalized non-moved charge). In the figure, pKa increases

with decreasing ϕS(ϑ - qCT)/ϑ. The descriptor ϕS(ϑ - qCT)/ϑ, which gives lower

values for thiols, does not give any correlation either.

(a) pKa vs (ϑ - qCT)

Figure 3.15: Investigations of correlation between pKa and other descriptors
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(b) pKa vs (ϑ - qCT)*ϕS (c) pKa vs ϕS*(ϑ - qCT)/ϑ

Figure 3.15: Investigations of correlation between pKa and other descriptors
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CHAPTER 4

DISCUSSIONS

Our study showed that the analysis of detachment and attachment densities in the con-

text of a de-protonation reaction contain information about the reactivity of the acidic

function. Our investigation focused on correlating descriptors extracted from the D/A

analysis with pKa showed that ϕS gives a correlation with correlation coefficients of

0.93 and 0.87 for alcohols and thiols, respectively.

Moreover, two different theories, namely HF and three different DFT functional, were

compared for both alcohols and thiols. The findings for alcohols show that DFT

and HF give distinct results, but B3LYP, ωb97xd, and M062X give almost the same

values. Also, all these three DFT functional always give higher ϕS than HF. It might

be because HF contains less interaction and provides lower ϕS .

The comparison of HF and DFT in thiols is very similar too. ϕS coming from HF is

always lower than DFTs, and three DFT functionals are consistent with each other as

in the alcohols. However, the ϕS trend among HF and DFTs for alcohols was almost

parallel; there was a regular trend between ϕS of HF and DFTs, though ϕS that come

from HF are lower. We do not see that much regular trend between these two theories

for thiols. The results are more dispersed. From these, one can say that the descriptor

does not look functional dependent for both alcohols and thiols, though HF and DFT

differ.

Investigations of basis set dependency of the ϕS gave different results for alcohols

and thiols. STO-3G, 6-31G, 6-31G*, 6-31+G*, and 6-311+G* basis sets were used

to understand whether basis sets affect the D/A overlap. In alcohols, all Pople basis

sets are consistent with each other by giving almost the same values, but STO-3G
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calculates lower D/A overlap than Pople’s. For alcohols, one can conclude that 6-

31G is enough to use; there is no need for polarization and diffuse functions or split

valance triple or more zeta basis sets.

The trend is not so clear for thiols because there are some exceptions. However, one

can see that 6-31+G* (double zeta) gives almost the same value as 6-311+G* (triple

zeta), so there is no need to use triple zeta. There are, however, some exceptions by

looking at 6-31G and 6-31G*, we can say the addition of polarization functions might

not affect the results much. However, from 6-31G* to 6-31+G*, diffuse functions

change the results significantly because 6-31G* calculates lower D/A overlap than

6-31+G*.

In the current study, Pople’s basis sets give greater ϕS than minimal basis, STO-3G

for both alcohols and thiols (though there are some exceptions for thiols). Generally,

STO-3G gives a rough representation of a system because it includes only necessary

orbitals to contain the electrons of the atoms, and each orbital is represented by a sin-

gle basis function. For example, for carbon atom electron configuration is 1s22s22p2,

and by minimal basis set, we only need five basis functions; two are for 1s and 2s

orbitals, and other three are for 2p orbitals. Due to this, in general, minimal basis sets

are not flexible enough to represent a system. Larger basis sets are more flexible and

give better accuracy though their usage is computationally more expensive.

Larger basis sets contain more basis functions per orbital than minimal ones. In chem-

istry, most of the time, valance orbitals play a more critical role in reactions than core

orbitals, and providing more flexibility to valance orbitals might help to define a sys-

tem much better. Having only one basis function per core orbitals but for valance

orbitals, two or more basis functions is the idea behind the "split valance" concept.

For instance, if there are two basis functions per valance orbitals, the basis set is called

"double zeta." Similarly, when there are three basis functions per valance orbitals, the

basis set is called "triple zeta." 6-31G* is an example of double zeta basis set, and

6-311+G* is an example of a triple zeta basis set. Usage of split valance basis sets

improves the representation of a system. It gives more flexibility to the valance region

of the system and provides more accuracy.

Also, basis sets can have diffuse functions, which provide slower decay over the
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space, and they might be very beneficial to represent the systems with negative charges

such as anions and Rydberg states. Basis sets that contain diffuse functions take up

more space, and with functions of neighbor atoms, they give more overlap. It might

be a reason why STO-3G gives lower ϕS .

The present study used the CPCM solvation model (water as a solvent) to capture

more realistic results. However, the comparison of the ϕS of CPCM and gas phase

was also made. The results for alcohols show that D/A overlap is greater in the gas

phase than in the solvent. Also, the difference between vacuum ϕS and CPCM ϕS

increases with increasing pKa. Again, the gas phase gives a greater ϕS than CPCM

for thiols, but there is no clear trend between the difference and pKa. It seems the

difference has a constant range which does not change with pKa.

By using pKa vs. ϕS graphs, pKa predictions were also made for alcohols and thi-

ols and compared with the experimental results. Table 3.1 and Table 3.2 shows the

experimental pKa’s, ϕS , predicted pKa values, and the difference between predicted

pKa’s and experimental ones. Mean Absolute Error (MAE) and Standard Error (SE)

were calculated to compare the predicted and measured numbers. The results, un-

fortunately, are not very good. The predicted numbers are generally higher than the

experimental ones for thiols, but the trend is not straightforward for alcohols. Also,

the MAE and SE for alcohols are much greater than the thiols. It might be due to

the training set for thiols containing fewer molecules which also do not have as broad

a pKa range as alcohols, and the experimental pKa’s might not be perfect. With all

these, it seems our descriptor is not capable of predicting pKa’s of different chemical

functions in one single equation.

Figure 4.1 shows detachment/attachment density for methanol and methanethiol with

the same methods, basis set, and isovalue. We showed in Figure 3.7 that ϕS correlates

very well with pKa for alcohols and thiols, but a correlation of both of them in the

same equation is not possible. Figure 4.1a and Figure 4.1b show how different D/A

densities are on methanol and methanethiol. These two are notably different, and one

of their differences can be used as a second descriptor.

Our descriptor ϕS is a normalized quantity that changes between 0 and 1. However,

by having only ϕS , we lose the information about the total charge involved in the
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(a) (b)

Figure 4.1: Comparisons of D/A densities of methanol and methanethiol

transition (de-protonation in our case) (namely ϑ), and we can have more information

about the process by introducing the total charge (ϑ) or the amount of moved charge

(qCT).

Thus, ϑ and qCT are two quantities related to charge, and in this study they were

also searched. The formulas for calculations of ϑ and qCT can be seen at the end of

the Mathematical details section. The investigated descriptors are ϑ, qCT and their

combinations; ϕS*qCT, ϑ - qCT, (ϑ - qCT)*ϕS , and ϕS*(ϑ - qCT)/ϑ.

In an attempt to design a descriptor that contains information about both how much

charge is involved in the reorganization and how this charge is reorganized, we ex-

plored a few combinations of ϕS , ϑ, and qCT. Overall, the descriptor ϕS*qCT gave

the most promising results. Unlike all other attempts, ϕS*qCT lets us predict the pKa

of alcohols and thiols in a single equation. The correlation coefficient obtained with-

out outliers is 0.85, which is fair, and the mean and standard errors are 1.11 and 0.48

respectively. The the best of our knowledge, this is the first time a single equation

based on electronic descriptors can be used to predict the pKa of different chemical

functions.
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CHAPTER 5

CONCLUSION

In the present study, we repurposed the D/A density calculation, which initially was

for the excitation process, for de-protonation reaction. Descriptors extracted from

this analysis (i.e., ϕS , ϑ, and qCT) were investigated as potential predictors of pKa

for a series of alcohols and thiols. This study investigates aliphatic molecules, namely

alcohols and thiols, with a broad pKa range. The calculations were performed with

hf, b3lyp, ωb97xd, and m062x theories and STO-3G, 6-31G, 6-31G*, 6-31+G*, and

6-311+G* basis sets with CPCM solvation method in water and by using ωb97xd

functional with 6-311+G* basis set gas phase and CPCM results were compared.

The findings suggest that ϕS is not functional dependent for both alcohols and thiols,

but HF and DFT give different results. Basis set dependency for alcohols shows that

STO-3G and Pople basis sets give different results, but Pople basis sets are consistent,

and 6-31G is enough to use; there is no need to use polarization or diffuse functions

or triple zeta. However, the results of basis set investigations of thiols are somehow

distinct. The type of Pople Basis sets differs in thiols. Adding diffuse functions

changes the results; however, adding polarization functions (though there are some

exceptions for thiols) or triple zeta does not affect the results much notably. Thus,

there is no need to use triple zeta basis sets or those containing polarization functions.

One should be careful to add diffuse functions.

From pKa vs. ϕS graphs, we showed that pKa and our descriptor ϕS are correlated

very well with R2 = 0.93 and 0.87 for alcohols and thiols, respectively, but alcohols

and thiols can not correlate together. Several studies have already proven that it is not

possible to use only one descriptor to achieve a global correlation. Similarly, we also

need a second or more descriptor(s) to achieve a general descriptor of alcohols and
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thiols correlating in the same equation.

Some new descriptors, different from our first descriptor ϕS , were also investigated

in the Investigations of other descriptors section. Among all our trials ϕS*qCT give

a general correlation with R2 = 0.85 for a general set containing both alcohols and

thiols set. By disregarding a few outliers, our predictions give an accuracy of about

+/- 2 pKa units. This result is already fair by itself, but the fact that our descriptor can

predict the pKa of two different chemical functions in a single equation is, to the best

of our knowledge, a first in the field. Moreover, we now have a better understanding of

the fundamental electronic properties hidden behind the pKa values of molecules. We

can indeed dissect the ϕS*qCT descriptor into contributions of charge redistribution

locality and amount of charge involved in the redistribution upon de-protonation. We

trust that these results will eventually help the rational design of novel molecules with

tuned acidity.

In the present study, the reference pKa values come from different sources. Thus,

the error in experimental pKa might also affect the correlation here and might be the

source of the outliers observed in our fits. Future studies involving experiments would

be valuable in order to design a trustful and consistent set of experimental pKa’s. Al-

though this study explores alcohols and thiols only, it is expected that the descriptor

can be applied to other classes of compounds. Also, all the alcohols in the present

study have only one OH (hydroxyl) group, but symmetric or non-symmetric polyhy-

droxy alcohols (and thiol equivalents), such as diols and triols, can be investigated

too. The next step will naturally be to include carboxylic acids to the set. Ultimately,

we aim at probing the acidity of any proton, even aromatic or aliphatic ones.

Finally, all calculations performed in this work were done in a static manner, con-

sidering only a single conformation of the molecules. The molecules were chosen

such that their conformational space is easily guessable, yet each molecule in the set

is expected to have a different dynamic behaviour. Future steps in the project should

involve the dynamic of the molecules. One way to take it into account could be per-

formed molecular dynamics simulations and to extract an ensemble of structures on

which our protocol could be applied. The averaged results might give better agree-

ments with experimental values.
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