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ABSTRACT

DISCRETIZATION OF LAPLACE-BELTRAMI OPERATOR

Çakar, Ilgaz

M.S., Department of Mathematics

Supervisor: Assoc. Prof. Dr. İbrahim Ünal

September 2022, 69 pages

Discrete differential geometry studies the local properties of discrete shapes. Its main

purpose is to translate the objects and tools such as curves, surfaces, curvature from

smooth category to discrete category so that they can be easily used for computational

purposes. One of these tools from smooth category is the Laplace-Beltrami operator

whose discrete version is well-known for its applications in geometry processing such

as surface smoothing, computing a vector field with prescribed singularities, or mesh

parametrization. As the discrete form can be used in computers with more ease, the

discretization of the Laplace operator is of utmost importance.

In this thesis, after examining two different approaches to discretize Laplacian on

triangular meshes, we show that a discrete Laplacian can not preserve all the prop-

erties of its smooth counterpart. Finally, we generalize the discretization to general

polygonal meshes which allows much more flexibility on applications.

Keywords: Laplacian, discretization, discrete differential geometry, mesh
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ÖZ

LAPLACE-BELTRAMI OPERATÖRÜNÜN AYRIKLAŞTIRILMASI

Çakar, Ilgaz

Yüksek Lisans, Matematik Bölümü

Tez Yöneticisi: Doç. Dr. İbrahim Ünal

Eylül 2022 , 69 sayfa

Ayrık diferansiyel geometri ayrık şekillerin yerel özelliklerini inceler. Ana amacı eğ-

riler, yüzeyler ve eğrilik gibi düzgün kategorideki araç ve nesneleri ayrık kategoriye

tercüme etmektir. Ayrık versiyonu yüzey düzleştirme ve verilen bir tekillikteki vektör

alanlarının hesaplanması gibi geometri işleme konularındaki uygulamalarıyla bilinen

Laplace-Beltrami operatörü de bu araçlardan biridir. Bilgisayarlardaki kullanım ko-

laylığından dolayı Laplace operatörünün ayrıklaştırılması son derece önemlidir.

Bu tezde Laplace operatörünün üçgensel yüzeylerde iki farklı yöntemle nasıl ayrık-

laştırıldığını inceledikten sonra, ayrık Laplace operatörünün düzgün eşdeğerinin tüm

özelliklerine sahip olamayacağını gösteriyoruz. Son olarak, bu ayrıklaştırma işlemini

uygulamalarda büyük esneklik sağlayan genel çokgensel yüzeylere genelleştireceğiz.

Anahtar Kelimeler: Laplace, ayrıklaştırma, ayrık diferansiyel geometri, ağ
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CHAPTER 1

INTRODUCTION

The word ’geometry’ comes from the Greek word ’geometron’, geo- meaning earth

and -metron meaning measurement. Geometry arose as the mathematical field deal-

ing with spatial relationships. Geometry was one of the very early fields of pre-

modern mathematics, where the other is the study of numbers, namely arithmetic.

Classical geometry focused on compass and straight edge constructions. Introducing

the axiomatic method, Euclid made a revolution in the field. His book The Elements

is the base of what we know as the Euclidean geometry today, and is considered the

most influential book of all time [2].

In modern times, geometric concepts are generalized to more abstract and complex

constructions. They have been exposed to calculus and abstract algebra to give rise to

many different mathematical fields which can be barely recognized as the descendants

of early geometry (e.g. algebraic geometry, topology, discrete and combinatorial ge-

ometry, arithmetic geometry, etc.). In this text, we are going to go through a similar

process and set a new destination for modern geometry to computational fields. We

are going to discretize an important object from differential geometry, the Laplace-

Beltrami operator, and see how it is used in geometry processing applications. First,

we need to understand what is Discrete Differential Geometry (DDG), and how does

it work.

Discrete differential geometry, similar to differential geometry, is all about the local

properties of shape. The main difference between differential geometry and discrete

differential geometry is that in the discrete case one does not have infinity! So deriva-

tives and infinitesimals are not available in DDG. One uses finite number of angles

and lengths to describe the shape. However, this dramatic change in the toolkit does

1



not lead to loss of information on the object.

Use of less tools leads to an easier understanding of the properties. Also computations

via computers gets easier since computers have limited memory to keep a computa-

tion going, where the use of infinity or infinitesimals does not help very much. So

DDG can be called the modern language for geometric computing. Therefore DDG

has a serious effect on modern technology and science in 21st century. The ultimate

goal of DDG is to translate the knowledge of smooth differential geometry to DDG.

There is a common method to translate the information:

1. Write down known equivalent definitions for an object in the smooth setting.

2. Apply those smooth definitions to a discrete object.

3. Determine which properties are unchanged by resulting inequivalent discrete

definitions.

Generally no single discrete definition keeps all properties of its smooth counterpart.

Indeed, we discuss why a discrete Laplacian does not inherit all properties of the

smooth Laplacian in Chapter 4.

Here is the outline of this thesis. We start in Chapter 2 by applying the three-step dis-

cretization process to discretize curvature of plane curves. We see that four equivalent

curvature definitions lead us to four inequivalent discrete definitions. Then we dis-

cretize the curvature of a surface and solve the problem of defining normal vectors on

the vertices by using area and volume gradients. In Chapter 3, we focus on discretiz-

ing the Laplace-Beltrami operator on triangular meshes. We do it by using Finite

Element Method [3, 4], originally based on the work of Brezzi et.al. [5]. Alternative

to finite element approach, we use Discrete Exterior Calculus to obtain the same re-

sult before. After reviewing the properties of the smooth Laplacian in Chapter 4, we

state the discrete counterparts of these properties, namely symmetry, locality, linear

precision, positive weights, positive semi-definiteness and convergence. As is shown

in the Table 4.1, not all discrete Laplacians satisfies even the first four properties we

mentioned before [6]. We prove that no discrete Laplacian can satisfy these four

2



properties simultaneously unless we work on a regular triangulation, that is a trian-

gulation consisting of only equilateral triangles [7]. Finally, we generalize the idea of

Chapter 3 in Chapter 5, and define discrete Laplacians on general polygonal meshes

by defining inner products on 0- and 1-forms as matrices [1]. We also generalize

the properties of discrete Laplacians using a more general notation. Furthermore,

we see that polygons in our mesh are not necessarily planar since planar polygons

may violate positive-definiteness. On the other hand, by taking non-planar polygons,

we sacrifice linear precision [5, 8]. We give implicit mean curvature flow [9] and a

planarizing flow [3, 4] briefly as applications to discrete Laplace operator on general

polygonal meshes.
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CHAPTER 2

PRELIMINERIES

As a warming up, let us see how this method works by translating the concept of cur-

vature from the smooth setting to the discrete setting. We are going to consider four

equivalent definitions of smooth curvature, and obtain four inequivalent definitions

for discrete curvature as in [3, 4].

2.1 Discrete Curvature of a Plane Curve

2.1.1 Turning Angle

Curvature of a given curve tells basically how much the curve bends. For a smooth

arc-length parametrized curve γ : [0, L] → R2, the curvature κ can be calculated by

the second derivatives. Let γ has a unit tangent T :=
d

ds
γ(s) and a unit normal N at

a point s, then the curvature of γ is the inner product of its unit normal and second

derivative, that is first derivative of T , which at the end yields the length of the second

derivative of γ since N is a unit vector orthogonal to T .

κ(s) :=

〈
N,

d

ds
T

〉
=

∣∣∣∣ ddsT
∣∣∣∣ = |γ′′(s)| (2.1)

The equality on the middle of the Equation 2.1 makes the curvature loose some in-

formation about the curve. Inner product with the unit normal gives the curvature

a direction but the length of the second derivative does not have a direction. So one

must be aware of the situation, whether the curvature is needed to be a signed quantity

or a scalar one.

5



Figure 2.1: A smooth (continuous) curve and a discrete curve

For the discrete setting, let us use a discrete (polygonal) curve on the plane instead as

in the right side of the Figure 2.1. Let γ1, . . . , γn ∈ R2 be its vertices. Now, one faces

with the most elementary problem of DDG: our discrete curve is not differentiable at

its vertices, so the standard curvature definition (2.1) does not apply. Thus one need

a different characterization to calculate the curvature in a natural way. The curvature

is simply the rate at which the tangent turns. Let Ψ be the angle from the horizontal

line to the unit tangent T . Then,

∫ b

a

κ ds = Ψ(b)−Ψ(a) mod 2π,

where a and b are the points on the curve.

This definition can be applied to the discrete curve in Figure 2.1. The change of

the angle along any edge is zero and on the vertices it is the turning angle θi :=

Ψi,i+1 −Ψi−1,i which is the angle between the edges Ψi−1,i and Ψi,i+1. Thus our first

notion of discrete curvature is found:

κA
i = θi ∈ (−π, π) (2.2)

2.1.2 Length Variation

Let us start with a useful fact about curvature from the smooth setting [10]:

The fastest way to decrease (or increase) the length of a curve whose end points are at

6



a fixed position is to move its points in the normal direction, with speed proportional

to its curvature.

Formally, let an arbitrary change in the curve γ is given by a function η : [0, L] → R2

with η(0) = η(L) = 0. Then the amount of displacement of the curve γ is given by

the formula

d

dϵ
|ϵ=0length(γ + ϵη) = −

∫ L

0

⟨η(s), κ(s)N(s)⟩ ds

Hence the motion that most quickly decreases the length is η = κN since the deriva-

tive on the left hand side would be zero in this case.

This method is much easier in the discrete case since it is enough to take the gradient

of length with respect to vertex positions as vertices are the only variables. At a vertex

i, we get:

∂γiL =
γi − γi−1

|γi − γi−1|
− γi+1 − γi

|γi+1 − γi|
:= Ti−1,i − Ti,i+1 (2.3)

i.e, the difference of unit tangent vectors along two consecutive edges, see Figure 2.2.

γi−1

γi

γi+1

viui

Ni

Figure 2.2: Gradient of length for a discrete curve
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If Ni is the unit angle bisector at vertex i, this difference can also be written in terms

of Ni as

κB
i Ni := 2 sin(θi/2)Ni

which yields another definition for discrete curvature

κB
i := 2 sin(θi/2) (2.4)

2.1.3 Steiner Formula

A very similar process to length variation is the Steiner’s idea of considering how the

length of a curve changes if it is displaced by an amount of arbitrarily small constant

ϵ in the normal direction [11]. As Steiner observed, the new length of a smooth curve

can be expressed as

length(γ ± ϵN) = length(γ)± ϵ

∫ L

0

κ(s)ds (2.5)

Since this method is applicable for a small piece of the curve, it can be used to deter-

mine the curvature for each point on the curve. However one encounters a problem

at vertices of a discrete curve, where the unit normal vector N can not be defined.

A solution to this situation is to break the curve into individual edges, move each

edge along its unit normal vector by the amount of ϵ, and then somehow fill the blank

spaces between each consecutive edges.

Different ways of filling the gap are to:

(A) use a circular arc of radius ϵ,

(B) use a line segment between two vertices, and

(C) extend the edges until they meet. (Figure 2.3)

Calculating the lengths of these new curves, one gets:

8



γ

γ ± ϵN

B

C
A

Figure 2.3: Steiner’s method used on a smooth and a discrete curve.

lengthA = length(γ)± ϵ
∑n−1

i=2 θi,

lengthB = length(γ)± ϵ
∑n−1

i=2 2 sin(θi/2),

lengthC = length(γ)± ϵ
∑n−1

i=2 2 tan(θi/2).

So as in the smooth setting, change in the discrete length affects the discrete curvature.

One can observe that methods A and B are already obtained in previous sections, see

Equation 2.1 and Equation 2.4, respectively. On the other hand the method C provides

another definition for the discrete curvature:

κC
i := 2 tan(θi/2) (2.6)

2.1.4 Osculating Circle

In the smooth setting, it is well known that the curvature of a curve is equal to the

inverse of the radius of its osculating circle. The natural way to define a osculating

circle for a discrete curve is to let the circle pass through one vertex and its two

neighbor vertices. So one has a triangle and its circumcircle (Figure 2.4), from which

it is easy to calculate the radius of the circle using the side lengths of the triangle and

sine rule. So the discrete curvature obtained from there is

9



κD
i := 2 sin(θi)/wi (2.7)

where wi := |γi+1 − γi−1|.

r

γi+1

γi−1

γi

θi
ωi

Figure 2.4: Osculating circles of a smooth and a discrete curve.

At the end of the day, equivalent definitions of smooth curvature had led us to in-

equivalent definitions in the discrete setting. One can observe the inequivalence by

just applying these definitions to a single curve. Treated carefully, each discrete cur-

vature converges to the smooth curvature as the discrete curve converges to smooth

curve. However neither of the discrete curvatures preserves all properties of the shape

as in the smooth case. So there is no unique definition for discrete curvature. Each

definition obtained above and others which are not mentioned here must be chosen

carefully for the job.

2.2 Curvature of a Discrete Surface

As usual, in order to define curvature we need vectors normal to the surface. Normal

direction can be easily defined for smooth surfaces in R3, it is just the direction of

vectors perpendicular to all tangent vectors. It is, however, not that simple for discrete

surfaces. If we consider a mesh with planar faces, the normal is easy to find; yet if we

have a non-planar polygon, or the normal at a vertex is asked, then some problems

arise.

10



Before considering various ways to define the normal direction for discrete surfaces,

some other geometric facts should be established.

2.2.1 Vector Area

In order to evaluate a polygonal area in the plane, one adds an extra point q among

the vertices p1, . . . , pn to form triangles with vertices q, pi, pi+1, and then sum up the

areas of those triangles (See Figure 2.5)

pi

pi+1

q

pi

pi+1

q

Figure 2.5: Area of a polygon

If q is inside the polygon, the process is simple. Otherwise, one should use the signed

areas.

Let A be the area of a planar polygon P , then A can be written as

A =

∫
P

dx ∧ dy.

Keeping in mind that dx ∧ dy = d(x ∧ dy) = −d(y ∧ dx), and using the Stoke’s

theorem, one gets

A =
1

2

∫
P

d(x ∧ dy)− d(y ∧ dx) =
1

2

∫
∂P

x ∧ dy − y ∧ dx.

11



Now let the polygon P has vertices pi = (xi, yi). So the boundary integral is the sum

of the integrals over each edge

∫
∂P

x ∧ dy − y ∧ dx =
∑
i

∫
eij

x ∧ dy − y ∧ dx.

Since the coordinate functions x and y are linear along each edge eij , their differen-

tials are constant. So the integral can be written as

∑
i

∫
eij

x ∧ dy − y ∧ dx =
∑
i

xi + xj

2
(yj − yi)−

yi + yj
2

(xj − xi)

=
1

2

∑
i

(pi + pj)× (pj − pi)

=
1

2

∑
i

pi × pj.

Hence the area can be interpreted as

A =
1

2

∑
i

pi × pj.

A more general version of this is the vector area of a surface patch f : M → R3, it is

defined as follows

Nν :=

∫
M

NdA.

The vector area depends only on the shape of the boundary ∂M . So, two completely

different surfaces may have equal vector areas. From the physical point of view, the

reason for this is that the vector area is used for measuring the total flux through the

boundary curve.

For a flat region, its normal is constant everywhere, so the vector area is the usual area

multiplied by the normal vector. However, in the case of a non-flat surface, situation

is different. For instance consider a circular band (Figure 2.6), the vector area is zero

since opposite normals cancels each other.
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Figure 2.6: Circular Band

2.2.2 Area Gradient

There are necessarily two definitions coming from the smooth structure: the area and

the volume gradients.

The area gradient is used for determining the direction in which when the surface is

pushed along, the total area A increases the most, fixing the boundary of the surface

to its original position. But this "pushing", in fact, is just a translation, and hence an

isometry under which lengths and areas are invariant by its very definition. The only

thing to raise the area of a surface is to push the surface along in its normal direction.

So, the vertex normal must be defined to be the gradient of area with respect to a

given vertex.

The area gradient of the total area A with respect to a point p in a triangle σ is given

by

∇pAσ =
1

2
u⊥,

where u⊥ is the normal vector from the edge opposite to p, pointing towards p (see

Figure 2.7). So the area gradient of the whole surface is

∇pA =
∑
σ

∇pAσ

Since this calculation is done on the vertex p, it only covers the areas of triangles

incident to p. So the area gradients can be summed up over a small collection of

triangles.
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p

u

u⊥

Figure 2.7: A triangle with base vector u, and a normal vector u⊥.

The gradient of surface area with respect to vertex pi is given by the formula so called

the cotan formula:

∇piA =
1

2

∑
j

(cotαj + cot βj)(pj − pi), (2.8)

where pj is the j th neighbor of pi, and αj and βj are the angles across from edge

(pi, pj) shown in the Figure 2.8. For more details see [12].

pj

pi

αj βj

Figure 2.8: Neighbors of vertex p
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2.2.2.1 Mean Curvature Vector

The Equation 2.8 for the area gradient is being encountered all over discrete differen-

tial geometry. The same formulation shows up in [12] when approaching differently

to find normals at vertices by using the mean curvature vector HN .

Theorem 1. For a smooth surface f : M → R3, if we denote the mean curvature

of the surface by H , and the unit surface normal by N , then the Laplace-Beltrami

operator, ∆, acting on f is given by

∆f = 2HN.

Hence, if we are able to discretize the Laplace operator, we would have a way to

define vertex normals on a discrete surface. We are going to do this discretization for

triangular meshes in Chapter 3, and for general polygonal meshes in Chapter 5. The

most natural way of discretizing the Laplacian brings up the cotan formula. So the

vertex normals we obtained by examining the mean curvature vector are exactly the

same ones coming from the area gradient.

If g is the metric, the standard coordinate formula for the Laplace operator is given

by Rosenberg in [13] as

∆ϕ =
1√
|g|

∂

∂xi

(√
|g|gij ∂

∂xj
ϕ

)
.

Not only that this expression looks frightening, but also it is not very useful for dis-

cretization since g does not have a coordinate representation for a triangle mesh.

So, let us use a tool useful for discretization processes, conformal parametrization.

Recall that if f is a conformal map, then the lengths on M are scalar multiples of

the lengths on f(M), where the scaling factor is eu. That is, |df(X)| = eu|X| for

some real valued function u on M . Since a conformal parametrization always exists,

there is no need for restrictions on the geometry. Conformal coordinates comes in

handy when working on the Laplace-Beltrami operator, because ∆ can be written as

a re-scaling of the standard Laplace operator in the pane.
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Theorem 2. If X and Y denote unit orthogonal directions, the Laplacian of a con-

formal map ϕ is given by

∆ϕ =
d(dϕ(X))(X) + d(dϕ(Y ))(Y )

e2u
,

Recall that the second derivative of a real valued function gives the curvature of its

graph. Since ∆ contains second derivatives as a sum, it is closely related to the mean

curvature, again leading us to Theorem 1.

2.2.3 Volume Gradient

Looking at the volume gradient is another way to find normals. If our surface has

a total volume V , then similar to the area case, the fastest method to increase (or

decrease) this volume is pushing the surface along its normal direction. In discrete

setting, the volume gradient gives a different definition for vertex normals than the

area gradient. To express the volume gradient, one needs a 3D versions of the earlier

geometric facts.

Firstly, in order to compute the volume of a polyhedron, one needs to add an extra

point q and partition the polyhedron into tetrahedra, as the area was partitioned into

triangles as in Figure 2.9.

Next, we know that the volume of a tetrahedron is V = 1
3
Ah, where A is the area of

the base triangle and h is the altitude from the opposing vertex of the base triangle,

say p. Using a similar geometric argument for the triangle case, the volume gradient

of a single tetrahedron is found as

∇pV =
1

3
AN,

where N is the unit normal of the base triangle with area A pointing towards the point

p (see Figure 2.10).

Finally, summing up all the gradients related to vertex p, one gets
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Figure 2.9: Calculation of the volume of a polyhedron using an extra point q.

∇pV =
∑
i

Vi =
1

3

∑
i

AiNi

The surface normals Ni have almost nothing to do with the geometry, yet it appears

in the expression in which it increases the complexity. To prevent this, choosing

p = q, which we already know we can do from the area calculation, eliminates all

unnecessary surface normals and leaves only the ones on our original surface.

At the end, volume gradient and vector area Nν are in the same direction, that is, they

are the same up to a constant.

Since now we have a basic intuition about how DDG works, we can jump into the

Laplace-Beltrami operator, which needs more elegant approach to discretize com-

pared to the curvature.
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Figure 2.10: Tetrahedron with base area A, and a normal vector pointing towards the

vertex p.

Figure 2.11: Eliminating unnecessary surface normals by simply choosing p = q.
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CHAPTER 3

DISCRETE LAPLACIANS ON TRIANGULAR MESHES

The Laplace-Beltrami operator (or shortly the Laplacian) is a fundamental tool in

mathematics and physics. In this chapter, we will use the Laplacian to discretize

Poisson equation for triangulated surfaces. This chapter will be based on the Chapter

6. The Laplacian on the lecture series [3, 4]. We will encounter the famous cotan

formula while investigating the problem in different ways, one of which is using test

functions (also known by the name Galerkin projection), and the other is by discrete

exterior calculus.

3.1 Basic Properties of the Laplacian

Firstly, we will examine some basic facts about the smooth Laplacian ∆ and a closely

related problem, namely the standard Poisson problem:

∆Φ = ρ

Note that the homogeneous Poisson equation is what we know as the Laplace equa-

tion. Poisson equations can be seen in almost any field, e.g, in physics ρ might rep-

resent a mass density in which case the solution Φ, up to suitable constants, would

give the corresponding gravitational potential. Or, if ρ describes a charge density,

then Φ gives the corresponding electric potential. Moreover, in geometry processing,

plenty of applications, such as surface smoothing, and computing a vector field with

prescribed singularities or the geodesic distance on a surface, can be done by solving

a Poisson equation.
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Often we will want to solve Poisson equation on a compact surface M without bound-

ary.

Definition 3.1.1 (Harmonic function). A twice differentiable function Φ : M → R is

called harmonic if its Laplacian is zero, that is ∆Φ = 0.

Theorem 3. In a compact and connected domain without boundary, the only har-

monic functions are constant functions.

Theorem 3 is an important result for the solutions of the Poisson equation since

∆Φ = ρ

⇒ ∆(Φ + c) = ∆(Φ) + ∆(c)

= ∆Φ + 0

= ∆Φ

= ρ

∴ ∆(Φ + c) = ρ.

(3.1)

Thus, we have the following theorem:

Theorem 4. If we have a domain without boundary, which is also compact, we can

not obtain constant functions by applying ∆ to a function, that is, there is no c ∈ R

such that ∆Φ = c.

This theorem tells whether or not a Poisson equation has a solution. For example, if ρ

has a constant component, then the problem is not well-posed. In some cases, getting

rid of the constant term may be useful. That is, instead of solving ∆Φ = ρ, one can

solve ∆Φ = ρ− ρ̄, where

ρ̄ :=

∫
M

ρ
dV

|M |
and |M | is the total volume of M .

We need inner products between functions when we work with PDE’s like the Poisson

equation. The L2 inner product is one of commonly used ones:
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Figure 3.1: L2 inner product shows how well two functions line up together.

⟨f, g⟩ =
∫
Ω

f(x)g(x)dx

Geometrically, this product corresponds to the dot product in Rn, that is, it measures

how well these functions are lined up together. For instance, in the Figure 3.1, the

upper functions have larger inner product since they line up well, and conversely the

lower ones have smaller inner product.

Similarly, L2 inner product of two vector fields at the point x is defined as

⟨X, Y ⟩ =
∫
Ω

X(x)Y (x)dx,

which, again, measures how well two fields line up at each point. Using this product,

we can establish an important result:

Theorem 5 (Green’s first identity). If u and v are enough differentiable functions, N

is the outward unit normal, and ⟨−,−⟩∂ is the inner product on the boundary, then

we have
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Figure 3.2: Φ depending on its definiteness type. Left: x2 + y2, definite. Middle: x2,

semi-definite. Right: x2 − y2, indefinite.

⟨∆u, v⟩ = −⟨∇u,∇v⟩+ ⟨N · ∇u, v⟩∂ .

It is worth noting that the Laplacian is positive semi-definite, that is ⟨∆Ψ,Ψ⟩ ≥ 0 for

all functions Ψ.

For example, consider a functions Ψ(x, y) = ax2 + bxy + cy2 in the plane for some

constants a, b, and c. Functions of that form can be given as a matrix:

Ψ(x, y) = ax2 + bxy + cy2 =
[
x y

]
.

 a b/2

b/2 c

 .

x
y



Define xT :=
[
x y

]
and A :=

 a b/2

b/2 c

. So we can define positive semi-

definiteness of A. If A is positive semi-definite (i.e., xTAx ≥ 0), Ψ looks like a

half cylinder, and if A is indefinite (xTAx is positive or negative depending on x), Ψ

looks like a saddle (see Figure 3.2).

3.2 Discretization via Finite Elements Method

The solutions of a physical or geometric problem is often given by a function. How-

ever; the set of all functions is too big to be defined and used in a computer which has
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Figure 3.3: Approximating ṽ within a plane.

a finite memory to keep track of all the functions. What finite element method (FEM)

does is to determine a smaller space of functions and try to find the most suitable

solution from that space. Explicitly, if u is the precise solution to a problem and {Φi}
is some collection of basis functions, then we look for the linear combinations

ũ =
∑
i

xiΦi, for some xi ∈ R,

so that, with respect to some norm, the difference ||ũ−u|| takes the smallest possible

value.

Start with an easy problem: Let v ∈ R3. Find the best approximation ṽ of v in a plane

spanned by two basis vectors e1, e2 ∈ R3 (Figure 3.3).

Since ṽ must be in the plane, the only error that can be tolerated is in the direction

of the normal vector of the spanned plane. That is, the difference (ṽ − v) must be

perpendicular to vectors {e1, e2}:

(ṽ − v) · e1 = 0

(ṽ − v) · e2 = 0

So we have a system of two linear equations with two variables, which can be easily

solved to find the optimal vector ṽ.
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Now, let us consider a harder question of solving a standard Poisson problem:

∆u = f

We need to check if a given solution ũ is the best solution. The basic picture still

applies, yet now we are dealing with functions, not with finite dimensional vectors,

and also standard inner product is changed to L2 inner product. Since we do not know

what the correct solution u looks like (otherwise we were done), instead of the error

ũ− u, we check the quantity ∆ũ− f , called the residual, which measures how well

our approximation ũ satisfies the equation. Our aim is to test the residual to see if it

becomes zero on every basis direction Φj:

⟨∆ũ− f,Φj⟩ = ⟨∆ũ,Φj⟩ − ⟨f,Φj⟩ = 0,

which is again a system of linear equations. This way, we make sure that the approx-

imate solution ũ and the true solution behaves just as the same over a large collection

of possible ’measurements’.

Now, let us carry our work on triangulated surfaces. A canonical choice for basis

functions are the piece-wise linear hat functions Φi, which equals to 1 at their associ-

ated vertex, and 0 on any other vertex (see Figure 3.4). So,

Φi(vj) = δij, (3.2)

where δij is the Kronecker delta which takes the value 1 if i = j, and 0 otherwise.

Despite the intuition that second derivative (∆) of these functions must be zero,

Green’s identity (Theorem 5) comes in handy in this situation. From now on, we

will use u instead of ũ for the sake of simplicity in notation. Applying Green’s iden-

tity to the mesh by dividing the integral over triangles σ, we get

⟨∆u,Φj⟩ =
∑
k

⟨∆u,Φj⟩σk

= −
∑
k

⟨∇u,∇Φj⟩σk
+
∑
k

⟨N · ∇u,Φj⟩∂σk
.
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Figure 3.4: Domain of the hat function Φi

N

N

N

σi σj
N

N

N
σj

σi

Figure 3.5: Applying Green’s identity to a triangle mesh

The normals N of consecutive triangles are oriented in opposing directions. So, if the

mesh has no boundary, the boundary integrals cancel each other along shared edges

(Figure 3.5).

Thus, what we have now is

⟨∇u,∇Φj⟩

in each triangle σk. So, provided that we can compute the gradients of both the

candidate solution u, and each basis function Φj , we can "test" ∆u. On the other

hand, u was already a linear combination of the base functions Φi, so we have
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⟨∇u,∇Φj⟩ =

〈
∇

∑
i

xiΦi,∇Φj

〉
=

∑
i

xi ⟨∇Φi,∇Φj⟩ .

Now our job becomes the computation of the quantity ⟨∇Φi,∇Φj⟩ in each triangle.

If we can compute these, then we can simply build the matrix

Aij := ⟨∇Φi,∇Φj⟩ ,

and solve the linear equation

Ax = b

for the coefficients x, where the entries on the right-hand side are given by bi =

⟨f,Φi⟩.

In order to keep going further, we need some geometric facts.

Theorem 6. For an arbitrary triangle (Figure 3.6), we have the following ratio:

w

h
= cotα + cot β.

h

wα β

Figure 3.6: A triangle with base length w, height h, and internal angles α and β.

Proof. Consider the figure below, where the base length w1 + w2 = w and the edges

26



are oriented. Let D90 denote the 90◦ rotation in the positive direction. Then we have

cotα.h = −D90w1

cot β.h = −D90w2

a = h+ w2

b = h− w1

Adding the first two lines together, we get h.(cotα + cot β) = −D90(w1 + w2) =

−D90w. Since −D90w = h, we get our result

w

h
= cotα + cot β.

h

α β

b a

w1 w2

Theorem 7. Consider a triangle with the edge vector e along its base. Then the

gradient of Φ, the hat function corresponding to the opposite vertex, is given by

∇Φ =
e⊥

2A
,

on the interior of the triangle, where e⊥ is obtained by rotating the vector e by 90◦ in

the counter-clockwise direction, and A is the area of the triangle.

Theorem 8. For any hat function Φ associated with a given vertex we have

⟨∇Φ,∇Φ⟩ = 1

2
(cotα + cot β)

within a given triangle, where α and β are the interior angles at the remaining two

vertices.
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Theorem 9. Let i and j be distinct vertices of a triangle, and Φi and Φj be the

corresponding hat functions, respectively. Then we have

⟨∇Φi,∇Φj⟩ = −1

2
cot θ,

where θ is the angle between the opposing edge vectors.

Now, combining these theorems altogether we get a discretization of the Laplacian in

terms of famous cotan formula:

(∆u)i =
1

2

∑
j

(cotαj + cot βj)(uj − ui),

where i and j are direct neighbors, and ui and uj are the function values of the func-

tion u at the vertices i and j, respectively (see Figure 2.8).

3.3 Discretization via Discrete Exterior Calculus

The finite element method is a common method for the discretization of partial dif-

ferential equations. Now, we will use a different approach, based on discrete exterior

calculus. It is worth to mention that although nothing is similar between these two

approaches, when finished, we will get the same formulation for the discrete Lapla-

cian.

We will again try solving the standard Poisson equation ∆u = f . It can also be

expressed by using the Hodge star as

⋆d ⋆ du = f

To obtain this representation, we first consider a 0-form u specified as a number ui at

each vertex i (see Figure 3.7).

Next, we integrate its derivative along each edge in order to compute du:
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ui

Figure 3.7

(du)ij =

∫
eij

du =

∫
∂eij

u = uj − ui.

ui

uj

(du)ij

Figure 3.8

Note that the boundary of the edge eij is just the two end points ui and uj . The Hodge

star converts a circulation along the edge eij into the flux through the corresponding

dual edge e⋆ij . In particular, we take the total circulation along the primal edge, divide

it by the edge length to get the average point-wise circulation, then multiply by the

dual edge length to get the total flux through the dual edge:

(⋆du)ij =
|e⋆ij|
|eij|

(uj − ui). (see Figure 3.9)
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ui

uj
(⋆du)ij

Figure 3.9: ⋆du is the edge du rotated 90 degrees along the counter-clockwise direc-

tion

Now we apply d to ⋆du and integrate it over Ci:

(d ⋆ du)i =

∫
Ci

d ⋆ du =

∫
∂Ci

⋆du =
∑
j

|e⋆ij|
|eij|

(uj − ui). (see Figure 3.10)

(d ⋆ du)i

Figure 3.10: d ⋆ du

The final Hodge star is used for dividing this quantity by the area of the hexagon Ci

to get the average value over the cell. So we get a system of linear equations:

(⋆d ⋆ du)i =
1

|Ci|
∑
j

|e⋆ij|
|eij|

(uj − ui) = fi
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where fi is the value of the summation at vertex i. In practice, however, we move the

area factor |Ci| to the other side of the equation so that the system

(d ⋆ du)i =
∑
j

|e⋆ij|
|eij|

(uj − ui) = |Ci|fi (3.3)

we obtained can be represented by a symmetric matrix. Symmetric matrices are gen-

erally easier to do calculations on and they lead to apter algorithms. Another way to

see this transformation is to think as if we discretized the system

d ⋆ du = ⋆f.

That is, we converted an equation in terms of 0-forms into an equation in terms of n-

forms. When working with surfaces, the operator d⋆d is sometimes called conformal

Laplacian as it does not change when we apply our surface to a conformal transfor-

mation. Or equivalently, we can think of d⋆d as an operator that gives the value of the

Laplacian integrated over each dual cell of the mesh instead of the point-wise value.

Finally, we finish our discretization process with the following theorem.

Theorem 10. Consider a simplicial surface and suppose we place the vertices of the

dual mesh at the circumcenters of the triangles (i.e., the center of the unique circle

containing all three vertices) as in the Figure 3.11

=

=

vi

vj

e

e⋆
αj βj

Figure 3.11: e⋆ is the dual edge between the two circumcenters
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The dual edge e⋆ bisects the primal edge e, and the following cotan formula holds:

|e⋆ij|
|eij|

=
1

2
(cotαj + cot βj).

B

C

D

A

H

E

F

Figure 3.12: E and F are circumcenters of respective triangles. Edge AC corresponds

e, and EF corresponds e⋆. The interior angles at B and D are α and β, respectively.

Proof. We start with a general setup, where ABC and ACD are triangles with mutual

edge AC (Figure 3.12). EF bisects the edge AC since both E and F are intersections

of edge bisectors.

If we draw edges AE and AF, forming two triangles AEH and AHF (Figure 3.13),

we can see that the interior angles of these triangles at vertices E and F are α and β,

respectively because these angles sees the half of the arcs seen by vertices B and D.

Moreover, since AE and AF are the radii of the respective circumcircles, their length

can be calculated by the sine rule as |AE| = |AC|
2 sinα

and |AF | = |AC|
2 sin β

.

Now, we see that

cotα =
|EH|
|AH|

=
|EH|
1
2
|AC|

=
2|EH|
|AC|

and

cot β =
|HF |
|AH|

=
|HF |
1
2
|AC|

=
2|HF |
|AC|

.
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Therefore,
|EF |
|AC|

=
1

2
(cotα + cot β) .

Finally, for the entire triangulation, we have again the same result

(∆u)i =
1

2

∑
j

(cotαj + cot βj)(uj − ui).

B

C

D

A

H

E

F

|AC|
2 sinα

|AC|
sin β

α

α

β

β

Figure 3.13: Drawing extra edges to form right-angled triangles.

Hence, when we put this result in the Equation 3.3, we see that the discrete exte-

rior calculus discretization gives exactly the same result as the Galerkin (i.e., FEM)

discretization.

Discrete Laplacians on triangular meshes are used for several geometry processing

applications such as parametrization, pose transfer, mesh filtering, re-meshing, com-

pression, and interpolation via barycentric coordinates [14, 15, 16, 17].
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CHAPTER 4

NO PERFECT LAPLACIAN

4.1 Introduction

Discrete Laplacians should satisfy some certain properties such as linear precision,

symmetry, sparsity, convergence, and positivity. These properties, in fact, properties

satisfied by the smooth Laplacian, and we want the discrete counterpart to satisfy

them, too. However, we are not that lucky. Discrete Laplacians, in general, do not

satisfy all the properties of its smooth version. We will prove this later on this chapter.

To do so, we will use an old theorem of Cremona and Maxwell [18, 19]. Finally, we

will explain why are there so many different Laplace operators in discrete spaces, and

examine their differences.

4.1.1 Properties of smooth Laplacians

Let S be a smooth surface, with or without boundary, equipped with a Riemannian

metric. Let us denote the intrinsic L2 inner product of functions u and v on S as

(u, v)L2 =
∫
S
uvdA, and let ∆ = −div∇ be the intrinsic smooth Laplace-Beltrami

operator [13]. This smooth Laplacian has the following properties:

• (NULL): If u is a constant function, then ∆u = 0.

• (SYM) Symmetry: If u and v are sufficiently smooth functions vanishing on

∂S, then (∆u, v)L2 = (u,∆v)L2 . This also means that the Laplacian is a self-

adjoint operator.

• (LOC) Local support: For any pair of distinct points p and q, ∆u(p) does not
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depend on u(q). That is, changing the function value at a further point does not

affect the action of the Laplacian locally.

• (LIN) Linear precision: If S is a part of the Euclidean plane (i.e., S is flat),

and u is a linear function on S, then ∆u = 0.

• (MAX) Maximum principle: If u is a harmonic function, i.e., ∆u = 0 in the

interior, then u does not yield a local maximum or minimum at the interior of

S.

• (PSD) Positive semi-definite: The Dirichlet energy, ED(u) =
∫
S
||∇u||2dA,

is non-negative. With the sign choice for ∆ before, if u is a smooth enough

function identically zero on the boundary of S, then ED(u) = (∆u, u)L2 ≥ 0.

So, we need at least some of the above properties in applications.

4.2 Discrete Laplacians

Let Γ be a triangular surface mesh with sets V , E and F which contains vertices,

edges and faces of the mesh, respectively. A discrete Laplacian L on Γ acts linearly

on functions u defined for each vertex as

(Lu)i =
∑
j

ωij(ui − uj), (4.1)

where i and j are vertex numbers. We have already seen the case where ωij given in

terms of cotans. That Laplacian is called the cotan Laplacian. It is straightforward

to see that (4.1) satisfies (NULL). Moreover, if L were any linear operator acting

on function values at vertices, that is (Lu)i =
∑

j lijuj , which is zero on constants,

then, it satisfies
∑

j lij = 0. Therefore, it can be written in the form of (4.1) with

ωij = −lij . So, every such linear operator is of the form (4.1). In this case the

coefficient matrix lij = −ωij is called the weight of the operator L. In the case of L

being a discrete Laplacian, we call ωij as the Laplacian weight.
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4.2.1 Desired properties for discrete Laplacians

Now, we will give natural properties for discrete Laplacians similar to those from the

smooth setting, and whenever possible, we try to give some geometric and physical

insight for it.

• (SYM) Symmetry: ωij = ωji. Symmetric matrices with real entries have real

eigenvalues, and eigenvectors corresponding to these eigenvalues are orthogo-

nal.

• (LOC) Locality: The Laplacian weights ωij becomes zero whenever i and j do

not have a common edge connecting them. If there is no common edge between

i and j, the action of the Laplacian (Lu)i will remain invariant under changing

the function value of uj . This is motivated by the fact that smooth Laplacians

administer diffusion processes with ut = −∆u.

• (LIN) Linear precision: If Ω is an embedding of a straight-line into the plane,

and u is a linear map on that plane whose domain is V , then (Lu)i = 0 at

interior vertices. Equivalently we require that

0 = (Lx)i =
∑
j

ωij(xi − xj) (4.2)

for each interior vertex label i, where x ∈ R2|V | gives the vector position of

each vertex. In graphics applications, we need (4.2) for de-noising, where we

need to remove normal noise only but not to go further [9], parametrization

[16], where we need invariance of planar regions under parametrizations, and

plate bending energies that should become zero for flat configurations [20].

• (POS) Positive weights: ωij ≥ 0 if i and j are distinct vertices. Also, we need

at least one vertex j with ωij > 0 for any vertex i. We need this for several

reasons:

1. (POS) is a sufficient condition for our Laplacian to satisfy a discrete max-

imum principle.

2. If we have a diffusion problem such as ut = −∆u, (POS) guarantees that

flow goes from regions of higher potential to regions of lower potential,

not the other way around.
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3. (POS) forms a relation to barycentric coordinates by setting

λij =
ωij∑
j ̸=i ωij

so that
∑
j ̸=i

λij = 1.

In fact, the function u is discrete harmonic, i.e. (Lu)i = 0 at interior

vertices, if and only if ui is a convex combination of its neighbors, i.e.

ui =
∑

j ̸=i λijuj .

4. Having the properties (LOC), (LIN), and (POS) is related to Tutte’s em-

bedding theorem for planar graphs [21, 22]: positive weights associated to

edges give a straight-line embedding of an abstract planar graph. More-

over, if the boundary vertices are fixed, this embedding is unique, and

satisfies (LIN) by its construction.

• (PSD) Positive semi-definiteness: L is symmetric positive semi-definite with

respect to the standard inner product, and its kernel is one-dimensional.

• (CON) Convergence: Ln → ∆, in the sense that solutions to the discrete

Dirichlet problem converge to the solution of the smooth Dirichlet problem

under appropriate conditions and in appropriate norms [23]. (CON) is basically

required to find approximate solutions of PDEs.

Examples We shortly review some Laplacians used in computer graphics. Purely

combinatorial Laplacians [15], such as the umbrella operator, where ωij = 1 if and

only if i and j are on the same edge, and the Tutte Laplacian, ωij = 1/di, where di is

the valence of vertex i (i.e., the number of edges having that vertex), fail to be geo-

metric, that is, they do not satisfy (LIN). Moreover, Floater’s mean value weights and

Wachpress coordinates, mostly used for mesh parametrization [16], violate (SYM)

and (CON) simultaneously. The famous cotan weights [24] and their variants, gener-

ally used for mesh de-noising, violate (POS) on general meshes.

We summarize this situation in the Table 4.1. According to that, none of the Lapla-

cians we mentioned satisfies all desired properties. Moreover, none of them satisfy

even the first four properties. Now we will show that this situation is not a coinci-

dence.
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Table 4.1: Properties of different discrete Laplacians

SYM LOC LIN POS PSD CON

MEAN VALUE × ✓ ✓ ✓ × ×
DELAUNAY ✓ × ✓ ✓ ✓ ?

COMBINATORIAL ✓ ✓ × ✓ ✓ ×
COTAN ✓ ✓ ✓ × ✓ ✓

4.3 No Perfect Laplacian

In this section, we are going to prove the following statement: "Not all meshes admit

Laplacians satisfying properties (SYM), (LOC), (LIN), and (POS) simultaneously."

As mentioned before, to prove this statement, we are going to extend a theorem of

Maxwell and Cremona on the study of discrete Laplacians and barycentric coordi-

nates in graphics. We will use already-known tools to develop the obstacle prevent-

ing the existence of ’perfect’ discrete Laplacians satisfying all the properties from the

previous section.

We first give a relation between the properties (SYM) + (LOC) + (LIN) and orthogo-

nal (reciprocal) dual graphs, based on the Maxwell-Cremona theorem. After that, we

prove that orthogonal dual satisfying (POS) correspond to regular triangulations. Fi-

nally, since not every triangulation is regular, we state that on general meshes, Lapla-

cians can not satisfy (SYM) + (LOC) + (LIN) + (POS) at the same time

4.3.1 Geometric Laplacians and Orthogonal Dual Graphs

Maxwell-Cremona view We can see the weights ωij as stresses on a planar frame-

work, where positive weight implies pulling stress, and negative weight implies push-

ing stress. Then, when all boundary vertices fixed, (4.2) gives the Euler-Lagrange

equation of the equilibrium state of the framework. The Maxwell-Cremona theorem

says that the framework is in equilibrium if and only if there is an orthogonal (recip-

rocal) dual framework.
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Orthogonal duals Consider a planar graph Γ, embedded into the plane with non-

crossing straight edges. An orthogonal dual is a realization of the dual graph Γ∗ =

(V ∗, E∗, F ∗) = (F,E, V ) in the plane, whose edges are perpendicular to primal edges

(see Figure 4.1-left).

i

j

Figure 4.1: Left: Primal graph and orthogonal dual(dashed lines), with edge eij and

its dual colored in green. Right: The projection of the Schönhardt polytope is not

regular, so it does not allow for a discrete Laplacian satisfying (SYM) + (LOC) +

(LIN) + (POS).

To make a connection between orthogonal duals and our properties, we start with a

Laplacian on Γ satisfying (SYM) + (LOC) + (LIN). We define a corresponding dual

edge to each primal edge eij of Γ, viewing it as a vector in the plane, by

⋆eij = R90(ωij, eij),

where R90 is the 90 degrees rotation in the plane. Although, in general, dual edges

does not have to form a cycle around an interior primal vertex, it does in our situa-

tion. Thus, we get a realization of the dual graph in the plane with its edges being

perpendicular to the dual edges.

Similarly, consider a pair (Γ,Γ∗) of a primal graph and its orthogonal dual, both

embedded into the plane with straight edges. Weights per primal edge are obtained

by

ωij :=
| ⋆ eij|
|eij|

. (4.3)

Here, |eij| denotes the usual Euclidean length, but |⋆eij| denotes the signed Euclidean

length of the dual edge. The dual edge | ⋆ eij| connects the vertices ⋆f1 and ⋆f2,

corresponding to the primal faces f1 and f2. The sign of | ⋆ eij| is positive, if along
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the direction of the ray form ⋆f1 through ⋆f2, the primal face f1 comes before f2. It is

negative otherwise. With this sign convention, one can check that (4.3) implies (4.2).

In fact, this follows from Theorem 10 of Chapter 3. Hence, we obtained a Laplacian

with properties (SYM) + (LOC) + (LIN).

Examples Without emphasizing the equivalence to (SYM) + (LOC) + (LIN) in

planar case, discrete Laplacians came from orthogonal duals on arbitrary (possibly

non-planar) triangular meshes were introduced in [25]. A noticeable example of or-

thogonal duals are the cotan weights [24], which arise from assigning dual vertices to

circumcenters of primal triangles [26].

4.3.2 Positive Laplacians and regular triangulations

At last, we can present the actual obstacle: Laplacians on a triangulation of the plane

satisfies (SYM) + (LOC) + (LIN) + (POS) if and only if that triangulation is regular.

There are several equivalent definitions for regularity, but we will use an observation

of Aurenhammer [7] for our purposes: a straight-line triangulation of the plane is

regular if and only if it allows for a positive orthogonal dual, i.e., a dual with posi-

tive weights ωij . However, an arbitrary mesh Γ does not have to be regular. For an

example see Figure 4.1-right. Therefore, we proved our premise, that is, there is no

’perfect’ discrete Laplacian for triangle meshes satisfying (SYM) + (LOC) + (LIN) +

(POS).

Our results explains the reason behind the variety of discrete Laplacians used in

graphics. Each application using discrete Laplacians must choose which properties

are more important for their requirements, and choose the appropriate discrete Lapla-

cian accordingly.

4.3.3 Examples of Imperfect Discrete Laplacians

Let us examine some examples of discrete Laplacians, and consider which require-

ments they fail to satisfy.
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Figure 4.2: A simple graph with 4 vertices

Purely combinatorial Laplacians, such as umbrella operator, ωij = 1 if and only if i

and j share an edge, or Tutte Laplacian, ωij = 1
di

, where di is the number of edges

emerging from vertex i (the valence of i), fails to satisfy (LIN) [15]. Recall that

(LIN) corresponds to the equality (Lx)i =
∑

j ωij(xi − xj) = 0, where x denotes the

vector position of the corresponding vertex. For example, let us consider the umbrella

operator whose weight matrix is given as

L(G)ij = 1 if i and j shares an edge,

and 0 otherwise, where G is a simple graph.

Suppose we have the simple graph G in Figure 4.2. Then the combinatorial Laplacian

matrix with respect to the umbrella operator is given by

LG =


1 1 1 0

1 1 1 0

1 1 1 1

0 0 1 1
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If we check (LIN) condition, we get

(Lv)1 = 2v1 − v2 − v3

(Lv)2 = −v1 + 2v2 − v3

(Lv)3 = −v1 − v2 + 3v3

(Lv)4 = −v3 + v4.

None of these vector positions is 0, thus this combinatorial Laplacian on the given

simple graph G is not linearly precise.

Let’s consider the discrete Laplacian obtained by using mean value weights [27].

Mean value weights derived from the necessity to generalize barycentric coordinates.

It is defined as follows

λij =
ωij∑k
n=1 ωn

, ωi =
tan

αi−1

2
+ tan

αi

2
||vi − vj||

, (4.4)

where the angles and vertices can be seen in Figure 4.3. So, mean value Laplacian

is (Lu)j =
∑

i λij(uj − ui). Notice the change in notation. Usually ω is used for

Laplacian weight, but this time λ is used instead. In order this discrete Laplacian to

be symmetric, we must have λij = λji, however we do not always have

tan
αi−1

2
+ tan

αi

2
= tan

βi−1

2
+ tan

βi

2
.

Therefore, mean value weights does not always give a symmetric discrete Laplace

operator.

We are familiar with the cotan Laplacian [24] derived from using cotan weights:

(Lu)i =
1

2

∑
j

(cotαj + cot βj)(uj − ui),

where the angles and edges were already given in Figure 3.11 in Chapter 3. Here,

the (POS) condition ωij = cotαj + cot βj > 0 is satisfied only when αj + βj > π,

which is not always the case. Thus, infamous cotan Laplacian is not always positive

definite.

In order to overcome the violation of (POS), Bobenko [28] used the intrinsic De-

launay triangulation, yet this time (LOC) became a problem. Even if one redefined

locality so that it fits with the intrinsic Delaunay triangulation, a generalized locality
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Figure 4.3: A triangular mesh on which mean value weight is defined.

condition would not be satisfied. This generalized locality by Wardetzky [6] suggests

the same statement as standard locality not only on one edge long neighborhood of

a vertex, but on k-edges long neighborhood in the mesh for a universal, input inde-

pendent integer k. On the other hand, Crane and Sharp [29] questions the necessity

to use this combinatorial notion of locality. Combinatorial locality is to define neigh-

borhoods in terms of the number of edges. They suggest that, from a geometrical

point of view, neighborhood relation on the input mesh has nothing special. Like

many different atlases can describe the same manifold, various triangulations can de-

fine the same mesh. There is no positive effect of using combinatorial locality instead

of a geometric one since the goal is to approximate smooth solutions as accurately as

possible. They add that changing the mesh combinatorics may result in severe compu-

tational costs, for instance we do not even know how to fix intrinsic Laplacian when

we move a single vertex, other than rebuilding the intrinsic Delaunay triangulation

from scratch.
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CHAPTER 5

DISCRETE LAPLACIANS ON GENERAL POLYGONAL MESHES

5.1 Motivation

Triangle is the simplest polygon on a plane. Thus, as Plato suggested in his Timaeus

as "every solid must necessarily be contained in planes; and every planar rectilinear

figure is composed of triangles", triangles span every planar shape. Moreover, alge-

braic topology uses triangular meshes, i.e., abstract simplicial complexes, to represent

and work on surfaces. Although the simplicity of using triangles is tempting, it sure

restricts artistic freedom. Design and architecture would be so shallow and too simple

if there were no quadrilaterals, pentagons, and any other polygonal shapes.

A fairly large amount of geometry processing tools rely on discrete Laplace opera-

tors whose most common representative is being the cotan operator. Discrete Laplace

operators are mostly used for mesh parametrization, shape analysis, de-noising, ma-

nipulation, compression, and physical simulation. In this thesis, we will develop the

theory behind discrete Laplace operators on a general polygonal mesh so that we can

extend the applications of Laplacian to a bigger scale. While doing so, we try to main-

tain some core properties of smooth Laplacian. Our approach needs some theoretical

development, but, at the end, implementation will be surprisingly easy. In principal,

tools we will develop extend the applications of the Laplacian from the triangular set-

ting to the general polygonal setting. For instance, physical simulation and geometry

processing have their roots on cotan operator defined for triangular meshes, and they

will be extended on general polygonal meshes.
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5.2 Discrete Laplacian Framework

In this text, we work with an oriented 2-manifold mesh M with or without boundary,

whose vertices, edges and faces are stored in the sets V,E and F , respectively. Faces

of our surface will be simple, but not necessarily planar, polygons in R3. A simple face

means that each polygon is a closed, non-self-intersecting loop of edges. Oriented

means that all faces have a consistent orientation so that any two adjacent face would

have opposite orientations on their shared edge. Since some edges will have two

opposite orientations, we will use oriented half-edges in order to distinguish between

them. Moreover, we separate inner and boundary edges with the sets EI and EB,

respectively.

Approaching discrete Laplacians algebraically We will approach discrete Lapla-

cians algebraically as in [1]. So we will have utilities of a unified treatment and

a simple implementation for Laplace operators defined on polygonal meshes whose

faces are of arbitrary degree.

In the following construction, we will use standard notation in analogy to smooth

setting. Let Ωk be the linear space of discrete k−forms on M . In the discrete case,

we associate 0-forms with vertices and 1-forms with half-edges. Any 1-form β is

required to satisfy β(epq) = −β(eqp), where epq is an oriented half-edge from the

vertex p to q. Construction of discrete Laplacians on 0-forms (functions) mainly

depends on the construction from smooth setting as in [13].

We know that in Rn, the smooth Laplacian is defined as

∆ = −
(

∂2

∂(x1)2
+ · · ·+ ∂2

∂(xn)2

)
= −div∇,

where div is the divergence operator and ∇ is the gradient. The gradient ∇ in local

coordinates is given by ∇f = gij∂if∂j , where ∂i = ∂xi = ∂
∂xi , and gij is a Rieman-

nian metric. Here, and from now on whenever it is convenient, we will use Einstein’s

summation convention, that is, aixi :=
∑n

i=0 aix
i.

As for divergence, when f ∈ C∞
c (Rn), an infinitely many differentiable function on
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Rn with compact support, is being acted on by integration by parts, it gives

−
∫
Rn

∂iX
i · f =

∫
Rn

∂if ·X i

for functions X i such that X = X i∂i on Rn, the divergence is characterized by the

equality of the following inner products

⟨−divX, f⟩ = ⟨X,∇f⟩ , (5.1)

where ⟨−,−⟩ is the global inner product on functions and vector fields induced by

the standard dot product. Thus, −div is the (formal) adjoint to ∇.

Now, assume that an operator divX satisfying (5.1) exists. Let U be a coordinate

patch on M . For any function f ∈ C∞
c (U) and vector field X = X i∂i ∈ TM , we

have

⟨X,∇f⟩ =
∫
M

⟨X,∇f⟩ vol

=

∫
U

〈
X i∂i, g

kj∂kf∂j
〉
vol

=

∫
U

X i(∂kf)g
kigij

√
det gdx1 . . . dxn

=

∫
U

X i(∂if)
√
det gdx1 . . . dxn

= −
∫
U

1√
det g

f · ∂i
(
X i

√
det g

)√
det gdx1 . . . dxn

=

〈
f,− 1√

det g
∂i

(
X i

√
det g

)〉
.

Hence, if divX exists, it must satisfy

divX =
1√
det g

∂i

(
X i

√
det g

)
.

Under the assumption of this expression being coordinate-independent, we can define
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∆ = −div∇. In local coordinates, we get

∆f = − 1√
det g

∂j

(
gij

√
det g∂if

)
= −gij∂j∂if + (lower order terms).

So, ∆ is determined by the Riemannian metric g.

Before proceeding further, recall that a finite dimensional vector space V with an

inner product ⟨−,−⟩ is naturally isomorphic to the dual vector space V ∗ under the

map α : V → V ∗, where α(v) = v∗ satisfies v∗(w) = ⟨v, w⟩ for v, w ∈ V . We will

also use α to denote the bundle isomorphism α : TM → T ∗M .

Now, we rewrite (5.1) in terms of 1-forms. Since α is trivially an isometry, it is

easy to check that at each point of M , we have g(α(X), df) = g(X,∇f) for any

tangent vector X and any function f . Set d∗ : Ω1(T ∗M) → C∞(M) by d∗(w) =

−div(α−1(w)), so that d∗ is "the same" as div up to the isomorphism α : TM →
T ∗M . Then d∗ is characterized by

⟨d∗w, f⟩ = ⟨w, df⟩ ,

for all w ∈ C∞
c (Ω1), f ∈ C∞

c . Now we have

d∗(w) = − 1√
det g

∂i

(
gij

√
det g w

)
,

where w = wi dx
i, and this expression is independent of the choice of the local

coordinates.

Finally, we can define the Laplacian as

∆ = d∗d

This is the same as the previous one since

d∗df = (−divα−1)(α∇f) = −div∇f.

Here, for our purposes, we will see d : Ω0 → Ω1 as Cartan’s exterior derivative, and

d∗ as its (formal) adjoint with respect to the L2 inner products induced on Ω0 and Ω1
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by the Riemannian metric g. Independence of d from the choice of a Riemannian

metric is worth noting down.

In order to copy the smooth setting, we define the co-boundary operator d : Ω0 → Ω1

to be

(du)(epq) = u(q)− u(p). (5.2)

In order to construct the adjoint operator d∗, we need inner product ⟨−,−⟩k on the

linear space of k-forms. Now we will build such inner products. Given a fixed choice

of inner products on discrete k-forms, the coboundary operator is defined by requiring

that

⟨dα, β⟩k+1 = ⟨α, d∗β⟩k (5.3)

for all k-forms α and (k + 1)-forms β. Thus, strongly defined discrete Laplacian

acting on k-forms is given by

L := dd∗ + d∗d. (5.4)

This is the point of view of discrete exterior calculus [4, 26], where, with an abuse of

notation, inner products are referred to as "discrete Hodge stars". Strong Laplacians

L are self-adjoint with respect to inner products ⟨−,−⟩k on discrete k-forms since

⟨Lα, β⟩k = ⟨dα, dβ⟩k+1 + ⟨d∗α, d∗β⟩k−1 = ⟨α,Lβ⟩k .

Moreover, L is always positive semi-definite since

⟨Lα, α⟩k = ⟨dα, dα⟩k+1 + ⟨d∗α, d∗α⟩k−1 ≥ 0.

Also, a discrete k-form is harmonic, i.e., Lu = 0, if and only if dα = d∗α = 0, as in

the smooth setting.

Every strongly defined Laplacian, as in the Equation 5.4, has a weakly defined coun-

terpart L which acts on discrete functions u. The weak Laplacian is defined on each

vertex i as follows

(Lu)i := ⟨Lu,Φi⟩0 = ⟨d∗du,Φi⟩0 = ⟨du, dΦi⟩1 , (5.5)
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where Φi is the linear hat function we defined on Section 3.2. From the Equation 5.5

we get two identities:

(Lu)i = ⟨du, d1i⟩1 (5.6)

(Lu)i = ⟨Lu, 1i⟩0 . (5.7)

Now, let M0 be a |V | × |V | matrix which is symmetric, positive definite, and M1

be a (2|EI | + |EB|) × (2|EI | + |EB|) matrix which is symmetric, positive definite

representing inner products on 0-forms and 1-forms, respectively:

⟨u, v⟩0 = uTM0v (5.8)

⟨α, β⟩1 = αTM1β (5.9)

Now, using Equation 5.9, Equation 5.6 becomes

(Lu)i = ⟨du, d1i⟩1
= (du)TM1d1i

∴L = dTM1d

(5.10)

Similarly, using Equation 5.8, Equation 5.7 becomes

(Lu)i = ⟨Lu, 1i⟩0
= (Lu)TM0(1i)

T = (Lu)TM0

∴ L = LTM0 ⇒ LT = LM−1
0

⇒ L = (M−1
0 )TLT = M−1

0 L

∴ L = M−1
0 L

(5.11)

since both M0 and L are symmetric.

To sum up this construction, we have
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L = M−1
0 L with L = dTM1d. (5.12)

A well-known example of such inner products for meshes with triangular faces comes

from Finite Elements. Also, for a specific but natural choice of M1, we will see that

L turns out to be the cotan Laplacian .

Since we said that both L and L gives Laplacians, we should mention their differ-

ences. Under the spotlight of PDE’s, L is called the strong (or pointwise) Laplacian,

whereas L is called the weak (or integrated) Laplacian. Then we define the Dirichlet

energy ED of a function u in terms of L as

ED(u) =
1

2
uTLu.

This comes from

ED(u) =
1

2
⟨∆u, u⟩L

=
1

2
⟨u, u⟩L ( as ∆ is self-adjoint)

=
1

2
uTLu,

where ⟨−,−⟩L is the inner product induced by the matrix L.

It is worth noting that L and L are symmetric matrices with respect to the standard

inner product and, the inner product induced by M0, respectively.

Notation Throughout this text, we embrace the following notation. Bold face letters

denote 3-vectors, and upper case letters denote all matrices with the only exception

of d. Also, if f is a simple and not necessarily planar polygon with kf vertices in R3,

then

• Xf = (xf
1 , · · · , xf

k)
T denotes the kf × 3 matrix of cyclically ordered vertices

along the boundary ∂f ,
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• Ef = (ef1 , · · · , efk)T denotes the kf×3 matrix of oriented and cyclically ordered

half-edges along the boundary ∂f ,

• Bf = (bf
1 , · · · ,bf

k)
T denotes the kf × 3 matrix of barycenters (midpoint posi-

tions) of each efi .

With these notations at hand, let us decribe the desired properties for discrete Lapla-

cians.

5.2.1 Desiderata

Whichever inner product matrices M0 and M1 on 0-forms and 1-forms we choose,

they would work nicely. However, we want our discrete Laplacian to mimic some

core properties of the smooth Laplacian. So we need to apply a number of restrictions

to these inner products. Most of these properties were suggested and examined in

Chapter 4 and also in [6] for triangular meshes. We will extend these properties to

general polygonal meshes.

LOCALITY The definition of the smooth Laplacian is local since it is a differential

operator. It depends on properties of the underlying Riemannian manifold only inside

of a small neighborhood of a point it is defined on. In discrete case, locality means

that the change in the value of an operator on some vertex does not affect its value

on a neighboring vertex. So in order to keep locality property, we need to work with

only diagonal matrices M0 so that applying M0 does not influence neighbor vertices.

On the other hand, we define M1 separately for each face of the mesh. So if α and β

is any pair of discrete 1-forms, then the inner product matrix M1 is defined as:

αTM1β =
∑
f∈F

αT
|fMfβ|f , (5.13)

Here α|f and β|f are standard restrictions to the boundary ∂f of f . So, for each face

f ∈ F , Mf is a symmetric kf × kf matrix. In terms of implementation, locality and

sparsity corresponds to each other. The term sparsity has no formal definition, but it

corresponds to amount of zero entries of a matrix. In some applications, sparsity of
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a matrix is calculated by the ratio of the number of non-zero entries to number of all

entries of a matrix, that is, the more zeros a matrix has, the more sparse it gets. For

calculations, it is better for a matrix to have more and more zero entries.

SYMMETRY The symmetry of Mf , and hence the symmetry of M1, corresponds

to smooth Laplacian being self-adjoint with respect to the L2 inner product on 0-

forms on a Riemannian manifold without boundary. This is equivalent, in the discrete

case, to L being self-adjoint with respect to the inner product defined by the matrix

M0 , that is L = LT .

POSITIVE SEMI-DEFINITENESS On a Riemannian manifold without bound-

ary, the smooth Laplacian is positive semi-definite whose kernel is one-dimensional

and equal to the constants. This property is required for the existence and uniqueness

of the solutions to various variational problems. Similarly, in the discrete case, each

inner product matrix M0, Mf , and thus M1, should be positive definite. So the kernels

of L and L are automatically one-dimensional since d has a one-dimensional kernel

spanned by constants.

LINEAR PRECISION In the smooth case, for a planar domain M ⊂ R2 and for

any linear map u : R2 → R, we have ∆u = 0. Similar to this, in the discrete case, if a

single plane contains all the vertices, then for any linear map u, we have (Lu)p = 0 at

each interior vertex. This property is essential in applications like mesh parametriza-

tion, where a planar mesh should remain unchanged after parametrization is applied.

If we define an additional notation, we can rewrite linear precision geometrically. Let

⋆Ef = MfEf (5.14)

be a kf × 3 matrix whose rows, ⋆efi , are called dual edges. Now, let f ∈ F be a

face that contains a fixed vertex p ∈ V . Also let i and j be the row indices of Ef ,

respectively corresponding to the unique half-edge efi pointing away from p, and the

unique half-edge efj pointing towards p (see Figure 5.1). Then, the property of linear

precision is equivalent to the integrability condition:
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p

efi efj

Figure 5.1: Half-edges efi and efj on the face f .

0 =
∑
f∋p

(
⋆efj − ⋆efi

)
, (5.15)

where the sum is taken over all faces f containing p, and i and j varies between faces.

The Equation 5.15 suggests that appropriately oriented dual edges around each inner

vertex form a closed polygon. Since M is in the plane, resulting closed polygon is

planar, and hence (Lu)p = 0 for each interior vertex p.

SCALE INVARIANCE The smooth Dirichlet energy is a conformal invariant in

two dimensions. That is, it does not change when the Riemannian metric g is changed

conformally, g 7→ λg. Particularly, Dirichlet energy does not change under uniformly

re-scaling a smooth embedded surface. So, the weak discrete Laplacian L must re-

main unaltered under uniformly re-scaling a mesh, that is, Mf must be invariant under

uniform scaling.

CONVERGENCE Under suitable operations and with respect to appropriate norms,

we should have Ln → ∆ so that we can get well-defined limits under mesh refine-

ment. We do not provide any convergence proofs in this text, but one should know

that experiments give satisfactory numerical convergence results for our construction

[1].

Then, for each simple polygon f , if we can build a positive definite, symmetric and

scale invariant matrix Mf such that ⋆Ef is defined as (5.14) and the condition (5.15)
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is satisfied at each inner vertex of a planar mesh, we can guarantee that all of the

above desiderata is satisfied, except possibly convergence.

Before constructing discrete Laplacians satisfying our desiderata, we need to gener-

alize the area of a triangle to a polygon. We do that by remembering the notion of the

vector area.

5.2.2 Vector Area and Maximal Projection

Let γ ⊂ R3 be a simple closed curve, which is also the boundary of a sufficiently

regular surface. Then the vector area, A(γ), of γ is given by the surface integral of

the normal vector of the surface with boundary γ. The vector area is constructed as

follows: Let M be a disk-like region whose boundary ∂M is our closed curve γ, x be

the position vector (0-form) of γ, and N be the unit normal vector field on M induced

by x. If dA represents the standard volume form on M , we have

df ∧ df(u, v) = df(u)× df(v)− df(v)× df(u) = 2df(u)× df(v) = 2NdA(u, v)

for any pairs of vectors u, v ∈ R2. Then, for the vector area, we get

A(γ) =

∫
M

NdA =
1

2

∫
M

dx ∧ dx =
1

2

∫
M

d(x ∧ dx) =
1

2

∫
∂M=γ

x ∧ dx (5.16)

by applying the Stoke’s theorem on the last step. A(γ) depends only on the bound-

ary curve γ, not on the choice of a particular surface spanning this curve [30]. For

polygonal curve, we have the following representation:

Lemma 11. Let f ∈ R3 be a simple and not necessarily planar polygon. Then

Af := ET
f Bf (5.17)

is a 3 × 3 matrix which is skew-symmetric, has maximal rank 2 and its Darboux

vector, [Af ], is equal to the vector area A(f) of f .

Proof. Let the face f has cyclically ordered oriented edges (e1, · · · , ek) with the cor-

responding barycenters (b1, · · · ,bk). If we use a counter clock-wise rotation on the
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vertices, we get ei = xi+1 − xi and bi = (xi+1 + xi)/2. Hence,

Af = ET
f Bf =

k∑
i=1

ei ⊗ bi =
1

2

k∑
i=1

(xi+1 ⊗ xi − xi ⊗ xi+1)

is skew-symmetric, where ⊗ is the outer product and we assume that the last sum is

cyclic. Also, it is easy to see that 1
2
(xi+1⊗xi−xi⊗xi+1) is a skew-symmetric matrix

whose Darboux vector is equal to 1
2
(xi × xi+1). So, the last term turns out to be equal

to the vector area of the triangle with vertices 0, xi and xi+1, where 0 is the origin.

Hence the Darboux vector [Af ] is equal to the vector area of the polyhedral surface

with triangular faces and vertices 0, x1, · · · , xk since the vector area depends only on

the boundary curve, not the spanning surface.

Recall that if A is a skew-symmetric 3 × 3 matrix, its Darboux vector is the unique

vector [A] ∈ R3 with [A]× x = Ax for all x ∈ R3. Also note that if the orientation of

the boundary is changed, then the sign of the vector area also changes.

The largest signed area over all orthogonal projections of a polygon f to any plane

in R3 is the magnitude |f | = ||A(γ)|| of the vector area of f . Then, an orthogonal

projection f̄ of a possibly non-planar polygon f is called a maximal projection if f

and f̄ has the same vector area. The face f is the maximal projection of itself if it

is planar. Let f̄ be a planar polygon with vertex set {x̄1, · · · , x̄k} and face normal n̄.

The polygon f is said to have height vector h = (h1, · · · , hk)
T ∈ Rk over f̄ if the

vertex set {x1, · · · , xk} of f satisfies the equality xi = x̄i + hin̄. Now we have the

question of finding all possible height vectors so that a given planar polygon f̄ is a

maximal projection of f . A precise answer to this question is given in the following

lemma:

Lemma 12. Let f be a (not necessarily planar) polygon. Its orthogonal projection

onto a planar polygon f̄ is maximal if and only if the height vector hb = 1
2
(h1 +

h2, · · · , hk + h1)
T from the midpoints is in the null space of ET

f̄
.

Proof. We know that f̄ is a maximal projection of f if and only if f̄ is an orthogonal

projection of f and Af = Af̄ . By using xi = x̄i + hin̄ and the proof of Lemma 11,
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we observe that Af = Af̄ is the same as

0 =
1

2

k∑
i=1

(xi+1(n̄ ⊗ x̄i − x̄i ⊗ n̄)− xi(n̄ ⊗ x̄i+1 ⊗ n̄)) ,

where we assume the sum to be cyclic. Since (n̄ ⊗ x̄i − x̄i ⊗ n̄) has Darboux vector

(x̄i × n̄), we arrive at the following requirement proving the claim:

0 = n̄ × 1

2

k∑
i=1

(hix̄i+1 − hi+1x̄i) = n̄ ×
k∑

i=1

hi + hi+1

2
ēi.

Mean curvature and the Laplacian of an embedded surface are closely related objects.

To get the mean curvature vector H, one applies the Laplacian to every component of

the surface positions x, that is H = ∆x. This formulation gives the point-wise mean

curvature vector H

H = LX.

In other words, H is a matrix of dimension |V | × 3, whose rows are corresponding to

3-vectors from H which are correspondent with the vertices of the polygonal mesh.

In the smooth setup, H is given by taking the L2 gradient of the area functional, so

(−H) works as a gradient, that is, it contains the surface flow’s direction and speed

in which the surface area decreases maximally. Analogously, the same holds in the

discrete setup with the cotan formula which was derived precisely as the gradient of

surface area of a triangulated surface mesh in Chapter 3. Our main purpose in this

chapter is to generalize this idea to arbitrary polygons, so we use polygonal vector

area instead of triangle area to get the lemma below:

Lemma 13. Let f be a not-necessarily planar polygon in R3 whose vector area is |f |.
Then we have the following equality for the gradient of |f | with respect to varying

vertex xi of f

∇xi
|f | =

(
L̃fXf

)
,

where L̃f := dTM̃fd and M̃f , which is a symmetric kf × kf matrix, is given by

M̃f :=
1

|f |
BfB

T
f .
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Proof. Again consulting the proof of Lemma 11, we can see that

(∇xi
|f |)T =

1

|f |
Af (bi−1 − bi).

Hence,

(∇xi
|f |)T =

1

|f |
ET

f BfB
T
f d.

Then putting Ef = dXf we get

(∇xi
|f |)T =

1

|f |
(dXf )

TBfB
T
f d

⇒ ∇xi
|f | = 1

|f |
dTBfB

T
f dXf

∴ ∇xi
|f | = dTM̃fd =

(
L̃fXf

)
i
.

Despite the fact that M̃f depends on the choice of origin of a coordinate system, cal-

culation of Laplacian and mean curvature makes the choice of origin irrelevant due to

presence of d. For implementation purposes, we set the origin to be the center of mass

of the vertices spanning f , that is 0 =
∑kf

i=1 xi. This choice leads to numerically sta-

ble representations. But, all of the following objects and results will be independent

of the choice of origin, unless otherwise stated.

5.2.3 Discrete Laplacians

We can finally give Laplacians satisfying our desiderata with the tools we obtained

in Section 5.2.2. Recall that we defined the inner product on 1-forms with a matrix

M1, and since the inner product should be local, we redefined it for each face f of the

mesh as Mf . To construct these matrices, we first consider the matrices M̃f defined

above.

Lemma 14. The matrices M̃f results in producing positive semi-definite inner prod-

ucts on 1-forms and give pre-Laplacians L̃f = dTM̃fd that are local, linearly precise,

and scale invariant.

Proof. Let ⋆Ef := M̃fEf . We know that by Lemma 11, |f | ⋆ efi = [Af ] × bf
i for

the ith column of the matrix ⋆ET
f . Specifically, we obtain ⋆efi = n × bf

i for planar
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meshes, where n is the unit normal vector of the plane. If we use bf instead of ⋆ef ,

the barycenters bf
i satisfy the Equation 5.15 because of pairwise cancellations as we

cyclically move on the faces around an inner vertex. Thus, the vectors ⋆efi = n × bf
i

also satisfy the Equation 5.15 for planar meshes.

One may question that why do we consider non-planar polygons instead of planar

ones. The matrices M̃f are also considered in the constructions of [5, 8]. But, al-

though M̃f is positive semi-definite due to its construction, it is not positive definite

in general as our desiderata require it to be. To solve this problem without sacrificing

linear precision, we need to generalize the construction of Brezzi et al. [5] from the

case of planar polygons to non-planar polygons.

Note that Ef has a non-trivial kernel if and only if f is planar. Specifically, the

Darboux vector [Af ] is in the kernel of Ef if and only if f is planar. So, if f is planar,

rank of ET
f is 2; otherwise its maximal rank is 3.

Let Cf̄ be a kf × (kf − 2) matrix whose columns span the kernel of ET
f̄

, where f̄

is the maximal projection of f . Such a matrix C is called admissible. Similarly, any

symmetric and positive definite (kf − 2)× (kf − 2) matrix Uf̄ is called admissible.

Theorem 15. Let Cf̄ and Uf̄ be admissible matrices. Then the matrices

Mf := M̃f + Cf̄Uf̄C
T
f̄ (5.18)

define a positive definite inner products on 1-forms and gives local and linearly pre-

cise Laplacians Lf := dTMfd.

Proof. The original proof of Brezzi [5] applies to the non-planar case with a few

modifications. The kf×kf matrix Mf is already symmetric and positive semi-definite

by its construction. So we only need to show that its kernel is trivial. That is, if

Mfv = 0 for any v ∈ Rk, showing that v = 0 is enough. Since vTMfv = 0, we have

0 =
1

|f |
||BT

f v||2 + ||U1/2

f̄
CT

f̄ v||
2,

where U1/2

f̄
is a square root of the matrix Uf̄ . So BT

f v = CT
f̄
v = 0. Since ker(ET

f̄
) =

im(Cf̄ ), we have

v ∈ ker(CT
f̄ ) = {im(Cf̄ )}⊥ = {ker(ET

f̄ )}
⊥ = im(Ef̄ ).
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Thus, there exists u ∈ R3 with v = Ef̄u. Then we get 0 = BT
f v = BT

f Ef̄u. Having

Ef = Ef̄ + hen̄T at hand, where he = dhf and hf is the height vector of f over its

maximal projection f̄ , we obtain 0 = BT
f Ef̄u = BT

f Efu. This last equality follows

from BT
f He = −ET

f Hb = −ET
f̄
hb − n̄hT

e hb = 0 by Lemma 12. So, by Lemma 11,

AT
f u = −Afu = 0. Since the kernel of Af is spanned by its Darboux vector [Af ]

which is parallel to n̄, we have u = µn̄. Hence, since n̄ is orthogonal to the rows of

Ef̄ , we have v = µEf̄ n̄ = 0.

Scale invariance from our desiderata is missing from the properties of Mf we listed

above. In fact, scale invariance is an extra condition which will be supplemented by

the choice of admissible matrices Uf̄ and Cf̄ .

Choosing C and U There are several possible admissible choices which can lead us

to scale invariance. But we will focus on λ-simple choices, that is, we let Uf̄ := λId

for some 0 < λ ∈ R, and Cf̄ be such that its columns are orthonormal. Although

the choice of Cf̄ is not very specific, together with our choice of Uf̄ , the expression

Cf̄Uf̄C
T
f̄

remains invariant under the choice of orthonormal bases to represent Cf̄ .

Although studying a larger range of choices of Cf̄ and Uf̄ is left for future studies [1],

we should note that our choice leads to scale invariant discrete Laplacians. Moreover,

our construction generalizes the well-known cotan formula:

Theorem 16. For triangular meshes, any admissible choice of Cf̄ and Uf̄ , not neces-

sarily λ-simple, leads to the cotan Laplacian via L = dTM1d.

Proof. From our construction, in the case of f being a triangle, Cf should be a 3-

vector parallel to (1, 1, 1)T , and Uf is a positive scalar. In particular, CT
f d = 0.

Thus, we have L = dTMfd = dTM̃fd = |f |−1(dTBf )(d
TBf )

T . Also, since Bf =

(b1,b2,b3)
T by definition, we get

BT
f d = (b3 − b1,b1 − b2,b2 − b3) =

1

2
(e2, e3, e1).

Hence, the entry (i, j) of (dTBf )(d
TBf )

T is given by the inner product 1
4
⟨ei+1, ej+1⟩

whose indexes are considered modulo 3. Since inner products have cosine, and the

area |f | can be calculated via the sine formula, we get Lij = −1
2
cotαij for distinct
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i and j, where 0 < αij < π is the angle between edges ei+1 and ej+1, which is our

usual cotan operator.

This finishes the construction of a suitable inner product on 1-forms. Now, to finish

constructing discrete Laplacians, we, finally, need to specify matrices M0 which de-

fine positive inner products on 0-forms. Since discrete Laplacian must be local, our

construction is restricted to diagonal matrices M0. We define

(M0)pp :=
∑
f∋p

|f |
kf

, (5.19)

that is, each f incident to a vertex p adds 1
kf

of the norm of its vector area to the total

mass of p.

To sum up Starting from writing the Laplacian as ∆ = d∗d, we used d as stan-

dard co-boundary operator and then, defined its formal adjoint d∗ in terms of inner

products M0 and M1 on 0- and 1-forms, respectively. Since smooth Laplacian is a

local operator, we required that M0 and M1 to be local too via setting M0 as a di-

agonal matrix, and defining M1 on each face f separately as matrices Mf . Hence,

combining these definitions and Theorem 15, we get Laplacians in (5.12) satisfying

our desiderata.

5.2.4 Discussion

Our Laplacian consists of a geometric and a combinatorial part. For any polygon f ,

M̃f characterizes the geometry of f . As an example, one can think about the exact

Dirichlet energy for linear functions over planar polygons. The Cf̄Uf̄C
T
f̄

part is the

combinatorial part, which makes Mf positive definite. Finding out a geometric term

to replace this combinatorial term is left for future research [1].

Mean curvature revisited If f is a polygonal face, then the local mean curvature

vector Hf is defined to be a kf × 3 matrix whose rows are indexed by vertices satis-
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fying

Hf = LfXf , and we let H̃f = L̃fXf .

As in a previous discussion, the use of the notation mean curvature vector is the same

as area gradient here. In fact, by Lemma 13, H̃f coincides with the gradient of vector

area of f . In order to understand the effect of the combinatorial part of our Laplacians,

and especially the effect of choosing λ, we need to look at the difference Hf − H̃f .

Lemma 17. Let f be a not necessarily planar polygon with maximal projection f̄

whose height vector is denoted by hf . Then H̃f = Hf̄ . Also, if Cf̄ and Uf̄ are chosen

to be λ-simple, we have

Hf = Hf̄ + λ
(
dT h̄e

)
n̄T .

In order to prove Lemma 17, we first need another lemma:

Lemma 18. Let h = (h1, · · · , hk)
T be the height vector of a polygon f whose corre-

sponding maximal projection is f̄ , and assume that f̄ contains (0, 0, 0) ∈ R3. Then,

M̃f − M̃f̄ = |f |−1hb ⊗ hb, where hb = 1/2(h1 + h2, · · · , hk + h1)
T denotes the

midpoint height vector.

Proof of Lemma 18. We have Bf = Bf̄ + h̄bn̄T , where n̄ is defined as before. More-

over, BT
f = BT

f̄
+ h̄bn̄. Since (0, 0, 0) ∈ f̄ , n̄ is orthogonal to each column of Bf̄ .

Thus we have

BfB
T
f = Bf̄B

T
f̄ +Bf̄ h̄bn̄ + h̄bn̄TBT

f̄ + (h̄bn̄T )⊗ (h̄bn̄)

= Bf̄B
T
f̄ + h̄b ⊗ h̄b.

Since |f | = |f̄ |, if we divide each side of the above equation by |f |, we get the desired

result.

M̃f − M̃f̄ = |f |−1hb ⊗ hb.

Now we can prove Lemma 17:
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Proof of Lemma 17. We start with showing that H̃f = Hf̄ . Since the definition of H̃f

is independent of the choice of origin, we can safely assume that f̄ contains the origin.

Let hf be the height vector of f over its maximal projection f̄ with corresponding

midpoint height vector hb. Then Lemma 18 asserts that M̃f − M̃f̄ = |f |−1hb ⊗ hb.

Since he = dhf , we have Ef = Ef̄+hen̄T . We know that hb is in the null space of ET
f̄

by Lemma 12, so hT
b he = 0. Thus, (hb ⊗ hb)Ef = 0 which yields the result M̃fEf =

M̃f̄Ef . By using the definition of M̃f̄ , we get |f̄ |M̃f̄Ef = Bf̄B
T
f̄
(Ef̄ + hen̄T ). So,

now ET
f̄
hb = 0 (Lemma 12) is the same as BT

f̄
= 0. Therefore, M̃f̄Ef̄ = M̃f̄Ef =

M̃f = Ef , thus H̃f = Hf̄ .

Finally, combining the facts that Ef = Ef̄hen̄T , the columns of Cf̄ form an orthonor-

mal basis spanning the null space of ET
f̄

, and Uf̄ = λId, we arrive at

(
Cf̄Uf̄C

T
f̄

)
Ef =

(
Cf̄Uf̄C

T
f̄

)
hen̄T = λh̄en̄T ,

where h̄e is the orthogonal projection of he to kerET
f̄

. So the claim follows.

The mean curvature vectors of f and f̄ uniquely specify the planar component of the

mean curvature vector of f . Additionally, mean curvature vectors of these polygons

differ from each other by a term along the normal direction with respect to the latter

one. This difference term also shows how non-planar f is in terms of the combi-

natorial second derivative dT h̄e of the height vector hf . Therefore, the choice of λ

suggests how far f is from being planar.

Relation to DEC We know that the Laplacian on a Riemannian 2-manifold satisfies

∆ = −⋆d⋆d, where ⋆ is the Hodge star operator [13]. Similarly, discrete Laplacians

come from a discrete Hodge star. On triangle meshes, using diagonal Hodge star

operators as in DEC, and inner products on k-forms as we do in this text are equivalent

to each other. However, using M1 inner product on general polygonal meshes does

not correspond to a diagonal Hodge star in general.
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5.3 Implementation

As mentioned before, our algebraic approach to Laplacian leads to a straightforward

implementation. Interestingly, our approach is simpler than the usual cotan approach

on triangular meshes. We only need to construct three matrices d, M1, and M0. Then

we combine these matrices according to result in (5.12).

The construction of M0 is trivial and given in (5.19). However, the co-boundary

matrix d and the inner product M1 on 1-forms needs us to describe half-edges with

indices.

The entries of the (2|EI | + |EB|) × |V | matrix d are dep = ±1 if e = ±eqp and

dep = 0 otherwise. We compute M1 on each face separately: first we compute the

matrices Mf , then keep the values in the corresponding entries of M1 using the given

index scheme. Computation of each Mf is discussed in the previous section, and is

summarized as a pseudo-code [1]:

procedure COMPUTE Mf (polygonal face f , parameter λ)

Require: B ,E , Ē ∈ Rdeg(f)×3

for each vertex coordinate xi in f do

E(i) = (xx+1 − xi)
T

B(i) = 1
2
(xi+1 + xi)

T

end for

A = ETB

M̃ =
√
2

||A||BBT

n̄ = normalize(−A23 , A13 ,−A12)
T

for each vertex coordinate xi in f do

x̄i = xi − (xi · n̄)n̄

Ē(i) = (x̄x+1 − x̄i)
T

end for

C = orthogonal kernel of ĒT (e.g., using LU, then SVD)

U = λId

return Mf = M̃ + CUCT

end procedure
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Figure 5.2: Smoothing a surface using Laplace operator [1].

5.4 Results & Applications

From now on, when we use our construction of the Laplace operator, we know that

all geometry processing operations using geometric Laplacians are valid on general

polygonal meshes. We show this fact for some of the applications of Laplacian. In the

below examples, we take λ = 2 unless stated otherwise. As a matter of fact, choosing

λ ∈ [1, 3] gives comparable results.

5.4.1 Implicit mean curvature flow

A main use of Laplace operator in geometry processing is mesh fairing, or surface

smoothing. A common way to do so is by using a discrete mean curvature flow. In

this way each vertex flows with speed and direction given by the point-wise mean

curvature vector. Desbrun et al. [9] gives a stable implementation using an implicit

time stepping scheme. His approach is for triangular meshes, however it can be gen-

eralized to the general polygonal setup in view of the flow

d

dt
X = −LX.

Here X is a polygonal mesh. When we integrate both sides of this identity, it turns

out to be a smoothing operator. In Figure 5.2, a portion of a surface can be seen to be

smoothed by implementing this mean curvature flow several times.

65



5.4.2 A planarizing flow

From the discussion from a previous section, we know that the mean curvature vectors

of f , and its maximal projection f̄ ’s disagree by a term determining how far f from

being a planar polygon. This difference term is completely given by the combinatorial

term CUCT of our Laplacian. With this fact in mind, we can define a new ’Laplacian’

L as before, but we drop M̃f from the original construction. Then, we have an energy,

Eplan(X), on the mesh X , punishing non-planarity, defined as

Eplan(X) =
1

2

3∑
d=1

XT
d LXd,

where Xd denotes the |V |-dimensional vector of the d−th components of the mesh

positions. Note that this energy only punishes non-planarity, and vanishes if all poly-

gons are planar.

Figure 5.3: Left: A mesh with non-planar faces. Right: The same mesh after applying

the above planarizing flow [1].

The Figure 5.3 shows that how this flow affects a non-planar mesh. We know that this

flows does not come from a PDE as CUCT is a combinatorial term.
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