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ABSTRACT

ACTIVE LEARNING BASED SYNTHETIC SAMPLE SELECTION FOR
ENDOSCOPIC IMAGE CLASSIFICATION

Inci, Alperen
M.S., Department of Modelling and Simulation
Supervisor: Prof. Dr. Alptekin Temizel

September 2022, [63| pages

Many people suffer from Ulcerative Colitis (UC), which is a chronic inflammatory
bowel disease. UC exhibits itself as ulcers, inflammation, and sores in the colon. In
order to provide proper treatment, an expert physician needs to assess the severity of
the disease. However, physicians have disagreements on the severity of the disease in
terms of the widely used Mayo scoring. This brings in the need for reliable and au-
tomated methods. Even though automated disease diagnosis using medical imaging
has become a trending topic, labeling data in the medical field requires the agreement
of a committee of experts and this is a limiting factor in obtaining a sufficient amount
and variety of data for robust model training. Although generative data augmenta-
tion methods have been proven to increase data diversity and quality, directly adding
synthetic samples may not contribute to a model’s performance, and may even result
in a performance drop. Some of these generated samples might be unrealistic, or
already have been learned by the model and predicted with a high confidence score.
In this thesis, we propose generation of a synthetic data pool, a subset of which is
then selected and used for training. The data pool is created by generating samples
with different truncation parameters. Then, active learning approaches are adopted to
select informative synthetic samples among these samples in the data pool for model
training. The results show that the results are favorable, and the performance is more
stable compared to the baseline method and random selection of generated samples.

v



Keywords: active learning, dataset cleaning, image classification, synthetic sample
selection



0z

ENDOSKOPIK GORUNTU SINIFLANDIRILMASI iCIN AKTIF
OGRENME TABANLI SENTETIK VERI SECiMi

Inci, Alperen
Yiiksek Lisans, Cokluortam Bilisimi, Modelleme ve Simiilasyon Boliimii

Tez Yoneticisi: Prof. Dr. Alptekin Temizel

Eyliil 2022, [63]sayfa

Birgok insan, kronik bir iltihapli bagirsak hastalig1 olan Ulseratif Kolit (UK) hastali-
gina yakalanmaktadir. Hastalik kendini kalin bagirsakta iilser, iltihap ve yara olarak
gosterir. Uygun tedaviyi saglayabilmek i¢cin uzman bir hekimin hastaligin siddetini
belirlemesi gerekir. Ancak hastalifin siddeti konusunda siklikla kullanilmakta olan
Mayo puanlamasini belirlerken hekimler arasinda goriis ayrilig1 bulunmaktadir. Bu da
giivenilir ve otomatiklestirilmis yontemlere olan ihtiyaci beraberinde getirmektedir.
Hastaligin otomatik teshisi icin tibbi goriintiilemenin kullanildig: yontemlerin ortaya
konulmasina ragmen, tip alaninda verilerin etiketlenmesi i¢in uzmanlardan olusan bir
komitenin mutabakata varmasi gerekmektedir. Bu durum giirbiiz bir model egitimi
icin gereken veri miktarina ve cesitliligine ulasmay1 zorlastirir. Uretken veri artirma
yontemlerinin veri cesitliligini ve kalitesini artirdig1 kanitlanmig olsa da, dogrudan
sentetik orneklerin verisetine eklenmesi model performansina katkida bulunmayabi-
lir ve hatta performans diisiisiine neden olabilir. Uretilen 6rneklerin bazilar1 gercekgi
olmayabilir veya model tarafindan zaten 6grenilmis ve yiiksek skor ile tahmin ediliyor
olabilir. Bu tezde, sentetik goriintiilerden 6nerilen bir veri havuzunun olusturulmasi ve
bu havuzun bir altkiimesinin secilerek egitim i¢in kullanilmas1 onerilir. Havuz farklh
kesme parametrelerine sahip 6rneklerin iiretilmesi ile olusturulur. Daha sonra bu sen-
tetik veri havuzundan model egitimi i¢in kullanilacak bilgilendirici sentetik ornekleri
secmek icin aktif 6grenme yaklagimlari kullanilir. Sonuglar, temel yontemlere ve rast-
gele eklemeye gore performans artis1 gézlemlendigini ve performansin daha kararl
oldugunu gostermistir.

vi



Anahtar Kelimeler: aktif 6grenme, veriseti temizleme, goriintii siniflandirma, sentetik
ornek se¢cimi

vii



To my father

viii



ACKNOWLEDGMENTS

First of all, I would like to express my deepest gratitude to my supervisor Prof. Dr.
Alptekin Temizel for his invaluable guidance, patience, immerse knowledge, impor-
tant suggestions and feedbacks throughout my thesis study. His endless support, mo-
tivation and encouragement helped me in this process.

I would also like to thank dear committee members Prof. Dr. Cigdem Giindiiz Demir
and Assoc. Prof. Dr. Elif Siirer for their time, support, suggestions, helpful comments
and discussions that contributed to the development of this research. Thanks to their
valuable feedback and suggestions, I had the opportunity to improve my work and to
make this study better.

I want to express my deepest and greatest thanks to my family who have always
supported me throughout my life. Even though we were far away, they provided
their unflagging support, continuous encouragement, moral, and unconditional love.
Thanks to the opportunities and support they have offered me, I have now come to
these points.

I would like to thank Kuartis family very much for the opportunities, guidance and
support it has provided me. They always motivated me throughout my thesis. I
would like to thank The Scientific and Technological Research Council of Turkey
(TUBITAK), which always values and supports scientists, for their M.S. studies schol-
arship, BIDEB 2210.

I am also grateful to Oguz Hanoglu, Mert Caglar and Gorkem Polat, who did not spare
their help throughout the thesis, devoted their precious time to me and supported me.
I would also like to thank my dear friends Cem Giiltekin, Mehmetcan Soylemez and
Ismail Basarir for their valuable friendship, motivation, and encouragement. During
this process, they were always by my side and provided full support. I would like to
express my sincere thanks to my friend Deniz Sen, with whom I have been together
since the beginning of the master’s degree, for helping me whenever I needed and
befriending me in the courses we took together and in the thesis process.

Last but not least, my deepest gratitude goes to my girlfriend. Her love and support
provided me strength and motivation to achieve this goal. I express my sincere thanks
to her for always being there for me whenever I need.

iX



TABLE OF CONTENTS

ABS T RACT . ..o v
(oY vi
....................................................... viii
ACKNOWLEDGMENTS| . ... e ix
.............................................. X

LIST OF TABLES

(1.3 Contributions of the Study|. . . ...... ... .. ... ... ... . 3
(1.4 Organization of the Thesis|. .. ........ .. .. .. .. .. .. .. .. .. 4
................................................ 5
2.1 Active Learning| ........ .. .. .. . 5
[2.2  Generative Data Augmentation|. .. ............. ... ... .. ... ..... 8




[2.3  Combination of Generative Data Augmentation and Active Learning|. 9

[2.4  Data Augmentation| ............ ...ttt 10
2.4.1 Classical Data Augmentations|. .. ......................... 10
[2.4.2  Generative Data Augmentation and StyleGAN2-ADA|........ 11

[2.5  Active Learning Based Selection of Synthetic Images Generated with
GAN to Improve Classification Performance of EMS of Colonoscopy

Images|........ . 11

2.5.1 Ulcerative Colitis (UC)|. . ....... ... .. . i 11

[2.5.2  Colonoscopy (Endoscopy)|............cooiiiiiiiiL. 12

[2.5.3 Endoscopic Mayo Score|. . ........ ... .. .. i L 12

13

3 IMPLEMENTATION DETAILS AND EVALUATTION METRICS 15
[3.1  Synthetic Dataset Generation| .................................. 15
(3.2 Implementationdetails|. . ......... ... .. .. 15

18

4 METHODOLOGY] 21
21

@4.1.1 Labeled Images for Ulcerative Colitis (LIMUC) Dataset|. . . . .. 21

@4.1.2  Pre-processing of the LIMUC Dataset| . .................... 22

“4.1.3  Generation of Subsets of LIMUC Dataset| . ................. 23

4.2 Traming Procedure]. ....... ... .. 30
4.3  Dataset Cleaning|. .. ... ... . i 31
4.3.1 Confidence Threshold (CT)[............ ... ... ... ... ...... 32

xi



4.3.2 False Prediction Elimination (FPE)[. ................. ... ... 35

4.4 Active Learning Methods| ........ ... .. ... i 36
“.4.1 Entropy|. .. ... 37
MA42  Margin| . ... . 38
443  WeightedMarginl|. ............ ... .. ... ... ... ... ..., 38
.44  NeighborMargin|............. ... ... .. ... ... ... ... 38
4.4.5 [ T P 39
4.4.6  Weighted Margin + Diversity Promotion| . .................. 40

> RESULTS AND DISCUSSION 41

[5.1  Fine-tuning Experiments|............ .. .. ... . i 42

[5.1.1 Experiments on the Subset of 50 Real Images 1n Each Class|. .. 43

[5.2  Experiments on the Subset of 100 Images in Each Class|............ 46
[5.3  From-scratch Experiments|............... ... .. ............... 48
[5.3.1 Experiments on the Subset of 50 real images per class|. . ... ... 48

[5.3.2  Experiments on the Subset of 100 Real Images Per Class| . . . .. 50

52

6 CONCLUSION AND FUTURE WORKI 55
REFERENCES| ... 57

xii



LIST OF TABLES

Tablell _ Class distributions in LIMUC dataset........................... 22
Table 2 Class distributions of final dataset (1mages with instruments elimi- |
[ nated).| ... 23
Table3  Nomenclatures for following charts and tables.| .................. 41

Tabled  Comparison of WM and NM 1n terms of Quadratic Weighted Kappa

| Scores in percentage, (Bsg — 68.0, B1gp = 74.0) .« o vvvoevrneennnannn. 42
Table|S  Comparison of WM and NM 1n terms of F1 Scores in percentage, |
| (B50 = 543, Bl()() == 595)' ....................................... 42
Table 6 QWK and FI Scores for WM 1n percentage (50 real images per |
| ¢ ass) (QWK : B50 = 680, F1: B50 = 543)' ...................... 43
Table [/ QWK Scores for fine-tuning in percentage (50 Real Images Per |
| Class) (Bsg = 68.0).] « o oo 45
Table |8  FI Score for fine-tuning in percentage (50 real images per class) |
| (:850 == 543)' ................................................... 45

Table |9 F1 and QWK Scores for WM 1n percentage (100 real images per |
class) QWK : BlOO = 74.6, F1: BlOO = 595)' ..................... 46

Table 10 QWK scores for fine-tuning in percentage (100 real images per |

class), (QWK : B1go = 74.6).) c oo 48

Table|I1 Fl1 scores for fine-tuning in percentage (100 real images per class), |

(F]_ : B100 = 595)' .............................................. 48

Table (12 QWK scores for from-scratch in percentage (50 real 1mages per |

C ass), (QWK . B50 = 680)' ..................................... 50

Table|[13 F1 scores for from-scratch in percentage (50 real images per class),

(F]_ : B50 = 543)' ............................................... 50

Table [14 QWK scores for from-scratch in percentage (100 real images per

class), QWK : B1go = 74.6).f .o 52

Table (L5 F1 scores for from-scratch in percentage (100 real images per class),

(FL:B1g0 = 59.5)] -« « v veeee e e e e e e e 52

xiil



Table(16 Performance improvements of our approach over other methods|.... 55

X1V



LIST OF FIGURES

Figure|l Example colonoscopy 1mages with increasing EMS from O to 3, |
| lefttoright.) ... ... . 12
Figure |2 Example 1mages from LIMUC dataset with Endoscopic Mayo |
| Scores of 0,1,2 and 3 (from left toright)]. .......................... 21
Figure |3 Example images with instruments and overlayed markings from |

............................................... 22
Figure |4 Example images from LIMUC dataset after pre-processing.|. . . .. 23
Figure |5 Example T-SNE plots with different truncation parameters.| . . . .. 26
Figure |5 Example T-SNE plots with different truncation parameters.| . . . .. 27
Figure |5 Example T-SNE plots with different truncation parameters.| . . . .. 28
Figure |6 Generated samples from Collective Dataset with different trun- |
| cation parameters for 50 real images perclass)...................... 29
Figure |/ Entropy vs Confidence Score of Synthetic Samples.| ........... 33
Figure |8 Examples that are eliminated using confidence threshold.|. . ... .. 33
Figure |9 Distribution of eliminated samples with confidence threshold 0.4.| 34
Figure (10 Distribution of eliminated samples with false prediction elimi- |
[ NALIOMLS .« . v ettt e e e e e 35
Figure [10 Distribution of eliminated samples with false prediction elimi- |
[ nation] ..o 36
Figure|l1 QWK Scores for fine-tuning (50 real images per class), (QWK : |
| B50 = 680)' .................................................. 44
Figure |12 F1 scores for fine-tuning (50 Real Images Per Class), (F1 : |
| Bso = 54.3) o 44
Figure|13 QWK scores for fine-tuning (100 real images per class), (QWK : |
| Bioo = T4.6) . o 47
Figure|14 F1 cores for fine-tuning (100 real images per class), (F1 : B1go = |
| 59.5) e 47

XV



Figure|15 QWK scores for from-scratch (50 real images per class), (QWK : |

| B50 == 680)' .................................................. 49
Figure |16 F1 scores for from-scratch (50 real images per class), (F1 : |
| B50 — 543)' .................................................. 49
Figure(17 QWK scores for from-scratch (100 real images per class), ( QWK : |
| Bioo = 74.6). oo 51
Figure |18 F1 scores for from-scratch (100 real images per class), (F1 : |
| B100 - 595)' ................................................. 51

Xvi



Al
ADA
BADGE
BvSB
CGAN
DAAL
EMS
GAAL
GAN
GMM
IBD
LIMUC
LL
MAE
MNIST
PCA
QWK
RSS
SDA
T-SNE
ucC

VAAL

LIST OF ABBREVIATIONS

Active Learning

Adaptive Discriminator Augmentation

Batch Active learning by Diverse Gradient Embeddings
Best versus Second Best

Conditional Generative Adversarial Networks
Dual Adversarial Network

Endoscopic Mayo Score

Generative Adversarial Active Learning
Generative Adversarial Network

Gaussian Mixture Models

Inflammatory Bowel Disease

Labeled Images for Ulcerative Colitis
Learning Loss

Mean Absolute Error

Modified National Institute of Standards and Technology
Principal Component Analysis

Quadratic Weighted Kappa

Random Subset Selection

Stochastic Discriminator Augmentation
t-distributed Stochastic Neighbor Embedding
Ulcerative Colitis

Variational Adversarial Active Learning

Xvii



VAE Variational AutoEncoder
WANDB Weight and Biases

WGAN Wasserstein Generative Adversarial Networks

xXviii



CHAPTER 1

INTRODUCTION

The impressive development of deep learning in the field of computer vision has been
the solution to many problems. Deep learning offers various solutions to problems
with its many sub-branches, such as supervised, unsupervised, semi-supervised, and
reinforcement learning.

Supervised learning, one of the most common deep learning applications, provides
very successful results in many areas, such as object detection and classification. Al-
though deep learning methods can vary according to the difficulty of the task, they
usually require a large amount of data to achieve satisfactory performance and con-
verge the models, so they are known as greedy to data [[1]. Therefore, supervised
learning owes its success to a large amount of high-quality data that can be easily
found and annotated in many fields.

The widespread of supervised learning has brought along the effort to find solutions
to the problems in the medical field. Reliable and robust techniques are required
to employ these algorithms in the field of medical imaging and to assist physicians.
However, the fact that the models need a large number of data makes this situation
even more difficult in the medical field. This problem arises since data labeling re-
quires expert judgment, even unanimous decisions of experts, and data in the medical
area is sensitive. This emphasizes the necessity of unanimous decision in this field.
Ulcerative Colitis (UC), which may cause ulcers in the colon, which is the subject of
this thesis, can be given as an example. The degree of disease is determined by the
Endoscopic Mayo Score (EMS) [2], widely used in the literature. On the EMS score,
while Mayo 0 means no disease, Mayo 1, Mayo 2, and Mayo 3 indicate an increasing
degree of disease. Cohen’s Kappa value considers the possibility of an agreement by
chance. Vashist et al. [3] found the Cohen’s Kappa value £ = 0.45 for non-experts
and £ = 0.71 for experts, indicating moderate and substantial reliability, respectively.

Deep learning researchers have conducted various studies to solve the problem of data
deficiency. The classical data augmentation is the most widely used method, which is
now added to every trained scheme as default. These methods aim to increase model
performance, generalization capacity, and robustness by applying various transforma-
tions to the image. Generative Adversarial Networks, which can be defined as a more
advanced data augmentation, can increase data diversity and extract extra information
from the existing data. The drawback of Generative Adversarial Networks is the need



for a large amount of data for training. Karras et al. [4]] proposed StyleGAN2-ADA,
which is capable of training GANs with fewer data.

Caglar applied the StyleGAN2-ADA approach to the Labeled Images for Ulcerative
Colitis (LIMUC) Dataset [5] to generate synthetic samples in his thesis. Generated
samples are used to extend the training set for image classification. The results show
that it is possible to improve classification performance by training StyleGAN2-ADA
with a very less amount of data, which is only 50. The effectiveness of the applied
strategy is proven on subsets with a different number of samples on the LIMUC
dataset. Even though training GANs contributed to an improvement in the classi-
fication performance, fluctuation and instability in the performance still remain an
open question. The generated synthetic samples are directly added to the training set,
and no selection mechanism is applied to the samples. The samples may be predicted
by the model with very high confidence or may be unrealistic. These samples may
have a destructive effect on the model training instead of contributing.

Active learning approaches aim to maximize model performance in a cost-efficient
way. Selecting informative samples provides better performance with reduced label-
ing costs. These methods can be applied to choose synthetic samples to enlarge the
training set. However, active learning strategies are prone to select outliers. Karam-
cheti et al. [6] show that random selection performs better than eight active learning
strategies in 4 different datasets. This emphasizes the importance of the synthetic
sample selection strategy since GANs frequently produce outliers.

This thesis takes Caglar’s work [7]] as a baseline and tries to select synthetic examples
wisely to guarantee performance improvement.



1.1 Research Questions

Generative data augmentation methods are capable of generating realistic samples
with small datasets. The effectiveness of using generative data augmentation to im-
prove image classification performance in small datasets is also proven. Can the
performance be further increased by wisely selecting samples using active learning?

1.2 Motivation

Active learning strategies in this thesis can be applied to select more informative syn-
thetic samples to improve image classification performance. Extending the training
dataset with wisely selected samples instead of randomly selected yields better image
classification performance.

The recognition of the severity of the disease is crucial for physicians to administer
appropriate treatment for UC disease. This diagnosis and treatment protect patients
from undesired short-long term potentially fatal effects of the disease. Improving the
performance of the model decreases the need for additional labeled data and may
contribute to guiding the non-experts physicians, saving expert physicians time. In
addition to this, stable and robust results provide more reliable systems, which make
technology automatized and expand usage areas faster.

In this thesis, we aim to increase the image classification performance by active learn-
ing strategies on a small size dataset to save physicians time reserved for annotations.

1.3 Contributions of the Study

Our contributions in this thesis are as follows:

Firstly, we create a large pool that consists of synthetic samples generated with dif-
ferent truncation parameters to have images with different properties.

Secondly, we apply active learning strategies in the literature to select synthetic sam-
ples in a more informed fashion.

Thirdly, a different selection method, namely Weighted Margin is proposed.

Fourthly, dataset cleaning is applied to remove the samples that may negatively affect
the model training.

Finally, a diversity-based approach is adopted to further increase performance by
solving the overlapping problem.



1.4 Organization of the Thesis

The thesis is organized as follows; firstly, in Chapter 2, the necessary background
about active learning, generative data augmentation and the medical context of the
problem is provided. In Chapter 3, implementation details of the algorithms and eval-
uation metrics are introduced. Then, in Chapter 4, the dataset used for the problem,
pre-processing steps, active learning strategies are explained. Later, in Chapter 5,
experimental results are shared and discussed. Finally, in Chapter 6, conclusion is
given, and proposed future works are shared for later studies.



CHAPTER 2

RELATED WORK

In this thesis, Active Learning (AL) methods are used to choose synthetic examples
generated by a Generative Data Augmentation algorithm with an aim to improve the
Endoscopic Mayo Score (EMS) classification performance of Ulcerative Colitis (UC)
disease.

This chapter provides a background on the problem and related methods. Firstly,
the literature on active learning strategies, which aims to find the most informative
samples, is introduced. Then, Generative Data Augmentation techniques used in the
medical image domain are mentioned, and methods in which Active Learning and
Generative Data Augmentation methods are used together to both reduce the need
for labeling and increase model performance are described. This is followed by a
brief introduction on classical data augmentation techniques and StyleGAN2-ADA
[4] which is the Generative Data Augmentation used in [[7] that forms the basis of this
thesis. Finally, the Ulcerative Colitis (UC) disease dataset used throughout this thesis
is explained.

2.1 Active Learning

Deep learning methods are greedy for data, and conventional supervised methods
need large amounts of data to converge and optimize many parameters [1/]. However,
in many cases, it may be difficult to obtain more that, and it may not be feasible to
annotate the whole available data, especially if the amount of data keeps growing or
the annotation requires special expertise such as specific medical knowledge. While
the use of medical imaging for medical diagnosis is becoming widespread, there is an
increasing need for reliable, automated methods, especially considering the limited
number of specialized radiologists who could interpret them [8]. Generating ground
truth annotations requires a unanimous decision of a committee of expert annotators,
especially in safety-critical domains, increasing the annotation cost and time. There-
fore, it is desired to have automated ways to select informative samples for labeling.

Active learning is a set of strategies that attempts to maximize model performance
while annotating as few samples as possible, resulting in reduced labeling cost and
better performance with fewer samples. As such, active learning aims to fill this gap
(1 9]



Joshi et al. [10] developed a simple yet efficient method for multi-class classification
problems based on the difference between the best and the second-best prediction
probabilities named as Margin or Best versus Second Best (BvSB) to estimate un-
certainty. They compared their results with random sampling and entropy sampling,
which uses Shannon entropy [11] to select uncertain samples. They emphasized why
entropy measurement is not suitable for a multi-class classification problem under the
assumption that the initial training set is large enough to make a good estimation.
For a ten-class classification problem, they showed that the entropy score of a sample
that is highly confused between two classes might be lower than a sample for which
the model is relatively more confident about its class because of the probabilities of
other classes, which are relatively unimportant. Therefore, they suggested the margin
method that outperforms entropy and random for multi-class classification problems.

Sener et al. [[12] introduced a method that chooses a small subset of the dataset
instead of using the whole dataset. The proposed method chooses diverse samples
by finding k-centers, which have the maximum distance from other data points to
achieve competitive performance with the whole dataset.

Thapa et al. [13] applied active learning to select discriminative and diverse samples
for semantic segmentation of polyps and depth estimation tasks. Utilization of a
pre-trained model rather than PCA [14] to extract features allows for selecting task-
aware samples. The combination of the Coreset [[12] approach and margin uncertainty
[10] provided promising results in terms of the mean intersection of union for the
segmentation task and the root mean square error for the depth estimation task.

Label noise is a common problem in machine learning, leading to poor model per-
formance. While relabeling the dataset samples may solve the problem, relabeling
the entire dataset may not be possible in practice, especially in cases where there is a
need for expert labelers such as a specialist medical doctor. Since relabelling budget
is usually limited, it is preferable to choose re-annotation samples wisely. Bernhardt
et al. [13] benefited from active learning for label cleaning. Cross-entropy loss was
used to estimate the noisy samples. The ambiguity of the samples measured with
entropy is used to penalize the loss to select over-confident mislabeled samples.

Gal et al. [16] used a regularization technique, Dropout [[17]], to estimate uncertainties.
A model was trained with dropout layers placed before each weight layer. Mutual in-
formation was computed after multi-forward pass with activated dropout layers at test
time. Beluch et al. [18] gathered a committee by training five classification networks
with the same architecture but different initialization instead of using dropout layers
for the committee. State-of-the-art results were reported emphasizing the power of
ensemble knowledge. However, the ensemble of multiple models is computationally
inefficient since many models need to be trained from scratch and tested. In addi-
tion, multiple forward passes are required to get multiple inferences. Choi et al. [19]
estimated uncertainty by using Gaussian Mixture Models. They designed the classifi-
cation and the localization heads of their object detection network to give probabilistic
outputs instead of deterministic outputs as in the conventional object detection net-
works [20, 21, 22]. They predicted the weights, variances and means of mixtures
which are used to estimate uncertainty and model output parameters.



Neural network models are likely to generate a high loss on uncertain samples and
wrong predictions. Since this knowledge can be used to estimate informative sam-
ples, Yoo et al. [23] proposed adding a Learning Loss (LL) module to the network,
which learns to predict the loss of unlabeled samples. Directly enlarging the dataset
with top uncertain samples leads to a collection of similar samples, so the proposed
method firstly selects a random subset. Then, the module can suggest that the model is
likely to make a wrong decision and highly informative sample by predicting a target
loss for unlabeled samples using features of several layers. Although uncertainty-
based methods succeed in determining where the model has difficulty in deciding,
they are prone to choose nearly identical samples and suffer from overlapping prob-
lem. Random subset selection (RSS) used in [23] is simple but not the best method
since it does not consider the similarity between samples. Therefore, the overlapping
problem still may occur. Wang et al. [24] proved the effectiveness of random subset
selection by removing RSS from LL. Instead of RSS, they propose a combination of
score network, Variational AutoEncoder (VAE) and 2 different discriminators, which
construct a dual adversarial network (DAAL). The score network takes the features
generated by the task model and generates informativeness scores to assign weight to
features. Discriminators separate out the samples with high uncertainty representative
using encoded and reconstructed weighted features via VAE.

Sinha et al. [25] trained a Variational AutoEncoder (VAE) to select unlabeled sam-
ples which are sufficiently different from the labeled samples in the latent space.
VAE discriminates the labeled and unlabeled data to find the most representative
samples from the unlabeled data pool. Even though data-distribution-based meth-
ods may yield good performance, under-exploiting the general structure of the task
may harm the model by choosing points with little information. On the other hand,
uncertainty-based methods such as the ones proposed in [26} 10, 23] disregard the data
distribution. The method proposed in [25] is further improved in [27] by integration
of a learning-loss module [23]] combined with the "ranker" concept in RankCGAN
[28]] which focus on relative loss ranking more than the exact value of the loss into
Variational Adversarial Active Learning (VAAL) to reach state-of-the-art results.

Citovsky et al. [29] suggested the Cluster-Margin algorithm to address the lack of
information in case of using uncertainty and diversity-based algorithms separately.
Firstly, a subset of unlabelled samples is selected according to the margin uncertainty
score, which is the difference between the largest two class probabilities. Then, a
smaller subset is selected, promoting diversity from the chosen subset according to
the uncertainty scores. However, this may create batches with similar examples, re-
sulting in overlapping problems. Besides, diversity-promoting algorithms might fail
with small batch sizes while succeeding with large batch sizes. This causes variable
results according to design parameters in practical applications. Ash et al. [30] used
gradient embeddings of the unlabelled pool, which involve information both hidden
representation and uncertainty to form a diverse informative set. The method named
Batch Active learning by Diverse Gradient Embeddings (BADGE) firstly computes
the gradients of the last feature layer whose magnitude indicates the uncertainty using
a hypothetical label. Then, comprise a diverse set of samples K-MEANS++ [31] using
the distance of gradient embeddings.



Active learning strategies are generally evaluated on balanced datasets such as [32,
33 even though in real-world scenarios data distributions are generally imbalanced.
Using active learning strategies directly may promote class imbalance and result in
sub-optimal classifiers. Bengar et al. [34] propose a method that considers class-
balancing for both diversity and uncertainty approaches.

The efficiency of active learning is proven in many fields, such as image classification
and object detection. Haussmann et al. [35] showed that using the whole dataset may
lead to worse results, supporting the importance of selection of informative samples,
in addition to reduced labeling efforts. They even propound that reusing informa-
tive samples rather than including all of the samples of unlabeled pool empowers the
models. However, it is risky to completely rely on active learning strategies to work
well since they are prone to collect outliers. Karamcheti et al. [6]] exposed that ran-
dom selection beats out eight different active learning strategies on a visual question
answering task with extensive experiments on five models and four datasets. A re-
markable boost in the performance of active learning was also reported as the number
of outliers decreases. These observations highlight the importance of choosing the
synthetic data produced with GANs wisely, considering outliers can frequently be
generated by GAN .

2.2 Generative Data Augmentation

In the field of medical image analysis, the limited number of data, the need for ex-
perts for labeling, and the difficulty of engaging experts for labeling due to their busy
schedules have forced researchers to find various methods to train robust models.
Generative Data Augmentation is one of the hot topics that helps increase the limited
data size with the help of synthetically generated data.

Frid-Adar et al. [36] used classical data augmentation methods to improve the per-
formance and reported the effects of using synthetic data over baseline obtained with
classical data augmentation methods. Results were supported by visualizations ob-
tained by the t-distributed stochastic neighbor embedding (t-SNE) algorithm, which
enables embedding high-dimensional data to lower-dimensional space that is two-
dimensional in this case.

Caglar [7] used Generative Adversarial Network (GAN) in their work to extend lim-
ited data size in Ulcerative Colitis (UC) disease problem and reported improvement
in the performance over baseline classification models by combining classical data
augmentation methods and synthetic samples. The synthetic samples were generated
by Adaptive Discriminator Augmentation (ADA) [4] which is specialized for limited
data. Extensive experiments using subsets of the dataset comprised of the different
number of samples and design parameters are examined to enhance the dataset quality
and model performance.



2.3 Combination of Generative Data Augmentation and Active Learning

Since the generative models combining two neural nets contesting each other to gen-
erate realistic images introduced by Goodfellow et al. [37], they have found several
uses in a vast array of applications. As mentioned in Section[2.1] active learning en-
ables models to be trained with less data more effectively and reduces the need for
labeling efforts. Based on this idea, methods that use both active learning and gen-
erative adversarial networks have been proposed to generate synthetic samples, and
select the most informative ones among them have been proposed recently.

Active learning loop includes training a model with labeled samples, inference on
unlabeled pool to select informative samples, and sending them for annotation. How-
ever, the unlabeled pool may contain similar or uninformative samples, and the model
developer may not have any control over the unlabelled pool. Zhu et al. [38] devel-
oped a method called Generative Adversarial Active Learning (GAAL) to generate
informative synthetic samples to replace unlabeled real samples. Instead of using
samples from an unlabelled pool, they used synthetic samples that are generated to
be labeled by an oracle until the labeling budget is exceeded. Even though their per-
formance does not always outperform other active learning strategies, they stated that
the method has the power to compete or even beat fully supervised schemes in some
cases. Mayer et al. [39] stated GAN based AL methods are usually developed and
tested in simple datasets, and random sample selection does better than GAAL. Their
method uses generated uncertain samples to select the most informative samples from
an unlabeled pool by searching for the most similar one rather than enlarging the
dataset with synthetics.

Huijser et al. [40] presented a new annotation method. The method generates syn-
thetic samples along a 1-dimensional line using latent space representation obtained
by pre-trained GAN. Annotators are asked to select the boundary point where sam-
ples change class. Even though the method outperforms uncertainty-based sampling
methods, it is not easily applicable to data that cannot be visualized. According to this
paper, the method is highly dependent on the quality of GANSs to reach competitive
or better performance with the literature and may fail otherwise.

The shortcoming of the methods above is that they are still dependent on human an-
notators. On the other hand, Conditional Generative Adversarial Networks (CGAN)
[41] allow generating samples alongside with their corresponding labels. CGANs
generate synthetic data with given auxiliary information. Dwarikanath et al. [42]
used CGANSs to generate chest X-ray images with different class characteristics for
both classification and segmentation tasks in the first step of their work. In the sec-
ond step, they utilized a Bayesian neural network to select informative samples using
uncertainty scores. Results indicate the same performance with 35% of the original
dataset, which corresponds to less annotation effort and time. Kong et al. [43] state
that most of the generated samples in CGANS fit well to class distributions. However,
discriminative features lie on the class boundaries. The proposed method uses an ex-
ternal reward system that hinges on uncertainty measurement based on the smallest
margin [[10], and entropy [11] to promote informativeness.
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In order to synthesize informative anomaly samples, Duran [44]] emphasized the lack
of enough anomaly data to train an accurate model in the literature and adapted
[45] which is an improved version of Wasserstein Generative Adversarial Networks
(WGAN) [46]]. In another work, Liu et al. [47] applied generative adversarial active
learning strategy to outlier detection and extended their work with multiple generators
to solve the mode-collapse problem.

2.4 Data Augmentation

The performance of image classification models is highly dependent on the quality
and quantity of data. However, it may not be possible to obtain sufficient data to
satisfactorily train a deep model in many cases, such as in medical imaging [48]].
With the lack of training data, a model cannot generalize well to the unseen data,
and it might overfit [49]]. A straightforward way to deal with this problem is using
Data Augmentation. Data augmentation is a set of techniques used to enhance data
quality and increase the amount of data by generating new data points from existing
data. This process can be examined in two groups, Classical Data Augmentation and
Generative Data Augmentation.

24.1 Classical Data Augmentations

Classical data augmentation is a simple yet efficient set of techniques that generates
slightly different samples by applying various methods to enhance data variance and
improve the model stability, generalization ability and performance. While there is
a myriad of methods since the usage of classical augmentation methods has rapidly
increased with the widespread use of deep learning methods, some commonly used
data augmentation techniques are as follows:

Saturation, Brightness, Contrast

Translation, Scaling, Rotation, Flipping, Cropping
Adding noise, Color jittering

CutOut [S0], Mixup [51]], Cutmix [52]

Different augmentation methods yield variable results on different datasets. A pop-
ular library, Albumentations developed by Buslaev et al. [53]] includes more than 70
augmentation methods. The same procedure used in [7]], which uses random rotation
and random horizontal flip for consistency, is followed in this work. It has to be noted
that finding the best classical data augmentation methods by experimenting with an
extensive collection of augmentations and finding a subset that works best with them
is not the scope of this thesis.
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2.4.2 Generative Data Augmentation and StyleGAN2-ADA

Access to sufficient amounts of labeled data is a crucial problem, especially in medi-
cal imaging. Obtaining and labeling medical images require domain experts’ time and
effort. Generative Adversarial Networks allow a convenient way to increase data di-
versity and expose additional information from labeled set [S4]. However, generative
models usually need a large amount of data to converge to generate realistic synthetic
images. Karras et al. [4] developed StyleGAN2-ADA to allow GANSs to be trained
with a small amount of data. Caglar [7] proved this StyleGAN2-ADA architecture is
suitable for medical imaging cases and how the additional information from GANs
contributes to the model performance. This thesis will use GAN models with the best
Fréchet Inception Distance (FID) score obtained by Caglar [7] to generate synthetic
samples. Here StyleGAN2-ADA approach will be explained briefly.

In Generative Adversarial Networks, the Generator learns to produce data while the
Discriminator learns to classify whether data comes from the Generator or a real set
of training data. The main problem of GANSs trained with small amounts of data is
the Discriminator to prone to diverge, resulting in overfitting of training. Data aug-
mentation methods such as rotation and color transformations are the most common
ways of avoiding overfitting in classification. Data augmentation can be applied to
the output of the Generator, however, it is not aware whether the augmentations come
from the natural distribution or not. Therefore, the Generator will start to produce
augmented data besides the realistic data, named as leaking augmentations [55]. This
is an undesirable side-effect as it will also generate samples from the augmented dis-
tribution.

Karras et al.[4] proposed Stochastic Discriminator Augmentation (SDA), where the
Discriminator only sees the augmented images obtained from the Generator and orig-
inal training images to direct the Generator to generate only clean images (i.e., from
the original distribution). They also proposed Adaptive Discriminator Augmentation
(ADA), the dynamic control scheme for the magnitude of the probability of augmen-
tation. They defined a set of augmentation methods initialized with equal probability.
Proposed two novel heuristics to measure overfitting value allows them to control
augmentation strength. The augmentation strength is adjusted by decrementing or
incrementing, considering the overfitting measurement. This novel method allowed
to train GANs with small size datasets to reach acceptable FID [S56] scores.

2.5 Active Learning Based Selection of Synthetic Images Generated with GAN
to Improve Classification Performance of EMS of Colonoscopy Images

2.5.1 Ulcerative Colitis (UC)

Many people suffer from Ulcerative Colitis (UC), which is a chronic inflammatory
bowel disease. UC exhibits itself as ulcers, inflammation, and sores in the colon UC,
which can be seen for clinical, endoscopic and genetic reasons, affects the mucosal
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structure in the colon. The diagnosis and identification of the disease level are crit-
ical to initiate appropriate treatment, which protects the patient from the effects of
uncontrollable bleeding and cancer which can even be fatal [57, 3]].

2.5.2 Colonoscopy (Endoscopy)

Endoscopy examines organs with bendable devices equipped with cameras and light
sources. Examination of the large intestine with this method is called colonoscopy.
During this non-surgical operation, a camera connected to the endoscopy device al-
lows experts to diagnose mucosal diseases and record them for later examination.

Endoscopic imaging is an effective method to determine the level of Ulcerative Col-
itis disease [58]], whose essential symptoms such as intestinal mucosal damage can
be qualified and quantified using the findings. Furthermore, endoscopic imaging en-
ables disease activity to be measured, which plays a critical role in the systematic
measurement of disease activity for the proper treatment [59} (60]]

2.5.3 Endoscopic Mayo Score

UC disease can generally be detected and evaluated by taking images by colonoscopy.
There are different scores in the literature to determine the degree of the disease [61]]
such as Ulcerative Colitis Endoscopic Index of Severity (UCEIS) [62], Rachmilewitz
Endoscopic score [63], Modified Mayo Clinic Endoscopic Subscore [64], Endoscopic
Activity Index [65] and Endoscopic Mayo Score (Mayo Clinic Endoscopic Subscore)
[66]. Among them, the most common and reliable one to rate disease is considered
as Endoscopic Mayo Score [2].

The Colonoscopy Imaging dataset [5] in our case contains images of 4 different
classes adjusted for the Endoscopic Mayo Score. EMS is defined as ordinal values,
which show the disease level, 0,1,2,3 means healthy, mild disease, moderate disease
and severe disease, respectively. As the severity of the disease increase, how the de-
terioration of the colon mucosa increases, bleeding and ulceration begins is shown in

Figure[I]

Figure 1: Example colonoscopy images with increasing EMS from O to 3, left to right.
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2.5.4 Remission Score

Inflammatory bowel diseases are classified according to the severity of the disease and
a treatment method is followed accordingly. Although there are different studies on
grading the severity of the diseases in the literature, the recovery status of the disease
has not been clearly defined [67]. In addition, label errors in the data, and indecision
among specialist doctors, revealed a different classification that doctors often use,
named Remission [7]]. Therefore, Mayo-0 and Mayo-1 healthy individuals and mild
cases are grouped together, while the severe cases Mayo-2 and Mayo-3 are grouped
together according to the Remission score. The results considering Remission Score
will also be shared throughout the thesis.

In many different applications in endoscopic imaging, computer-aided approaches
are proven to be successful such as endoscopic artefact detection, polyp detection and
endoscopic disease severity classification [68} 169, 70, [71, [72, [73]. The artifact and
polyp detection tasks help physicians not to overlook the problematic regions and
examine them in more detail. On the other hand, determining the severity of UC dis-
ease plays a critical role in predicting the possible future consequences of the disease
and taking precautions. The treatment method is selected according to this severity
and planned recovery. Moreover, the variability in the symptoms of UC in individ-
uals makes it challenging to determine the correct disease severity, which causes a
significant variability between the decisions of physicians and the application of the
suitable treatment method [74]. In the studies conducted to measure the reliability of
disease severity among the evaluators’ decisions, the Cohen’s Kappa value % which
also considers the possibility of an agreement by chance, was found to be k=0.45 for
non-experts and k=0.71 for experts which means moderate and substantial reliability
respectively [3]. Variability of decisions shows the necessity of objective evaluation
for reliability and reproducibility. In this thesis, our aim is to select the most informa-
tive data to minimize the time spent by experts, obtain reliable and accurate results.
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CHAPTER 3

IMPLEMENTATION DETAILS AND EVALUATION METRICS

3.1 Synthetic Dataset Generation

With the widespread use of medical imaging and the proven success of deep learning
in areas such as image classification and segmentation, use of deep learning in the
medical field has also been increasing. This brings the need for labeled data to train
robust models. The need for specialists to label data in the medical field are factors
that limit the progress of success in this field and the growth of labeled data. The
fact that even experts in diseases such as UC have difficulty in making unanimous
decision shows the importance of training robust models with low amount of data.

Caglar [7] trained StyleGAN2-ADA[4] which is a Generative Adversarial Network
to generate synthetic samples. Experiments were done using the truncation param-
eters 0.5,0.7,1.0,1.2,1.5,2.0, which controls the diversity of the samples. Caglar
demonstrated that there is no single best truncation value in order to get the best clas-
sification score. In each subset, a different truncation value resulted in the best F1
score. Therefore, we create a data pool with 180.000 images by generating 60.000
images with each truncation values 0.5, 1.2, 2.0. While 0.5 value was selected to ob-
tain samples that come from in distribution, value of 2.0 was selected to obtain diverse
samples and 1.2 was a balance between them. Informative samples are selected using
uncertainty score before training. Results show that samples that were generated with
different truncation values are chosen by active learning approaches and contribute to
the model training. Detailed explanation is given in Section4.1.3

3.2 Implementation details

Implementations in this thesis have been done using Python [75] language and Py-
Torch [76] framework. Caglar [7] created subsets with 50 x n images in each class
to train the generative model. A total of 10 different size subsets have been generated
using n = 1..10. StyleGAN2-ADA [4] has been adopted as the GAN model and
Resnet18 [77] as the image classification model. Experiments have been logged and
tracked with the help of Weight and Biases (WANDB) framework [78]].
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For the evaluation of the results, two subsets having 50 and 100 images per class
respectively, have been used. Since our focus is to improve the performance with
limited data these subsets of having limited number of training images have been
selected.

Development and training of the models have been done on a DGX1 machine with 8
V100 GPUs and a workstation with 2 RTX 3080 GPUs.

Two different training procedures, fine-tuning and training from-scratch, has been
followed, details of which are given in Algorithm Active learning approaches
have been used to select the samples for which the model is uncertain. Since the
uncertain samples are determined according to the last trained model at each step, it
is better to keep the model train from that point. For the fine-tuning approach, the
classification model is initialized with the weights of the baseline model in the first
step. It means that all of the methods start from the same initial point. It reduces
the randomness effect on the results, thus, providing a better comparison between
methods. Instead of estimating boundary points from the beginning, the model is
trained with relatively easy samples, which are the real ones. Then, the model is
tuned with uncertain samples, which lie on the class boundaries.

In our training procedure, the total number of synthetic samples added to the training
set is larger than real ones. In total, 4 times as many synthetic samples as the real
samples in the training set are added. However, fine-tuning may fail if the model con-
verges to a local minimum. Since the learning rate is decreased during fine-tuning,
the model may not reach a global minimum. Therefore, the contribution of the syn-
thetic samples might be limited. To validate this idea, we trained a baseline model
from real samples. Then, the model is trained either fine-tuning or from scratch by
adding new real samples. From-scratch training resulted in a better classification
score. Therefore, we decided to use both training procedures to evaluate our results.

1 2 60000
Sos = {a'd, w0 xys ")
1 2 60000
812:{151(2),271(2),1'1(2 )}
1 2 60000
Sa0 = {xé(37 IQ(O)v xéO )}
S =85US12US20

o))

Creation of the synthetic data pool is explained in Equation[I} where z are the samples
and S, are the generated synthetic sample sets with truncation value «. « is selected
as 0.5, 1.2 and 2.0. The synthetic data pool &* is the union of those subsets. Since
the same number of synthetic samples are created for each class, $* includes 45000
images per class with a total of 180000 images.

Ry = {z', 2%, ..., V%) where N = 50,100 (2)
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Subsets of real images Ry are defined as in Equation [2, where C' is the number of
classes and N corresponds to the number of samples per class. C' is selected as 4
according to Endoscopic Mayo Score in the LIMUC dataset [3]].

Algorithm 1 Model training

Definitions :

N : Number of samples in a class
C' : Number of classes

L : Training set

S§* @ Synthetic data pool

Ry : Subset of real images

L=TRn
fork < 0toN x C'x4by2x N do
Set the learning rate [ to initial value
if from scratch then
Initialize classifier f;
else fine tune
Initialize classifier f to the best fi_ yx2
Set the learning rate to [r = {r/10
end if
Train a classifier f;, from £
Select the most informative N /2 instances per class using fi, corresponding to
a total of 2 x N instances {z*} € §*
L+ LU{z*}
S+ S\ {z*}
end for

T-distributed Stochastic Neighbor Embedding (T-SNE) [79] plots have been created
for visual analysis of samples after each training session. T-SNE maps image features
to 2D space by minimizing Kullback-Leiber (KL) divergence.

Visualizations of T-SNE are obtained according to the following procedure.

e The Last layer of ResNet18 model is removed to obtain features.

e A model, which is trained using all of the real images in the training set, is used
for feature creation.

e Using the features both from synthetic and real samples, 2D coordinates of
features is computed with the help of T-SNE algorithm.

e 2D coordinates are saved and used as a look-up table for later experiments.

e After each run, the coordinates belonging to the images used in that run are
shown in a figure.

Since T-SNE minimizes the cost function according to pairwise similarities, the look-
up table of 2D coordinates is created to obtain a consistent plot.
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3.3 C(lassification Metrics

Each experiment has been run 10 times and results have been obtained by taking the
average results of 10 runs. Training samples must be fixed at each run since generative
models were trained on those samples. Therefore, classification results are obtained
by taking the average of 10 runs instead of cross-validation.

There are several classification metrics in the literature explained below. Experimen-
tal results have been calculated in terms of several metrics as described below, where
TP, TN, FP and FN are True Positive, True Negative, False Positive and False Nega-
tive, respectively.

Algorithm 2 Quadratic Weighted Kappa

Definitions :

P : Predictions

G : Ground Truth

N : Number of Samples

O = ConfusionMatriz(P, G)
Hp = Histogram(P)
Hg = Histogram(G)
E = (OuterProduct(Hp, Hg))/N
for i <~ 0to C' do

for j < 0to C' do

. N2
VVi,j — (2—‘7)2
(C-1)
end for
end for S W0
QWK =1- g I T
> g Wik

1. Quadratic Weighted Kappa (QWK) [80], QWK is explained in Algorithm
measures the agreement between predictions. The term quadratic comes from
the power term in the weight matrix. QWK firstly calculates the confusion
matrix. Then:

(a) The weight matrix W is used to penalize more as the difference between
prediction and ground truth increases, which makes the score appropriate
for an ordinal classification task.

(b) Expected rating £ is computed. Since the number of occurrence predic-
tions and ground truths are taken into account, the metric is suitable for
unbalanced data.

2. Accuracy is computed by dividing the true predictions by all predictions as in
the Equation

4 TP+ TN )
ccuracy =
Y= TPYXTN+FP+FN
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3. Recall is computed by dividing the true positives by all of the positive samples
as in Equation 4] Recall shows the ratio of positive class predictions to all
positive samples. It is preferred to be used when the focus is on false negatives.

TP
Recall = ———— 4
T TPYFN ©
4. Precision is the ratio of true positive predictions to all predictions as in Equation
[ It is preferred to be used when the focus is on false positives.

TP

Precision = TP FP )
5. Ideally model is expected to predict all positive cases for better recall and only
positive cases. However, in the real world, there is a trade-off between the two
metrics. While recall misleads if all samples are predicted as positive, precision
misleads if the model only predicts the samples very likely to be positive. Both
metrics are not suitable for imbalanced data. F1 is a balanced metric that also

works well in imbalanced data by combining precision and recall.

Pl 2 x Precision x Recall

— (6)
Precision + Recall
6. Mean Absolute Error is an evaluation metric that computes the average differ-
ence between the prediction and the ground truth as defined in the Equation
where y; and z; are the i'" samples of ground truth and prediction respectively,
N is the total number of samples. Since the error increases as the distance
increase between classes, this metric is suitable for ordinal data.

N
MAE = " |y; — ;] (7)

=1

Due to the fact that UC Mayo score that shows the severity of the disease is ordinal,
Quadratic Weighted Kappa score is the most suitable metric for our case since it
makes an ordinal assessment. Therefore, the main metric, over which the results have
been evaluated, was selected to be Quadratic Weighted Kappa score. Use of this
metric is also suggested in the LIMUC dataset [3].
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CHAPTER 4

METHODOLOGY

4.1 DATASET

4.1.1 Labeled Images for Ulcerative Colitis (LIMUC) Dataset

The original dataset for the detection of Ulcerative Colitis, the LIMUC dataset [5]],
consists of 11276 images with the size of 352 x 288 from 564 patients, which were ob-
tained by labeling the colonoscopy records throughout 8 years of studies in Marmara
University Faculty of Medicine, Department of Gastroenterology. Example images
from the dataset are shown in Figure 2]

Figure 2: Example images from LIMUC dataset with Endoscopic Mayo Scores of
0,1,2 and 3 (from left to right).

There were 3 gastroenterologists involved in labelling. Two of which labeled each
image according to the Endoscopic Mayo Score (EMS), containing 4 ordinal classes.
When there was a discrepancy among the scores, the third, a more experienced gas-
troenterologist reviewed the samples without seeing previous annotations and the final
decision was made by majority voting.

Class distributions of the original dataset given in Table[T]show the imbalanced nature
of the dataset. The number of samples in a class decreases in relation to the severity
of the disease with Mayo 0 having the most samples and Mayo 3 having the least,
corresponding to 54.14% and 7.67% of all samples respectively.
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Table 1: Class distributions in LIMUC dataset.

EMS Classes | Samples | Ratio
Mayo 0 6105 54.14%
Mayo 1 3052 27.07%
Mayo 2 1254 11.12%
Mayo 3 865 7.67%

] Total | 11276 | 100% |

4.1.2 Pre-processing of the LIMUC Dataset

Visible medical instruments and markings overlayed in images may cause some un-
desired bias in image classification [7], especially considering these artefacts may
potentially be unevenly distributed across the classes. In addition, when the images
having visible instruments in them are used in training, it may cause image genera-
tion to underperform. Example images with instruments and markings are shown in
Figure 3]

Polat et al. state that artifacts such as saturated or bright parts on images may
cause the models to focus on undesired features, which may have negative effects in
generalization and real-life performance. In the LIMUC dataset, the metadata were
removed by masking those regions, as seen in Figure 3]

Figure 3: Example images with instruments and overlayed markings from LIMUC
dataset.

On the other hand, Caglar [[7] got rid of those regions with metadata by cropping the
images to the size of 256 x 256. In addition to this, images with signs are removed
from the dataset. Since the GAN models trained in [7] to create a synthetic dataset
were adapted in this thesis, the same training, validation and test subsets have been
used. Example images after cropping are shown in Figure 4]
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Figure 4: Example images from LIMUC dataset after pre-processing.

Caglar applied 3 strategies for pre-processing on the LIMUC dataset.

e Removing the images in which medical instruments are visible or there are
signs overlayed on the image that indicate anomaly regions.

e Cropping images to a size of 256 x 256 to eliminate regions with metadata and
black areas.

e Creating subsets to simulate datasets having different number of images to use
in the experiments.

In total, 992 images were removed from the dataset. Final dataset class distributions
are given in Table 2]

Table 2: Class distributions of final dataset (images with instruments eliminated).

EMS Classes | Train | Validation | Test | Total
Mayo 0 3882 941 772 | 5595
Mayo 1 1924 448 406 | 2778
Mayo 2 832 151 146 | 1129
Mayo 3 542 121 119 782

\ Total \ 7180 \ 1661 \ 1443 \ 10284 \

4.1.3 Generation of Subsets of LIMUC Dataset

Caglar [7] created subsets from the dataset with equal number of samples in each
class with the following purposes:

e Elimination of the class imbalance.
e Evaluation of the performance of GANs on different size datasets.

e Evaluation of image classification performance of the synthetic samples on dif-
ferent size datasets.

The class imbalance was eliminated by creating subsets from the reduced training set
in Table[2] Each subset includes 50 x n samples where n = 1..10. n = 1 means that
each class (i.e., Mayo 0, Mayo 1, Mayo 2 and Mayo 3) has 50 samples from the re-
duced training set. After the subsets were created, a GAN model was trained on each
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subset. During training, weights of the GAN model with best FID score were saved.
Each subset corresponds to a simulated dataset having different number of samples,
as number of samples has a direct affect on the quality of synthetic samples generated
by GAN. Different truncation parameters result in generation of samples with differ-
ent characteristics. Therefore, the performance of the GANs with different truncation
parameters and their effect on the image classification performance in the subsets are
reported with an aim to investigate the importance of the truncation parameter and the
success of the generated synthetic samples on the image classification performance.

The truncation parameter determines the variance of the synthetic samples. While 0
means that all of the generated outputs will be the same, 1 corresponds to the same
diversity with the training set used in GAN training. When the truncation parameter is
in the range of 0 and 1, generated samples come from the training dataset distribution.
Values larger than 1 increase the diversity, on the other hand, they may result in
generation of unrealistic samples. While different truncation values result in images
having different properties, there is no best option for truncation value to obtain the
best classification score for endoscopic image classification [7] and the best F1 scores
are obtained with a different truncation value for each subset. For example, while a
truncation value of 1.5 results in the best F1 score for the subset with 50 images
per class, it generally fails to exceed the baseline performance on the subset with
200 images per class. Contrary to this, while truncation 0.5 results in the best F1
score for the subset with 200 images per class, it mostly fails to exceed the baseline
performance on the subset with 50 images per class.

Preparing a labeled dataset is a time-consuming and challenging process, as it requires
medical specialists and their unanimous decision, a sufficient number of patients per-
mitting use of their data. The LIMUC dataset is a result of colonoscopy recordings
within a 8-year time-span with significant labelling efforts of medical experts. There-
fore, the main motivation of this thesis is improving the image classification perfor-
mance using limited data by augmenting the dataset with synthetic samples. Working
towards this aim, generation and informed selection of samples positively contribut-
ing to classifier performance is a fundamental aspect. For the evaluation on small-size
datasets, GAN models trained on the subsets with 50 and 100 images per class have
been used in this thesis to generate synthetic samples.

Earlier experiments with each truncation value in different subsets demonstrated that
there are no conclusive results [7]]. Therefore, a synthetic dataset with 3 different
truncation parameters, i.e., 0.5, 1.2 and 2.0, that control the variance of the samples
for collective knowledge, is formed in this work. In each subset, 15.000 images per
class are generated using these 3 different truncation values and a collective dataset
with 180.000 synthetic images is obtained. Our idea is to create a more informative
and representative dataset using different truncation parameters that control the vari-
ance of the generated samples. Then, the most informative ones are selected with the
help of active learning approaches.

Active learning approaches are based on selecting the most informative and repre-
sentative data to improve the model’s performance. Uncertainty-based approaches
select the informative samples using the output probabilities of a trained model. If
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the dataset does not include sufficient number of uncertain samples, active learning
approaches may not contribute to the model performance.

Samples generated with truncation 0.5 mostly come from the distribution center and
classes are fairly well separated as seen in Figure [Sa] These samples are still use-
ful since they well represent the original data distribution, though this may not be
sufficient.

Truncation 1.2 provides a trade-off between 2.0 and 0.5. It is expected to generate a
wider diversity of samples than 0.5 while it may produce out-of-distribution samples
like 2.0. The T-SNE plot in Figure [5b]indicates that the distributions overlap more.
This overlap may be due to the unrealistic samples or informative realistic samples
with high uncertainty scores.

Larger truncation means larger variance between the generated samples as shown in
Figure |5c|and they contain a greater variety of information that can contribute to the
models’ performance. However, a large number of produced samples may be from
outside the distribution and these may not be realistic. Use of such unrealistic samples
in training might adversely affect the model performance. This observation shows that
it is necessary to sift some of the produced data with a data-centric methodology.
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Figure 5: Example T-SNE plots with different truncation parameters.
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Figure 5: Example T-SNE plots with different truncation parameters.
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Figure 5: Example T-SNE plots with different truncation parameters.

Some examples from the collective dataset are provided in Figure [6] belonging to the
subset of 50 real images per class. Even though using a combination of different trun-
cation values is expected to have a positive contribution, it may result in generation of
some similar samples. Considering that the uncertainty-based algorithms are prone to
selecting similar samples, use of diversity-based algorithms is necessary in conjunc-
tion with these algorithms. Therefore, we propose combining Coreset and Weighted
Margin methods.
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(a) truncation 0.5

(b) truncation 1.2

(c) truncation 2.0

Figure 6: Generated samples from Collective Dataset with different truncation pa-
rameters for 50 real images per class.
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In this thesis, several active learning and dataset cleaning strategies are examined.
After the evaluation of the baseline strategy, the naive method in [7] is applied to the
collective dataset. Proposing a new method named Weighted Margin aims to increase
classification performance considering the ordinal classification. Then, the dataset
cleaning strategies are applied to remove the unrealistic examples from the dataset.
Finally, combining these methods with Coreset, it is aimed to increase the diversity
of the samples to solve the overlapping problem. Experiments can be itemized as
follows:

e Baseline performance evaluation using subsets 50, 100 of the dataset.

e Collective dataset creation using truncation values of 0.5, 1.2 and 2.0

e Second baseline performance evaluation by adding synthetic samples randomly
to the subsets.

e Adding synthetic samples with uncertainty-based active learning approaches,
Entropy and Margin, to the subsets.

e Adding synthetic samples with a diversity-based active learning approach, Core-

set, to the subsets.

Adding synthetic samples with the proposed Weighted Margin method.

Adding synthetic samples with the proposed Neighbor Margin method.

Dataset cleaning strategies + Weighted Margin method.

Dataset cleaning strategies + Weighted Margin score + Diversity Promoting

4.2 Training Procedure

For evaluation of image classification performance ResNetl8 [77] model has been
used throughout this thesis. All experiments have been repeated 10 times by using a
random seed at each run.

The mean values of the experiments are reported in the figures. Two different base-
lines are used to evaluate our results. The first baseline is the image classification
performance using the subsets of the original dataset in training. The second baseline
is the naVe method in [7] which adds synthetic samples randomly from the generated
cluster to the training set. The method applies the strategy to the subsets that are
generated with different truncation values. We applied naive method to our collective
dataset. Pseudo code of the training procedure is given in Algorithm|[I]in Section [3.2]
The following procedure is applied to add the samples.

e Samples are added until the total number of synthetic samples are 4 times the
number of original samples.

e At each round, NV x 2 samples are added to the training dataset where N is
the number of real samples in each class. For example, for the subset having
a total of 200 original samples (50 original samples per class), 100 synthetic
samples are added at each round until there are a total of 800 synthetic samples.
Generally, models converge until the end of the training procedure. The purpose
of the iterative addition of the synthetic samples and iterative training is to tune
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the model in each round. In each round, the model is trained by selecting the
new uncertain samples according to the model trained at the last round.

e For active learning approaches, the last trained model is used to determine the
uncertainty scores and select diverse samples. Firstly, the baseline model is
trained using the original samples. Then, the model is trained using both origi-
nal and synthetic samples at the last round.

e Each of the 10 models obtained as a result of the baseline model training is
trained once more with the newly added synthetic data and 10 different training
results are obtained in the first round. After the first round, lastly trained models
are used.

e For a better evaluation of the results 2 different training schemes are followed.
From-scratch training is done in the case of model stacks in a local minimum
and the first training results may highly affect the rest of the training. Fine-
tuning is done to guide the model to boundary points according to lastly se-
lected samples that the model is uncertain and to make sure of convergence.
Also, the effect of randomness is decreased by giving the same initialization
point to all of the methods.

— The models are trained from scratch at each round.
— The models are fine-tuned using the best checkpoint of the last trained
model.

4.3 Dataset Cleaning

Generative models can be used to generate synthetic samples to train better and more
robust models. However, the performance of traditional GAN models is highly depen-
dent on the availability of high amounts of data. Recently proposed StyleGAN2-ADA
shows impressive performance with relatively few data, i.e., thousands of images, and
facilitates image generation when there are limited amounts of training data. On the
other hand, synthetically generated samples and their labels may be unreliable and it
is critical to eliminate unrealistic and undesired samples [7]. To alleviate this prob-
lem, Zhu et al. [38]] adopted a scheme where the generated samples are labeled by
annotators. However, in the medical domain, labeling needs to be done by domain
experts, making it a time-consuming and costly operation.

The generated synthetic images may misguide the model training in 2 ways:

e Labels of the generated samples may be incorrect.
e Generated samples may be unrealistic and uninformative.

Here, 2 different strategies are followed to eliminate such samples:

1. Using a threshold according to the confidence and entropy scores.
2. Eliminating the samples which are not predicted correctly by 6 out of 10 mod-
els.
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4.3.1 Confidence Threshold (CT)

For the first method, Confidence Threshold, our assumption is that unrealistic samples
have high entropy and the model would fail to classify these. A threshold is selected
according to the entropy vs. confidence graph shown in Figure [/| to eliminate these
samples. The model fails to make reliable predictions with high entropy samples, i.e.,
it assigns a similar probability to all classes.

These samples are likely to be unrealistic as seen in Figure [§] The entropy score
may be high, although a sample is predicted with high probability. For example,
entropy score for a sample with class probabilities of 0.6, 0.15,0.15,0.1 (0.6/0g26 +
0.1510g20.1540.1510g20.154+0.1l0g50.1) is 1.6. Therefore, a threshold is determined
according to the confidence score instead of the entropy score. The maximum entropy
is obtained when all of the classes are predicted with a probability of 0.25. The thresh-
old is selected by leaving a margin from the confidence value of 0.25. Margin-based
uncertainty estimation methods explained in Section #.4.2]compute the difference be-
tween the top two predicted classes. This value forces the margin strategy to select
the samples that the model is confused between two classes. Lower values may cause
the model to confuse between 3 or 4 classes which are more likely to be unrealistic.
The baseline model predictions are used to remove samples from the synthetic dataset
until the end of the training procedure.

Figure [§] shows eliminated examples by confidence threshold. These samples gen-
erally are not realistic and it is unclear which organ they belong to. Figure [0 shows
the number of samples eliminated by confidence threshold. Totally 3023 samples
eliminated for 50 images per class and 1208 samples eliminated for 100 images per
class. As the number of real samples increases GAN is likely to generate better ex-
amples. Also, model converges better point. Thus, the number of eliminated samples
decreases.
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Figure 7: Entropy vs Confidence Score of Synthetic Samples.

Figure 8: Examples that are eliminated using confidence threshold.
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4.3.2 False Prediction Elimination (FPE)

The second method assumes that if 6 out of 10 models the model cannot classify a
generated sample reliably, it is unrealistic.

It has to be noted that either of these methods does not guarantee that the samples that
do not contribute to the model performance are eliminated. Even though unrealistic
samples are eliminated, highly informative uncertain samples may also be eliminated
during this process.

The drawback of the method is that too many samples are eliminated after the proce-
dure. Totally 85598 samples eliminated for 50 images per class and 69350 samples
eliminated for 100 images per class. It is highly possible to eliminate highly infor-
mative samples. The Figure (10| shows the amount of eliminated samples. The same
reason in confidence threshold is valid for here. As the number of real samples in-
creases GAN is likely to generate better examples. Also, model converges better
point. Thus, the number of eliminated samples decreases.
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Figure 10: Distribution of eliminated samples with false prediction elimination.
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Figure 10: Distribution of eliminated samples with false prediction elimination.

4.4 Active Learning Methods

Active learning methods can be grouped as diversity-based and uncertainty based.
In this thesis, Coreset [12], which is a diversity-based approach, and Margin and
Entropy, which are uncertainty-based approaches, are used. In addition, two new
methods, Weighted Margin and Neighbor Margin are proposed. Since the Weighted
Margin performs better than the Neighbor Margin, Weighted Margin is selected for
further improvements. The Weighted Margin method is combined with dataset clean-
ing strategies and diversity-based methods.

Uncertainty-based sample selection steps are shown in Algorithm [3] Uncertainty
score computation changes according to active learning strategies. While the highest
entropy score corresponds to the highest uncertainty, the lowest margin score means
the highest uncertainty score in margin-based methods.

Initially, the training set is a subset of real images. As described in the Algorithm|[I]in
Section [3.2] selected synthetic images are added to the training set after each training
is completed.
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Algorithm 3 Uncertainty based sample selection

Definitions :

N : Number of samples in a class
C': Number of classes

L : Training set

S* @ Synthetic data pool

R : Subset of real images

X : Selected samples

L=RyUX

forc+— 0toC by 1 do
Get samples L. which belongs to class ¢ from £
Get samples S*. which belongs to class ¢ from S*
Make inference on S*.
Compute uncertainty score
Sort based on uncertainty score
Select 2 x N samples z with the highest uncertainty score
L.+ L.U{z}}
X — X U{z}}

end for

4.4.1 Entropy

Uncertainty of a random variable can be computed by entropy. Entropy is computed
by summing the product of the class probabilities and logarithms of the class probabil-
ities as in Equation (8] Selection of samples are explained in Algorithm[3] Uncertainty
score computation step uses Equation 3]

Entropy = ¢pnyr(x) = — Z Py(y | x)log Pa(y | x) (8)

Y

Py(y | x) represents the probability of the model ¢ on the given sample z for the class
y. ¢pnT represents the entropy based uncertainty score of the sample x.

The entropy score of a sample highly confused between two classes can be lower
than a sample that is relatively more confident since the entropy score includes the
probabilities of all classes. Therefore, it is not the best option for a classification
problem. On the other hand, the highest entropy score is obtained when all class
probabilities are equal, which means the model is not able to have a prediction on that
sample. This may harm the model since those samples are synthetically generated
and may be unrealistic.
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4.4.2 Margin

Margin computes the difference between the top two class probabilities as in Equation
O The method disregards the information from other classes since it only considers
the probabilities of the top two classes.

om(x) =Py (yr | 2) = By (v2 | ©) ©)

Py (y7 | =) represents the probability of the model 6 on the given sample x for the
class yi. y7 and y; represents the classes with the best and second best probabilities.
¢ represents the margin based uncertainty score of the sample x.

4.4.3 Weighted Margin

Weighted Margin computes the uncertainty score by promoting the samples with a
class distance larger than 1 by taking the power of Margin score with class distance
as in the Equation [I0] Quadratic Weighted Kappa Score [80] penalizes more the
wrong predictions with class distance larger than 1. The reason behind this is that
class distance larger than 1 means a larger mistake because of the classes are ordinal
values. Polat et al. [[/2] proposed a novel loss function considering the class-distance
between prediction and ground-truth.

dwar(x) = (Py (v | 2) — Py (y3 | )i ¥ (10)

Py (y7 | ) represents the probability of the model 6 on the given sample z for the
class y7. yj and y; represents the classes with the best and second best probabil-
ities. ¢y represents the Weighted Margin based uncertainty score of the sample
x. |yt — y3] is the power term, that prioritizes the samples with respect to the class
distance.

4.4.4 Neighbor Margin

Neighbor Margin computes the Margin score on the samples for which the class dis-
tance is equal to 1 as in Equation

By(yi ) = Fo(ys [ @), ifyr —ys5|l ==1
0, otherwise

¢NM($) = { (1)

Py (y; | ) represents the probability of the model 6 on the given sample x for the
class y;. yi and y; represents the classes with the best and second best probabili-
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ties. ¢y represents the Neighbor Margin based uncertainty score of the sample x.
lyi — 5| is a term that penalizes the samples with class distance larger than 1.

4.4.5 Coreset

Sener and Savarese [12] presented the Coreset approach that aims to find a diverse set
of points with the maximum distance from others to represent the whole dataset. The
approach computes the pairwise distances between the labeled set and the unlabeled
set, which is the synthetic data pool in our case. The distance function uses image
features that can be extracted with either PCA [[14]] or an image classification model.
We extract task-aware features using our image classification model ResNet18 [[77]
trained on the training set £. The labeled set covers both real examples and synthetic
samples added to the training set X'. Then, the sample with the maximum distance is
added to the labeled pool. This loop is iterated until the desired number of samples
are obtained, which is 2 x NN in our case. The pseudo-code is given in Algorithm 4]

Algorithm 4 Coreset

Definitions :

N : Number of samples in a class
C': Number of classes

L : Training set

S* 1 Synthetic data pool

R : Subset of real images

X : Selected samples

f : Classification model

L=RyUX
Create feature extractor f* from f
forc< 0toC by 1 do
fork«< 0to2x N /Cbyl do
Get samples L. belonging to class ¢ from £
Get samples S*. belonging to class ¢ from S*
Compute max(pairwise distances(L.,S*.))
Select sample x with maximum distance from &*,
L.+ L.U{z}}
St S\ {al}
X — X U{zr}
end for
end for
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4.4.6 Weighted Margin + Diversity Promotion

Uncertainty-based active learning strategies frequently select similar samples since
the trained model is likely to struggle to make decisions on almost identical samples.
Therefore, uncertainty-based selection methods are prone to suffer from the overlap-
ping problem. To alleviate this issue:

e Uncertainty scores are computed according to Weighted Margin.

e Uncertainty scores are sorted from highest to lowest.

e Normally N x 2 are selected in each round. Here, N x 2 x 2 samples are
selected according to uncertainty score.

e Then, N x 2 samples are selected by promoting diversity with the help of Core-
set algorithm.
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CHAPTER 5

RESULTS AND DISCUSSION

In this thesis, Quadratic Weighted Kappa and F1 scores are used to evaluate the results
and 2 different training procedures (i.e., training from scratch and fine-tuning), are
used as explained in Section [3.2]

We compare the proposed methods against the naive sample selection approach in [7]]
and active learning methods in the literature. We applied naive sample selection to
our collective dataset for a fair comparison and named it as Random in the following
results.

The naming convention of the proposed algorithms, the details of which are explained
in Chapter 4] and the ones in the literature are given in Table[3] These nomenclatures
are used in the following charts and tables.

Table 3: Nomenclatures for following charts and tables.

Shortcut Name
B Baseline
E Entropy
M Margin
C Coreset
R Random
NM Neighbor Margin
WM Weighted Margin
FPE False Prediction Elimination
CT Confidence Threshold
DP Diversity Promotion

Since the Quadratic Weighted Kappa penalizes more when class distances increase
between the predicted class and ground truth class, QWK is selected as the main
metric in this thesis.

Firstly, since the fine-tuning results are consistently better than from training from
scratch, we compared the fine-tuning results of Neighbor Margin and Weighted Mar-
gin approaches. While the Weighted Margin (WM) outperforms the Neighbor Margin
(NM) for 50 real images per class, both have similar results for 100 images per class
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as seen in Tables dland [5] Bjp and Bjgo shows the baseline performance 50 real im-
ages per class and 100 real images per class respectively. Since Weighted Margin
has the best results overall, we have run the other experiments evaluating the dataset
cleaning strategies and diversity promoting only on Weighted Margin method.

Previously, the amount of synthetic images to be added was determined to be 4 times
the actual number of samples. But the experiments, which did not seem to have
converged yet, were continued by adding synthetic images. Tables were cut at the
previously determined location because the scores remained stable, the score started
or continued to decrease after 4 times the synthetic images were added to the real
samples. This approach applies to all shared experiments.

Table 4: Comparison of WM and NM in terms of Quadratic Weighted Kappa Scores
in percentage, (Bsg = 68.0, B1go = 74.6).

Approach Number of Synthetic Samples
50 real samples per class

100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
NM 69,8 | 71.4 | 71.8 | 72.8 | 73.2 | 73.5 | 73.8 | 73.7
WM 72.1 | 729 | 734 | 742 | 74.8 | 752 | 75.7 | 75.2
100 real samples per class
200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600
NM 75.8 | 76.7 | 76.7 | 77.2 | 77.0 | 76.8 | 76.5 | 76.5
WM 759|764 | 77.6 | 77.0 | 76.8 | 76.8 | 76.7 | 76.3

Table 5: Comparison of WM and NM in terms of F1 Scores in percentage, (Bso =
543, BlOO - 595)

Approach Number of Synthetic Samples
50 real samples per class

100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
NM 56.5 | 58.4 | 584 |60.1 | 609 | 613 | 612 | 61.0
WM 59.4 |1 60.6 | 609 | 61.5| 61.7 | 61.8 | 624 | 61.9
100 real samples per class
200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600
NM 61.3 | 62.1 | 629 | 63.3 | 634 | 629 | 63.0 | 62.6
WM 614629 | 634|632 | 63.0 | 62.8 | 62.5 | 62.3

5.1 Fine-tuning Experiments

After the training of the baseline model, uncertain samples are selected with the help
of the baseline model and active learning strategies. Firstly, the baseline model is
fine-tuned with selected synthetic samples. Then, the last trained model, the ones
trained with synthetic samples, are used to determine new samples to be selected.
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The last trained model is fine-tuned with the new samples. This process goes in an
iterative way.

5.1.1 Experiments on the Subset of 50 Real Images in Each Class

In this experiment, the baseline model has been trained using a total of 200 real im-
ages (50 images per class). 100 synthetic samples are added to the training set at each
round until the training set contains 800 synthetic images in total.

Firstly, Weighted Margin and other improvement strategies are analyzed with an aim
to select the best strategy to be used in the remainder of the experiments.

Results in terms of Quadratic Weighted Kappa Score and F1 Score are shown in
Table [6] It shows that using confidence threshold and diversity approach together
contributes the performance. The results are compared using fine-tuning strategy
since, it reaches better classification scores.

Table 6: QWK and F1 Scores for WM in percentage (50 real images per class)
(QWK : B50 = 680, F1: B50 == 543)

Approach Scores

Base Approach | CT | FPE | DP | QWK | F1
75.7 | 62.4
X 75.5 | 623
Weighted X 75.1 | 62.5
Margin X | 754 |623
X X | 759 | 629
X X | 750 | 624

Naive method [7]] with best F1 score in each subset can be taken as another baseline.
While the highest F1 score 57.48% for the subset 50 images per class in nave method,
the highest F1 score in our work is 62.85% which is 5.37 percentage points higher.
According to our experiments the F1 score is improved by 8.58 percentage points
compared to baseline and 1.3 percentage points compared to Random. Compared
to other active learning approaches, our approach 0.6 percentage points higher than
Margin which is closest to ours. Results are shown in Table[§|and in Figure 2]

In Quadratic Weighted Kappa Score, our baseline is 68.03%. The naive strategy,
Random addition, improves the baseline 5.3 percentage points. Our method is 7.89
percentage points higher than baseline, 2.59 percentage points higher than Random.
Again, we outperform the Margin by 0.59 percentage points. Results are shown in
Table[7]and in Figure

The best score of 75.66% in terms of QWK is obtained with the Weighted Margin
method, which is 7.63% higher than the baseline and 2.33% higher than the random
addition as percentage points.
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It is shown in Figures [T} [T2] and corresponding Tables [7] [§| that Entropy and Coreset
approaches have worse results than even random addition. It proves that all of the
active learning strategies are not applicable for synthetic sample selection. Weighted
Margin combined with Diversity Promoting and Confidence Threshold yields the best
results in both scores F1 and QWK.

Quadratic Weighted Kappa Score

76.0%
74.0%
< o
= — =
72.0% ’
70.0%
68.0%
100 200 300 400 500 600 700 800
=@-—Random =0 Entropy Margin
=@ Coreset —o-=\\eighted Margin —o=-=\\eighted Margin + CT + DP

Figure 11: QWK Scores for fine-tuning (50 real images per class), (QWK : Bsg =
68.0).
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Figure 12: F1 scores for fine-tuning (50 Real Images Per Class), (F1 : B = 54.3).
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Table 7: QWK Scores for fine-tuning in percentage (50 Real Images Per Class)
(B50 - 680)

Number of Synthetic Samples

100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
Random 70.6 | 72.0 | 73.2 | 73.0 | 73.4 | 73.4 | 73.3 | 73.5
Entropy 69.6 | 70.7 | 71.3 | 71.7 | 71.7 | 71.5 | 72.5 | 72.7
Margin 70.6 | 72.5 | 73.4 | 73.7 | 743 | 74.5 | 75.3 | 74.6
Coreset 707 | 719 | 72.3 | 72.5 | 72.5 | 723 | 72.3 | 72.2
WM 72.1 | 729 | 734 | 742 | 74.8 | 752 | 75.7 | 75.2
WM+CT+DP | 71.8 | 73.3 | 73.9 | 74.6 | 75.1 | 75.6 | 75.9 | 75.6

Approach

Table 8: F1 Score for fine-tuning in percentage (50 real images per class) (Bso =
54.3).

Number of Synthetic Samples

100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
Random 58.1 1595 (612|609 |614 617|616 61.6
Entropy 57.0 | 58.3 | 58.9 | 59.0 | 59.4 | 58.2 | 59.5 | 59.8
Margin 57.6 1599 | 61.0 | 61.5|61.8 | 61.1 | 622 | 62.3
Coreset 57.8 1 59.5 | 60.0 | 60.4 | 60.8 | 60.9 | 61.0 | 60.9
WM 59.4 1 60.6 | 609 | 61.5|61.7 | 61.8 | 624 | 61.9
WM+CT+DP | 59.4 | 61.1 | 61.7 | 62.3 | 62.5 | 62.5 | 62.9 | 62.6

Approach

45



5.2 Experiments on the Subset of 100 Images in Each Class

In this experiment, the baseline model is trained using a total of 400 real images (100
images per class). 200 synthetic samples are added to the training set at each round
until the training set contains 1600 images in total.

Firstly, Weighted Margin and other improvement strategies are analyzed. Best re-
sulted strategy is selected for later tables and charts.

Results belongs to Quadratic Weighted Kappa Score and F1 Score are shown in the
Table [9] The results are compared according to fine-tuning strategy since, it reaches
better classification scores than from-scratch training. Weighted Margin and Confi-
dence Threshold reaches the highest score in QWK which is 0.6 higher than Margin
and Random, 0.4 higher than Coreset and 3.1 higher than baseline as percentage
points. For consistency in the plots and charts, we shared the Weighted Margin + CT
+ DP in Tables [I0] and [T1] in Figures[I3]and [I4 The tables and Figures shows that
our approaches outperform others. Entropy yields the worst results which means all
of the active learning approaches are not suitable for this task.

Best F1 score obtained with Naive method [7]] is 61.49%. Random addition, corre-
sponding to Naive approach, reaches 63.13% using our collective synthetic dataset
and fine-tuning training procedure. According to our experiments F1 score is im-
proved by 4.29, 0.67, 1.56, 0.39, 0.19 percentage points compared to Baseline, Ran-
dom, Entropy, Margin and Coreset respectively. Results are shown in Table|10/and in

Figure 14

Table 9: F1 and QWK Scores for WM in percentage (100 real images per class)
(QWK : BlOO = 746, F1: B100 == 595)

Approach Scores

Base Approach | CT | FPE | DP | QWK | F1
77.6 | 63.4
X 77.7 | 63.8
. . X 77.5 | 63.6
Weighted Margin X 773 1636
X X | 77.5 | 63.8
X X | 77.0 | 633
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Quadratic Weighted Kappa Score
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Figure 13: QWK scores for fine-tuning (100 real images per class), (QWK : Bygg =
74.6).
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Figure 14: F1 cores for fine-tuning (100 real images per class), (F1 : B1go = 59.5).

47



Table 10: QWK scores for fine-tuning in percentage (100 real images per class),
(QWK : BlOO == 746)

Number of Synthetic Samples

200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600
Random 7551762 | 77.0|77.0|77.1 | 77.0 | 76.9 | 77.1
Entropy 75.1 | 76.4 | 76.6 | 76.5 | 76.0 | 76.2 | 76.2 | 76.3
Margin 76.1 | 76.7 | 77.1 | 77.0 | 76.4 | 77.0 | 76.9 | 76.9
Coreset 74.1 | 745 | 75.1 | 752|762 | 763 | 77.3 | 76.9
WM 759|764 |77.6 | 77.0 | 76.8 | 76.8 | 76.7 | 76.3
WM+CT+DP | 76.7 | 77.5 | 77.5 | 77.5 | 76.8 | 76.6 | 76.4 | 76.6

Approach

Table 11: F1 scores for fine-tuning in percentage (100 real images per class), (F1 :
BlOO = 595)

Number of Synthetic Samples
200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600
Random 60.3 | 61.8 | 62.6 | 63.1 | 63.1 | 63.0 | 62.9 | 62.9
Entropy 60.0 | 61.7 | 62.2 | 62.3 | 61.9 | 61.9 | 61.8 | 62.0
Margin 61.0 | 623 | 63.0 | 63.4 | 61.8 | 63.4 | 63.3 | 63.1
Coreset 59.5|60.8 | 619 | 622|628 | 62.8 | 63.6 | 62.8
WM 61.4 1629 | 634|632 | 63.0 | 62.8 | 62.5 | 62.3
WM+CT+DP | 61.7 | 63.4 | 63.8 | 63.8 | 62.8 | 62.8 | 62.5 | 62.6

Approach

5.3 From-scratch Experiments

After the training of the baseline model, uncertain samples are selected with the help
of the baseline model and active learning strategies. Then, a ResNet18 model is
initialized with the weights pre-trained on ImageNet to follow from-scratch training.
Then, the model is trained. This process goes in an iterative way.

5.3.1 Experiments on the Subset of 50 real images per class

Entropy, an active learning approach, underperform Random in F1 score. However, in
QWK, Random underperform Entropy which means that Random fails to distinguish
distant classes compared to other approaches.

According to Table (12| and Figure (15| the proposed method Weighted Margin outper-
forms other approaches in QWK score. Confidence Threshold and Diversity Promot-
ing takes the score a step further. Even though with CT + DP reaches the best scores
for both F1 and QWK, margin is better than Weighted Margin in F1 score according
to Table |13|and Figure This means that WM helps models to distinguish distant
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classes better as expected. However, it underperform Margin in neighbour classes
since focuses more on samples where model predictions have difficulty distinguish-
ing distant classes.

Quadratic Weighted Kappa Score

76.0%
74.0%
72.0%
70.0%
68.0%
100 200 300 400 500 600 700 800
=@==Random =@==Entropy Margin
=@ Coreset —8=-=\\eighted Margin —8-=\\eighted Margin + CT + DP

Figure 15: QWK scores for from-scratch (50 real images per class), (QWK : Bsq =
68.0).

F1 Score
62.0%
60.0%
58.0%
56.0%
100 200 300 400 500 600 700 800
=@==Random =0==Entropy Margin
=== Coreset —8-\\eighted Margin —@-\\eighted Margin + CT + DP

Figure 16: F1 scores for from-scratch (50 real images per class), (F1 : Bsg = 54.3).
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Table 12: QWK scores for from-scratch in percentage (50 real images per class),
(QWK : B5o = 68.0).

Number of Synthetic Samples

100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
Random 71.0 | 70.6 | 71.2 | 71.4 | 70.7 | 71.0 | 71.2 | 70.5
Entropy 68.5|70.7 | 70.4 | 72.0 | 72.1 | 73.0 | 72.7 | 72.8
Margin 714|723 1 73.0| 733 | 71.8 | 71.7 | 719 | 71.7
Coreset 712 | 71.1 | 71.0 | 70.3 | 71.4 | 71.8 | 71.3 | 70.7
WM 71.2 | 71.5 | 73.1 | 73.7 | 727 | 729 | 71.7 | 72.4
WM+CT+DP | 72.4 | 73.4 | 745 | 74.6 | 739 | 73.4 | 74.0 | 73.9

Approach

Table 13: F1 scores for from-scratch in percentage (50 real images per class), (F1 :
B50 — 543)

Number of Synthetic Samples

100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
Random 58.4 15951 60.2 | 60.2|59.5]60.0|60.3 |59.5
Entropy 56.2 | 582 | 57.6 | 58.6 | 59.2 | 59.7 | 59.5 | 59.8
Margin 58.7160.2 | 61.0 | 60.9 | 59.8 | 59.7 | 60.0 | 59.3
Coreset 58.6 | 59.2 | 60.1 | 59.1 | 60.5 | 60.8 | 60.1 | 60.1
WM 58.2 | 58.8 | 60.7 | 60.8 | 60.4 | 60.4 | 59.7 | 60.3
WM+CT+DP | 59.8 | 61.3 | 61.6 | 61.8 | 614 | 60.2 | 61.2 | 61.0

Approach

5.3.2 Experiments on the Subset of 100 Real Images Per Class

According to Table|14|and Figure {1 7|Random, Margin, and WM+CT+DP reaches the
same highest score. However, proposed approach, WM+CT+DP reaches the highest
score.

Table|[15]|and Figure [18|shows that WM+CT+DP reaches the best performance, while
Margin follows it.

No method falls below baseline performance for any amount of synthetic images
added.
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Quadratic Weigthed Kappa Score

76.5%
76.0%
75.5%
75.0% —_/ \
74.5%
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=@==Random == Entropy Margin
=== Coreset —8=-=\\/eighted Margin —-=\\eighted Margin + CT + DP

Figure 17: QWK scores for from-scratch (100 real images per class), (QWK
B100 == 746)

F1 Score
62.5%
62.0%
61.5%
~
61.0%
60.5%
60.0%
200 400 600 800 1000 1200 1400 1600
==@==Random === ENntropy Margin
== Coreset —@=\\/eighted Margin =—@=\\/eighted Margin + CT + DP

Figure 18: F1 scores for from-scratch (100 real images per class), (F1 : Bygp =
59.5).
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Table 14: QWK scores for from-scratch in percentage (100 real images per class),
(QWK : BlOO == 746)

Number of Synthetic Samples

200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600
Random 759|762 | 76.3 | 76.1 | 76.1 | 75.7 | 76.2 | 75.2
Entropy 75.0 | 75.0 | 754 | 75.5 | 752 | 75.8 | 753 | 74.9
Margin 759|763 | 75.6 | 74.8 | 752 | 75.7 | 74.8 | 75.1
Coreset 752 | 75.8 | 75.8 | 75.7 | 75.1 | 75.2 | 75.2 | 75.6
WM 76.0 | 752 | 759 | 74.8 | 75.5 | 752 | 749 | 75.2
WM+CT+DP | 76.1 | 76.1 | 759 | 76.3 | 76.0 | 75.7 | 75.6 | 75.2

Approach

Table 15: F1 scores for from-scratch in percentage (100 real images per class), (F1 :
B100 == 595)

Number of Synthetic Samples

200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600
Random 61.1 | 61.4 | 61.1 | 62.0|61.2 | 60.9 | 60.6 | 61.1
Entropy 60.6 | 60.9 | 61.7 | 614 | 61.0 | 61.3 | 60.8 | 60.6
Margin 61.1 | 61.6 | 61.5]60.7 | 61.1 | 61.3 | 60.7 | 60.6
Coreset 60.7 | 61.6 | 61.3 | 61.2 | 61.2 | 60.7 | 60.7 | 60.9
WM 61.6 | 61.7 | 61.8 | 61.0 | 61.3 | 60.3 | 60.6 | 60.6
WM+CT+DP | 61.7 | 62.3 | 61.2 | 623 | 61.5 | 61.6 | 61.1 | 62.0

Approach

5.4 Discussion

Results show that wisely selection of generated samples improves the image classifi-
cation performance. The proposed Weighted Margin approach outperforms the base-
line and random sample selection methods as well as other active learning approaches
in the literature. We speculate that this is mainly due to the it taking the ordinal struc-
ture of the classes into account, since the classes in question (i.e., EMS ) are ordinal.
Predicting Mayo 0 as Mayo 3 is a larger mistake than predicting Mayo 0 as Mayo
1. The proposed Weighted Margin approach tries to select samples by promoting the
ones that model might make a larger mistake. On the other hand, the model used in
this thesis uses Cross-entropy loss function which does not consider ordinal structure
of the classes and the results may be further improved with an appropriate loss func-
tion considering ordinal structure of the classes, such as the one proposed in [72].
We observed that QWK and loss sometimes increase together during training, which
is an indicator of the inconsistency of the QWK score and loss function. Using the
Class Distance Weighted Cross-Entropy Loss in [[72] will possibly give better results
for Weighted Margin approach. It will make the results more stable.

Confidence Threshold value reduced performance when used alone for the subset with
50 real images per class. When the selected samples were examined, it was observed
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that the number of similar samples increased after the threshold value was applied.
The benefit was observed when the Confidence Threshold was used with Diversity
Promoting, with even better results.

The experimental results suggest that training from scratch is not the best approach
for this task and fine-tuning is more preferable. This is in-line with our expectations,
since when training-from-scratch, there is no record of where the model converges at
the last iteration. Active learning strategies aim to identify the samples for which the
model fails in an iterative way. This causes a conflict with training-from-scratch and
makes it less likely to get the best results out of active learning. In addition to this, it
is fair to compare algorithms according to from scratch results, since algorithms can
not reach their potential improvement in from scratch training.

The reason that decrease in the results after some point is faster in from-scratch than
fine-tune is that fine-tune resumes from the best checkpoint of the model that is trained
in the last iteration. Hence, after one iteration, if a drop in score is observed, it could
be reverted back to the best checkpoint, preventing a reduction in scores and making
the results more stable.

We also tested a strategy where Coreset and Weighted Margin approaches are used
in association: 50% of the samples are selected with Coreset and 50% of the samples
are selected with Weighted Margin to promote diversity as suggested in the literature
[13]]. However, since the classification scores got worse, we tried to increase diversity
by selecting diverse samples from uncertainty pool as explained in Section [4.4.6]

Results of combination of the Confidence Threshold and False Prediction Elimination
is not shared. The union of CT and FPE is almost same with FPE since too many
samples already removed in FPE. Therefore, results are almost same. FPE did not
contributed the performance. It eliminates almost half of the generated samples which
means a loss of information.

We tried to select most similar samples with the real samples in the training set to
make sure that selected samples comes from the original distribution. This approach
got worse than other margin based approaches since it is contrary to uncertainty and
diversity based active learning strategies.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

UC is a chronic bowel disease that physicians have difficulty in determining its sever-
ity. This shows that it would be beneficial to automatically identify the disease with
the help of deep learning. Sufficient data is needed to train deep learning models.
However, the difficulty of accessing labeled data in the medical field shows the ne-
cessity of methods for training robust models with small datasets. Although synthetic
data generation is offered as a solution to this need, it is possible to further improve
performance by selecting samples wisely. In this thesis, firstly, a synthetic pool with
more information was created using different GAN parameters. Then, performance
improvements were achieved by using active learning methods. Since disease sever-
ity is an ordinal data, a more appropriate selection method, Weighted Margin, have
been proposed. It has been seen that synthetic data also produces unrealistic samples
that will not contribute to the model performance, and several methods have been
proposed to eliminate them. Finally, it has been seen that the selected samples can
be similar. Therefore, it has been shown that it is beneficial to add diversity-based
algorithms to add more diverse samples to the training set. Table [I6] shows the per-
formance improvements of our approach over other methods.

Table 16: Performance improvements of our approach over other methods

Performance Increase as Percentage Points
Methods 50 real images per class | 100 real images per class
QWK Score | F1 Score | QWK Score | F1 Score
Baseline 7.9 8.6 3.1 43
Naive method [7]] N/A 7.1 N/A 2.3
Random [7] 2.4 1.2 0.6 0.7
Margin [10] 0.6 0.6 0.6 0.5
Entropy [11] 3.2 3.1 1.1 1.5
Coreset [12] 3.4 1.9 0.4 0.2

Even though our approach contributes the literature in several ways, there is a room
for improvement. In our case, GAN is prone to generate similar samples. Feeding
similar samples to dataset will result in overlapping problem. Therefore, very similar
samples need to be eliminated either. Similar images can be eliminated using a simi-
larity metric and image features. For the dataset cleaning procedure, another purpose
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is to detect outliers in synthetic samples. Coreset approach select the samples with
highest distance to the training set. Entropy score defines the how uncertain model
is about the sample. The outliers are with high entropy score and high distance from
the training distribution. Therefore, the combined distance score can be used to find
and eliminate the outliers. The distance score can be thresholded in 2 ways, using
the scores of real samples, or using the scores of synthetic samples. In both scores
Inter Quartile Range (IQR) can be used to determine threshold. If the threshold is se-
lected using real samples, the threshold value should be increased by a margin since
we would like to increase the diversity and uncertainty of the dataset. If synthetic
samples are used to determine threshold, the threshold can be defined by IQR with
appropriate margin. The margin can be chosen with an easy test. It is expected that
the model performance decreases if samples eliminated by threshold are fed into the
network instead of eliminating. However, it is better to test these after similar sam-
ples are eliminated from the dataset. Because, they effect both IQR computation and
model performance by creating bias on some samples.

Training, validation and test set may include mislabelled samples. These samples
may be obtained according to model prediction results. The wrongly predicted sam-
ples with low entropy and high confidence score are likely to be mislabelled. These
samples can be collected for re-annotation, can be removed from the dataset or their
labels can be changed according to model prediction. Same approach can be applied
on the synthetic dataset. However, uncertainty based approaches try to select most
uncertain samples which do not have high confidence. Therefore, we did not evaluate
this approach on the synthetic dataset throughout this thesis.

Active learning strategy can be applied to real examples as well. Reusing the infor-
mative sample in model training might improve the model performance.

Active learning and dataset cleaning strategies can be also used with training of Gen-
erative Adversarial Networks. For example, this can be done by guiding GAN training
to generate informative and representative samples by adding a classification network
and loss considering uncertainty score and similarity score.
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