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ABSTRACT

AN EXPERIMENTAL AND THEORETICAL STUDY ON THE
UTILIZATION OF OBSERVATION CHANNEL FOR TRANSMITTER
NOISE CANCELLATION IN IN-BAND FULL-DUPLEX RADIOS

Kaya, Altug
M.S., Department of Electrical and Electronics Engineering

Supervisor: Assist. Prof. Dr. Gokhan Muzaffer Giivensen

August 2022, [70] pages

Conventional Half-Duplex (HD) systems orthogonalize transmitted and received sig-
nals either in time, frequency or both in order not to interfere a signal-of-interest with
a transmitted signal. If this interference (also known as self-interference, SI) can be
suppressed, a radio can perform simultaneous transmission and reception in the same
time & frequency resource and, hence, known as In-Band Full-Duplex (IBFD). IBFD
systems potentially double the spectral efficiency compared to their HD counterparts
as long as the SI does not saturate the ADC and is suppressed up to the receiver
noise floor. However, unlike in HD systems, in IBFD the SI comprises transmitter
noise. There are numerous research in literature that offer either propagation do-
main or analog domain transmitter noise cancellation solutions. Nevertheless, while
the former suggestion requires multiple antennas, the latter needs either a bespoke
& complex analog circuit design or a transmitter/receiver beamforming or both. In
this thesis, an observation receiver is utilized in order to capture the same transmitter
noise realization which leakes to the receiver for performing transmitter noise can-
cellation in the digital domain. To the best of the author’s knowledge, this is the

first digital domain transmitter noise cancellation technique performed in a nonlinear,



single-antenna hardware setup.

Keywords: In-Band Full-Duplex, Linear Analog Self-Interference Cancellation, Non-
linear Digital Self-Interference Cancellation, Nonlinear Modelling, Generalized Mem-
ory Polynomials, Observation Channel, Transmitter Noise Cancellation, Linear Pre-

dictor
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0z

BANT-ICI TAM CIFT YONLU RADYOLARDA GOZLEM HATTININ
VERICI GURULTU GIDERIMI ICIN KULLANILMASINA YONELIK
DENEYSEL VE TEORIK BIR CALISMA

Kaya, Altug
Yiiksek Lisans, Elektrik ve Elektronik Miihendisligi Bolimii
Tez Yoneticisi: Dr. Ogr. Uyesi. Gokhan Muzaffer Giivensen

Agustos 2022 ,[70]sayfa

Geleneksel Yar1 Cift Yonli sistemler, iletilen sinyalle ilgilenilen sinyali engelleme-
mek icin iletilen ve alinan sinyalleri zaman, frekans veya her ikisinde de dikgenles-
tirir. Bu girisim (6z girisim olarak da bilinir) bastirilabilirse, bir radyo ayn1 zaman &
frekans kaynaginda eszamanl iletim ve alim gerceklestirebilir ve bu radyolar Bant-
Ici Tam Cift Yonlii olarak bilinirler. Bant-I¢i Tam Cift Yonlii sistemler, 6z girisimi
alic1 giiriiltii tabanina kadar bastirdig1 ve 6z girisim ADC’yi doyurmadigz siirece Yar1
Cift Yonlii benzerlerine kiyasla potansiyel olarak spektral verimliligi iki katina ¢ika-
rirlar. Ancak Yari Cift Yonlii sistemlerden farkli olarak Bant-I¢i Tam Cift yonlii sis-
temler, 6z girisimleri igerisinde verici giiriiltiisiinii de barindirir. Literatiirde yayilim
veya analog bolgede verici giiriiltii giderimi ¢oziimii sunan bircok arastirma vardir.
Bununla birlikte, yayilim bolgesindeki oneriler birden fazla anten gerektirirken ana-
log bolgesindekiler ise ya 6zel & karmagik analog devre tasarimina ya gonderici/alici
hiizme olusturmaya ya da her ikisine de ihtiya¢ duyar. Bu tezde, verici hattindan alma

hattina sizan ayn1 gerceklenise sahip verici giiriiltiisiinii bir gézlem hatti ile yakala-
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y1p sayisal bolgede verici giiriiltiisii giderimi saglayacagiz. Yazarin bilgisi dahilinde
bu yontem dogrusal olmayan tek antenli donanim kurulumlarinda gerceklestirilen ilk

sayisal bolge verici giiriiltiisii giderme teknigidir.

Anahtar Kelimeler: Bant-I¢i Tam Cift Yonlii, Dogrusal Analog Oz Girisim Giderimi,
Dogrusal Olmayan Sayisal Oz Girisim Giderimi, Dogrusal Olmayan Modelleme, Ge-
nellestirilmis Hafiza Polinomlari, G6zlem Hatt1, Verici Giiriiltiisii Giderimi, Dogrusal

Kestirici
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CHAPTER 1

INTRODUCTION

1.1 Motivation

"It is generally not possible for radios to receive and transmit on the same frequency

band because of the interference that results" [/1[]

This quote of Andrea Goldsmith inherits the assumption of radios can either transmit
or receive in a given time and frequency resource. This operation mode is known as
half-duplex (HD) and HD systems can orthogonalize transmitted and received sig-
nals either in time, frequency or both, as in Figure[I.1|(a), (b) and (c), respectively [2].
However, a radio can utilize the same time & frequency resource for both transmitted
and received signals by suppressing and/or cancelling the more powerful transmitted
signal (self-interference, SI) from the much weaker received signal (signal-of-interest,
Sol), as in Figure[I.1(d). Such an operation mode that utilizes the same time & fre-
quency resource is known as In-Band Full-Duplex (IBFD). Even though some papers
in the field will refer to this concept as "full-duplex" (FD), in this chapter and onwards

the IBFD abbreviation is adopted to prevent misunderstanding.

Ideal IBFD systems promise to double the spectral efficiency of single-hop links com-
pared to conventional HD systems. However, the advantages of IBFD systems are not
limited to the physical layer and, in fact, the true benefit of it lies in the upper layers
of the OSI Reference Model [3]], [4-7]. In the literature, both non real-time and real-
time MAC layer techniques that take advantage of IBFD can prevent many hidden
terminal scenarios and enhance fairness [8H10]. Nevertheless, in this thesis we are

focusing on the physical layer aspects of IBFD systems.
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Figure 1.1: Duplex schemes: (a) Time Division Duplex (TDD); (b) Frequency Divi-
sion Duplex (FDD); (c) Half-Duplex FDD; (d) In-Band Full-Duplex [?2].

Different self-interference cancellation (SIC) techniques both in propagation, analog,
and digital domain were proposed by the researchers at Middle East Technical Univer-
sity (METU) [11], Stanford [12], Rice [[13,/14], and various other groups [[10}/15-17].
The motivation of this thesis is to employ the single-antenna hardware setup and the
suggested SIC algorithms in [[11] at higher average antenna transmit powers than be-
fore, to show the problems of transmitter noise creates on IBFD systems, and then to

utilize the observation receiver for transmitter noise cancellation.

1.2 Problem Definition

In conventional HD systems having diversity either in time, frequency or both (as
in Figureﬂ;fka), (b) and (c)) eases the hardware design by abstracting the transmitter
noise. Although the transmitter noise is present in any system and dependent on the
output power level and the receiver gain stage, due to the diversity in time and/or
frequency in HD systems, a hardware designer does not have to take any precautions
on the transmitter noise itself. However, in IBFD systems, while the more powerful
transmitted signal is suppressed/cancelled from the much weaker received signal in
propagation, analog and digital domain, the aforementioned transmitter noise should

also suppressed/cancelled.
Figure [1.2] and Table [I.1] describe the required amount of SIC in an arbitrary IBFD
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Figure 1.2: A pictorial description of dependencies between the full-duplex

transceiver specification on the power chart [15].

Table 1.1: Descriptions of the abbreviations in Figure E

Py Power level of the transmitted signal (SI)

NFr Transmitter noise floor

SN Ry | Signal-to-noise ratio in the transmitter

Pr Power level of the desired reception (Sol)

NFg Receiver noise floor

SNRp | Signal-to-noise ratio in the receiver

FS Full scale of the ADC
DR Dynamic range of the ADC

Quantization noise floor

(practically ~6 dB below the N F'r [|18]])

ONF

Prsy Power level of the residual SI after the SIC

SSINR | Signal-to-self-interference-plus-noise-ratio




transceiver pictorially. In FigureI.2] SIC represents SICs in propagation, analog, and
digital domains. It is important to note that after the SIC in propagation and analog
domains the residual SI power, Prg;, should not saturate the receiver. Furthermore,
in order to achieve theoretical ~ 2x throughput after the SIC in all domains Pgg;
should be as close as possible to the receiver noise floor, NFi. In other words,
if SSINR < SNRp in a IBFD system then the throughput efficiency is going to
be lower than the theoretical upper bound. Nevertheless, such a system can still be

exploited due to higher layer advantages of IBFD systems [4-7].

In Figure [I.2]illustrates and [[12] states the transmitter noise floor stands higher than
the receiver noise floor and thus, in general, the SI can only be partially cancelled [19].
In two-antenna IBFD systems, the power of the transmitter noise at the receiver is de-
pendent mostly on the amount of antenna separation, for example a two-antenna sys-
tem can supply more than 40 dB passive cancellation only by separating the antennas
from each other [13,[20]. However, in a single-antenna IBFD system, circulators can
only supply 20 dB or less passive cancellation [[12,21]. In single-antenna IBFD litera-
ture [[12] and [15], it is argued that the random nature of the transmitter noise disallows
the development of an algorithm to cancel it; the former suggests an analog cancel-
lation by splitting the ordinary transmission chain into two and the latter proposes a
passive cancellation stage. However, the proposed passive cancellation stage in [[15]]
also suppresses the transmission signal thus affects the link budget negatively and the
analog cancellation in [[12]] requires a sophisticated analog circuit design and calibra-
tion stage. In another research a transmission noise aware analog-digital hybrid SIC
algorithm is proposed [22]]. However, the proposed method is a fully theoretical one
and considers linear SIC both in analog and digital domains. In IBFD literature, es-
pecially the ones that employs hardware to verify their SIC algorithms, the necessity

of nonlinear SIC is well established [[10}/12,|15}23-26]].

1.3 Proposed Methods and Contributions

When the nonlinear, single-antenna hardware setup and the suggested SIC algorithms
in [11] are analyzed at higher average antenna transmit powers than previously stud-

ied, transmitter noise starts to leak to the receiver side and limits the suggested SIC
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algorithms. In order to operate the nonlinear, single-antenna hardware setup near the
theoretical ~ 2x throughput region of IBFD systems, the observation receiver on the
current hardware setup is utilized for capturing the power amplifier (PA) output on the
ordinary transmission chain. The decision of utilizing an observation receiver chan-
nel for transmitter noise cancellation was made after rebuilding a simplified hardware

setup and analyzing it in the simulation environment.

The proposed method of transmitter noise cancellation is built on top of the sug-
gested algorithms in [11]. First, the PA in the ordinary chain is modelled through
observation channel by using nonlinear modelling via Generalized Memory Polyno-
mials (GMP) [27] and the transmitter noise is estimated by the fact that it is nothing
but a modelling error. Then, the noise estimate is decontaminated from IQ Imbal-
ance by using a IQ Decorrelator filter operating in real-field as the used hardware
setup is a direct conversion system. It is essential to have a residual SI (RSI) that is
eliminated from IQ Imbalance effect, because it is a significant and one of the most
problematic hardware impairment [2829]] and a serious problem for nonlinear Digital
Self-Interference Cancellation (DSIC) [30] including transmitter noise cancellation.
Finally, the transmitter noise estimation is then used to predict the RSI (after linear
Analog Self-Interference Cancellation (ASIC) and nonlinear DSIC) for performing
transmitter noise cancellation by exploiting the fact that the observation and ordi-
nary receiver channels contain the same transmitter noise realization. To the best of
the author’s knowledge, this is the first digital domain transmitter noise cancellation

technique performed in a nonlinear, single-antenna hardware setup.

1.4 The Outline of the Thesis

A transmit signal model is given in Chapter [2| where linear ASIC, nonlinear DSIC,
and IQ Decorrelator algorithms are overviewed and evaluated in the hardware setup
under the same model with a lower average transmit antenna power. Then, the hard-
ware setup is driven with higher average transmit antenna power and transmitter noise
is discovered in Chapter [3] After that, in Chapter 4] the hardware setup is simulated
in a synthetic environment with transmitter noise and a transmitter noise cancellation

algorithm is proposed and its performance is evaluated from Power Spectral Density
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(PSD) plots. Last but not least in Chapter[5] the performance of the proposed trans-
mitter noise cancellation algorithm is evaluated in different average transmit antenna
powers via bit error rate (BER) of different Sol signal-to-noise ratios (SNR). Finally,

the advantages and disadvantages of the proposed algorithm is discussed in Chapter

6l

Throughout the thesis, the signals containing cyclic prefix (CP), cyclic suffix (CS),
and window are shown with a "plus" notation in the superscript ((J,”"[n]). In all
SIC algorithms, in training phases, filter coefficients are found by using CP&CS
&Window-free signals. Then, in testing phases, the SIC signal processing blocks are
applied to the signals containing CP&CS&Window. Furthermore, power levels in all
PSD plots are denoted by relative units in order to pictorially indicate the amount of
SIC in the in-band. Last but not least, in all hardware diagrams discrete-time baseband
equivalent model is used before and after ADCs&DACSs and up&down converters in

the hardware are not shown.



CHAPTER 2

OVERVIEW OF THE SELF-INTERFERENCE CANCELLATION
ALGORITHMS AND EVALUATION IN HARDWARE SETUP

In this chapter, previously suggested linear ASIC and nonlinear DSIC algorithms
in [11] are overviewed under Orthogonal Frequency-Division Multiplexing (OFDM)
signal model. Then, as the used hardware setup is a direct conversion system, an [Q
Decorrelator signal processing block is proposed for a hardware impairment called
IQ Imbalance. Lastly, the performance of the algorithms is evaluated from Power
Spectral Density (PSD) plots by using a nonlinear, single-antenna hardware setup,
where the average antenna transmit power is ~ 10 dBm. The details of the hardware

setup is presented in Section[2.5]

2.1 Transmit Signal Model

In this thesis, a block transmission of OFDM modulation is considered, please refer
to Figure [2.1] First the information bits are mapped to a unit average power M-
QAM constellation and X, [k], where k = 0, - - - , N*¥" — 1 number of subcarriers are

generated for the b OFDM symbol. In total there are B number of OFDM blocks

— —_— > —
Info 1 e — — E ['n,]
Bits . |Modulation : : Zero . > B >
: : : zZpP : : :
— Kokl padding X" KL T @il | P/S
— 3 C— indow+[2]
— > 3
—> — —> — —>

S— —

Figure 2.1: A pictorial description of transmit signal generation under OFDM Signal

Model.



("Block" and "Symbol" are two words that are used interchangeably throughout the
thesis). Then, the subcarriers are parallelized and N*¥"*(yu — 1) number of zeros
are padded as it is shown in (2.1)) to generate f; bandwidth signal, where f; is the
sampling rate of the Digital to Analog Converter (DAC) in Hz, u is the upsampling

ratio, and p/N*¥™ is a power of two:

Xy[k], for 0 < kb < 4L
X7Pk] = {0, for ML < | < gy Novm — N @.1)

Xy[k — N*v™ (1 — 1)], for pNsvm — N1 < oy Nswm

After the Inverse Fast Fourier Transform (IFFT), a p/N*¥"" samples long time domain

OFDM signal (hereinafter only "OFDM symbol"), x;[n], is generated as it is shown

in (2.2):

| e ‘
xp[n] = Novm Z XZP[k]e??™ for 0 < n < uN*v™. (2.2)
k=0

When two-sided Inter-Symbol Interference (ISI) is present, estimating a linear chan-
nel/filter in frequency domain requires not only a Cyclic Prefix (CP) but also a Cyclic
Suffix (CS) [31], details of which are present in Section Thus, N¢¥ samples
are copied from the rear portion of the OFDM symbol, x;[n], and inserted to the be-
ginning of the same symbol and N samples are copied from the front portion of
the OFDM symbol, z;[n], and inserted to the end of the same symbol. The CP&CS
inserted OFDM symbol, z§'7“%[n] , is shown in (2.3):

zp[n + puNv™, for — NP <n <0
e zy[n], for 0 < n < pNs=v™ (2.3)

Ib[n — MNsym]’ for MNSym S n < #Nsym + NCS

In addition, to create smooth transitions between consecutive OFDM symbols, each
OFDM symbol should be windowed. Those smooth transitions are required for not

causing spectral regrowth [32]]. In this thesis study, Hanning window is used which is
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shown in (2.4)):

2 ‘
wln] = [1 — cos(Lﬂ ,for0 < n < 2N"™, (2.4)

1
2 2NWin — 1

Both the rising and falling edges of the window are N"V™* samples long. The OFDM
symbol that consists of CP&CS&Window, x; [n], is generated mathematically as it is

shown in (2.5)). The pictorial description of addition of CP&CS&Window is shown
in Figure[2.2]

p
zFCSnjw[n + NOF), for — NP <np < NWin - NOP
bePCS[n]’ for Nwm o NCP § n < uNsym + NCS _ Nwm
xl?'PCS [n]w[n . MNsym . NCS + QNWm]’ for MNsym_’_NCS o NWm S

\ n < MNsym + NCS
(2.5

It is important to note that N < min(NF N¢%) and min(N¢F, NO9) - NWin >
LCE" where 2L°" + 1 is the length of the SI channel h¥![n] for n = —L¢" ... Lk
More details about the ST channel is in Section

NC’P *b {n] JVCS
“_vam_“: ﬁ_Nl'V'iﬂ_,
c B A C B
zy [n]

Figure 2.2: Visualisation of an OFDM symbol consists of CP&CS&Window.



2.2 Digitally Controlled Linear Analog Self-Interference Cancellation Algo-
rithm under OFDM Signal Model

In IBFD radios, the power difference between SI and Sol could be around 100 dB
[33]]. Excessive power of SI can easily go beyond ADC’s dynamic range and can
saturate receiver [2]. To avoid the saturation of the receiver chain, SIC either in
propagation domain, analog domain or both is required. In fact, having SIC only in
propagation domain and avoiding the saturation of the ADC is not enough to get a
Prgy level that is practical for an IBFD system. In most, if not every, IBFD systems

requires some type of Analog SIC (ASIC) for achieving a lower Pgrg; level [34].

For example, a contemporary femto-cell cellular system can transmit at 21 dBm with
a receiver noise floor of -100 dBm as shown in Figure [2.3] If it is assumed that the
transmitter and receiver chains are isolated around 15 dB in propagation domain, the
SI will be around at 6 dBm and >100 dB SIC is still required for doubling the spectral
efficiency and having a nearly ideal IBFD system. Let’s assume that the IBFD femto-
cell employs a B-bit ADC with ENO B number of effective bits. Then, the effective
dynamic range of the ADC becomes 6.02(ENOB — 2) dB as 1-bit is spared for

clipping and 1-bit is reserved for avoiding a quantization limited system. For example,

dBm
base-station transmit power 21

self-interference 6+
54 dB ADC
effective

dynamic range

residual self-interference —48

52 dB gap!

receiver noise floor —100 -

Figure 2.3: Illustrative example of residual SI motivated by contemporary femto-cell

cellular systems [34]].
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if the IBFD femto-cell utilizes an AD9683 [35]] from Analog Devices (ENOB = 11-
bits) then the effective dynamic range becomes 54 dB. Any type of DSIC can only
suppress the SI up to the effective dynamic range, and thus in this example, even with
a perfect DSIC Pgg; level would be 52 dB above the desired receiver noise floor [[34].

To conclude, ASIC before the ADC is strongly recommended in IBFD systems.

In this thesis a nonlinear, single-antenna hardware setup is used where propagation
domain SIC is realized by a circulator and analog domain SIC is obtained by an

auxiliary transmission chain:

e A circulator is a three-port passive RF component that routes the transmitted
signal from the transmitter chain to the antenna and from antenna to the receiver
chain, as it is shown in Figure 2.4] [36]. An ideal circulator does not allow the
transmitted signal to leak to the receiver port, directly. However, practically, it
cannot suppress the de-routed signal completely. Instead, it applies 20 dB or
less passive suppression (also known as isolation) between the transmitter and

receiver ports [12,21]].

e In auxiliary chain SIC method, the transmitted signal is generated via an ad-
ditional transmitter chain from scratch starting from its baseband 1Q samples.
Then, the transmitted signal is fed to the receiver directly, without propagating
through air-interface, in order to be subtracted from the total received signal [2]],

as it is shown in Figure[2.5]

In the hardware setup, details of which are presented in Section there are two
transmitter chains and two receiver chains, as it is shown in Figure @ The first
transmitter chain (Tx) is the ordinary chain for transmitting signals to other nodes.

It consists of a high gain nonlinear Power Amplifier (PA). The second transmitter

Circulator
>
1 \i/
Tx @ o
3
o
Rx

Figure 2.4: Schematic of a circulator in circuit diagrams.

11



[ ] Circulator
rn z
p— DIy
Rx
T
g
Combiner
Hardware Side

@ Software Side

Figure 2.5: Pictorial description of a simplified Auxiliary Chain SIC Method.

chain (TxAux) is the auxiliary transmission chain for generating the ASIC signal. It
consists of a low gain linear PA. The first receiver chain (Rx) is the ordinary receiver
chain for receiving Sol from other nodes. However, in addition to the Sol, the SI will
also leak to the ordinary receiver chain. The second receiver chain (RxObs) is called
the observation channel and it is used to observe the nonlinear PA at the ordinary
transmitter chain. Then the Digital Predistortion (DPD) engine in the AD9375 runs a
pruned implementation of generalized memory polynomials (GMP) to model a large
number of PA characteristics such as weak nonlinearities, temperature variation, and

memory effects [37]. DPD is used to linearize the output of the PA and increase the

Circulator ﬂhSI [n]

NN 1)

BuuBUY

TxAux AUX +

e B

[n]

Combiner,

RAUX [n] Rx Hardware Side

Adaptive KDC Software Side
Filt Algorithm
z, ut,+ [n] E né% [n]
Rzx,+
Yy | [n]

Figure 2.6: A diagram that shows linear ASIC signal processing block and hardware
components. The "plus" notation in the superscript of the signals (DbD’Jr [n]) represents

the existence of CP&CS&Window.
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efficiency of the PA. Linearization corresponds to not occupying adjacent channels,
please refer to Section [2.6]for DPD activated and deactivated Power Spectral Density
(PSD) plots of OFDM signals.

In Figure the auxiliary transmitter channel, h“Y*X[n], makes the conventional
Least Mean Squares (LMS) algorithm fail to find the adaptive ASIC filter, w457 n],
because the error signal is represented by both w5/ [n] and h4Y*[n]. In such a
situation, the coefficients of the adaptive ASIC filter cannot be found alone. Thus in
[11], a method known as Filtered Least Mean Squares (fLMS) is invoked to track the
channel variations in the SI channel, /! [n]. In this method, the filtered input signal,

3:5 iyt [n], is used in the adaptive algorithm. fLMS is widely used in echo cancellation

implementations [38] and it enables the convergence of w51 [n]

, where the adaptive
filter is initiated by an unit impulse in discrete time. To derive the coefficient update
formulation of w57 [n], one should estimate the KU~ [n] first and then invoke the

commutative property of Linear Time-Invariant (LTI) systems.

2.2.1 Auxiliary Channel Estimation

The auxiliary channel is assumed to be constant throughout the OFDM symbol blocks
and it is estimated in frequency domain by a maximum likelihood estimator using
fullband OFDM symbols. The FFT is used to transform the time domain signal into
frequency domain. CP&CS insertion at the transmitter and removal at the receiver
guarantees circularly symmetric convolution matrix generation for noncausal chan-
nels [31]. Thus, the b*" fullband OFDM symbol passed through the auxiliary channel

can be written in the frequency domain as shown in (2.6):

V] = X R HAY S [R] 4+ NJE ], (2.6)

where k stands for the subcarriers, N2[k] ~ CN(0,0%,) is the additive white
complex-valued thermal noise in the frequency domain. The joint probability mass
function of (Y![k], HAVX [k]| X !![k]) is shown in (2.7), where Y/*!![k] =
Y, V]| and XU = [ XPR, - X

13



p(YFull [k], HAUX [k]‘XFull [k:]) _

B-1

1 2
bH 27WR (2012& > 2.7)

Maximizing the likelihood is equal to minimizing the negative log-likelihood as it is

shown in (2.8)):

Y;)Full [k‘] o Xé’ull [k‘]HAUX [k}]

aln (p (YFull (K], HAUX K] ‘XFull [ kz]) )
OHAUX [k’] * o

o

(YE}FUH[k’] —X{u”[k’]HAUX[k])Xfu”[l{?]* AL 0. (2.8)
b

I
=)

Then, the frequency domain auxiliary channel that minimizes the log-likelihood func-
tions can be estimated as in (2.9), assuming that the auxiliary channel is static across
OFDM symbols even between batches (Please refer to Figure[2.7). The time domain

auxiliary channel estimate, h4UX [n], can be found by means of IFFT.

;5:01 Y"bFull [k]Xf“” [k]*
boo XU [k) Xl 1]

HAVX (k] = for V. (2.9)

2.2.2 ASIC Filter Coefficient Update through Minimizing the Block-Averaged

Mean Squared Error

The ASIC filter, w*7[n], should track the channel variations in SI channel 75/ [n],
where n = —LC" ... LE" Thus, w91 n] should also be a noncausal filter, where
n = —LF ... [Fit and L' < L When the auxiliary channel is estimated
and the commutative property of the LTI systems is invoked, the filtered transmission

signal can be written as in (2.10). The x represents convolution operation:

2l n) = 2} [n] « hAVY[n). (2.10)
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When there is no Sol in Figure the ASIC output yf‘”*[n] (error containing
CP&CS&Window) can be written as in (2.11):

ef &yt =yt _ XFwASIC 2.11)

Filt,+

where X" is a Toeplitz (convolution) matrix containing x; in its columns and

T
wASIC — [wASIC [ — LF’“] e, wSIC [LFZ”H . Minimization of Block-Averaged

ASIC (], as it

Mean Squared Error via Least Squares (LS) method will reveal the w
is shown in (2.12)-(2.14). In this thesis, CP&CS&Window-free signals are used in
every training (also known as finding filter coefficient) phase in order to discard any

let[ ]

two-sided ISI. Thus, X, is the convolution matrix containing x in its columns.

In addition, all the training phases use M number of OFDM blocks, where M < B,

to find the coefficients of signal processing blocks.

3Eb{e£{eb} GEb{( SIH WASICHXI?I) (ygjl B XbWASIC’)}

OwASICH - OwASICH ?

(2.12)

Eb{—Xf(yff—waASfc)} — —Eb{XfyfI}—i—Eb{Xbe}wAsm 20, (2.13)

M-1 -1 /v
= wASIC = (Z XH Xb> (Z Xfy;?f> : (2.14)
b=0

b=0

In (2.14 - X, is a Toeplitz matrix (containing x£ in its columns) of size (uN*¥™ —
2L o (2LFM 4 1), y2T is of size (uN*¥™ — 2LF%) x 1, and thus wA51¢ is of
size (2LF" + 1) x 1. An adaptive LS algorithm can be built on top of (2.14) by

introducing a step-size, 1*%, as in shown in (2.15)):

M-1
witlS = wiy '+ e (Z Xg(iﬂ)Xb,(iH)) (Z X i), H—l)) , (2.15)
b=0

where the subscripts 7 and ¢ 4 1 represents batch numbers in Figure 2.7| The adaptive

LS can track the channel variations in SI channel between batches. As it is shown
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Figure 2.7: Pictorial description of consecutive batches of OFDM Symbols consists

of CP&CS&Window.

in Figure each batch contains B number of OFDM symbols and M number of
them are used in training phase and in the training phase trained filters are applied to
all B number of blocks in the same batch, as it is shown in (2.11). However, due to
the hardware limitations, finite many OFDM symbols can be captured in a batch at
once by the hardware. Thus, the adaptive LS algorithm updates the ASIC Filter Coef-
ficients for the i + 1" batch, w{;{{'[n], by using the ASIC Filter Coefficients for the
i*" batch, w(}y“[n]. Adaptive LS approach is also used in the synthetic environment.

In the implementation of (2.15) pseudo-inverse operation, pinv (), is used other

H

than the inverse operation, inv (), as Xj g +1)Xb7(i+1) becomes close to singular due

to narrowband, and thus correlated, XbF it

2.2.3 Received Signal Model after ASIC

The received signal at the Rx Port (please refer to Figure can be written as it is

shown in 1] when the desired signal, sf ol+ [n], is present in the system:

u "t [n] & ¢(f [n]) + ryf [n] + ni*[n], (2.16)

vy " [n] = T [n] « b [n], (2.17)
vy N ] = —aif [n] % w9 ]« BV ],
ri[n] £ s,°0F [n] % h%°![n], (2.18)



where the first term in (2.16) represents the residual SI after the ASIC (details are
in (2.17)), the second term represents the received Sol (details are in (2.18))), and the

third term represents the additive white complex-valued thermal noise ~ C'N (0, 0%, ).

2.3 Nonlinear Digital Self-Interference Cancellation Algorithm under OFDM
Signal Model

The proposed ASIC algorithm described in Section [2.2]and shown in Figure [2.6]is a
linear ASIC technique as a linear PA is used and there are no nonlinear component
present in the auxiliary transmitter chain. In order to increase the effectiveness of the
ASIC, nonlinear PA in the ordinary transmitter chain, ¢(-), is linearized by the built-in
DPD in the AD9375. The DPD in the AD9375 is based on a pruned implementation
of Generalized Memory Polynomials (GMP) to linearize the output of the nonlinear
PA [37]. However, at higher PA output powers and under strong nonlinearity the DPD
cannot linearize the PA completely [39]. Thus, the RSI component of the received
signal at the Rx Port after the linear ASIC in and (2.17), ¢(z; [n]), contains

both linear and nonlinear components of SI.

The nonlinear DSIC algorithm uses GMP basis functions to model the nonlinear SI,
expressions of basis functions can be found in Appendix [A] [27]]. The modelling of

nonlinear SI is shown in (2.19):

vt = ()8 + v (2.19)

where 3" is a vector containing GMP coefficients and ®(x;") is a matrix containing
the GMP basis functions for x;" in its columns, and vfz’Jr represents the modelling
error. In Figure [2.8] pictorial description of nonlinear modelling is shown. According
to (2.19) s, [n] £ ®(z; [n]) B and v, " [n] = 3"t [n] — 5, [n]. In the training
phase CP&CS&Window-free M number of blocks (from the same batch) are used to
minimize the Block-Averaged MSE via LS to find the GMP coefficients, 3. Please

refer to (2.20)-(2.22):
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Figure 2.8: Pictorial description of the nonlinear DSIC algorithm. The "plus"
notation in the superscript of the signals (DE’+[n]) represents the existence of

CP&CS&Window.

aEb{‘v{)% 2} ) aEb{(yé%xH _ IBRxH(I)(Xb)H) (vl — ®(x;)8™) }’ (2.20)

aIBRmH aﬁRzH

Eb{ — ®(x,)" (y;"* — ‘I’(Xb)ﬁm)} =

- Eb{q)(xb)Hyfx} + Eb{q)(xb)H(I'(xb)} R A0 (2.21)

M-1 1o/
= Bt = (Z @(xb)ch(x,,)> (Z @(Xb)Hyf””) . (2.22)
b b=0

In the matrix ®(x;) containing the GMP basis function for triplet (k, [, m) in its
columns. The basis function is 2 [n — (] ‘xb [n—1—m] k, where k = 0,--- , KEMP
and | = —LEMP ... [GMP and m = —MOEMP ... MOEMP  &(x,) is of size
(uN*vm —2[GMP _ o \JGMPY s (KGMP(9[GMP | 1)(2\fJOMP | 1) 4 (2[OMP | 1)),
yi is of size (uN*¥"™ — 2LEMP — 2M[GMP) x 1 and hence, 3" becomes of size

(KEMPQLEME + 1)(2MEMP + 1) 4 (2LEMP 4-1)) x 1.

In (2.22) the column size of ®(x;) is not equal to (K “MF +1)(2LEMP 1) (2MEMP 1
1), because when k = 0, each [ should be used to calculate the column of ®(x;) only
once. If each [ is used with each m, then ®(x;,) becomes rank deficient and the

inverse operation becomes undefined. In addition, in the implementation of (2.22)
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pseudo-inverse operation, pinv (), is used other than the inverse operation, inv (),
as ®(x;) 7 ®(x;,) becomes close to singular due to narrowband, and thus correlated,

Xp-

In testing phase shown in (2.19), ®(x;") is generated where the matrix is of size

(MNsym + NCP + NCS’) % (KGMP(QLGMP + 1)(2MGMP + 1) + (2LGMP + 1))

Then ®(x;) is used to generate s, = ®(x;)B8"" and the error signal becomes
Rx,+ _ _SI+ Rz ,+
v, T =y, —s, .

2.4 1Q Decorrelator Algorithm under OFDM Signal Model

The output of the nonlinear DSIC algorithm, v; " [n], is affected by a hardware im-

pairment called IQ Imbalance, as the hardware setup presented in Section [2.5]is a
direct conversion system. The IQ Imbalance contaminates the in-band and acts like
a residual SI (RSI). The IQ Imbalance effect on the spectrum is arbitrarily shown in

Figure [2.9]and further details can be found in Appendix [B]

Magnitude
Baseband » Frequenc
= o > q Yy
Due to IQ
Imbalance @TX ¥
After
Upconversion » Frequenc
= o > q Yy
SOH-.M_ .
Other Signals A Ol_her S|grlwalb
. . in the air
Before in the air _ ~—T
Downconversion ~ \ Frequency
Due to 1Q
After Downconversion » Imbalance @RX
and -
Lowpass Filtering ~ > Frequency

Figure 2.9: Pictorial description of IQ Imbalance impairment on the spectrum by
arbitrarily chosen signals. Bandwidth of the Sol is purposefully narrowed to fully

describe the IQ Imbalance on transmitter and receiver chains.
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Figure 2.10: Pictorial description of 1Q Decorrelator algorithm. The "plus"
notation in the superscript of the signals (DE’Jr[n]) represents the existence of

CP&CS&Window.

Re{xy[n]} — \ Re{v[*[n]}

Im{xy[n]} N

ol ]}

Figure 2.11: Pictorial description of two-input one-output linear predictors.

The shown IQ Decorrelator in Figure[2.10]is based on two-input one-output linear pre-
dictors that operate in the real-field. Input vector a,[n| = [Re{xb (0]}, Im{xy[n] }]
is of size 1 x 2 and used to estimate Re{v{*"[n]} and Im{vf*[n]} separately, as
it is shown in Figure 2.T1] In the training phase CP&CS&Window-free M number
of blocks (from the same batch) are used to minimize the Block-Averaged MSE via
LS to find the IQ Decorrelator filter coefficients, wi™[n] and w{*[n]. Please refer to
(2.23)-(2.25) for finding IQ Decorrelator filter coefficients, where A, is a Toeplitz

matrix (containing a,[n] in its columns):

8Eb{ ‘Re{vl})%x,IQdecorr} 2} 8Eb{R6{VZ§$T . szTAbT}Re{vé?,m o Abwﬁx}}

owle" owle" ’
(2.23)

E{ — A7 (Re{vi¥} - Agwl) } = ~B{ ATRe{v["}} + B { AT A fwi= 20,
(2.24)
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(2.25)

In (2.25) Ay is of size (uN*¥™ — 2L19) x (2(2L19 + 1)), v} is of size (uN*v™ —
2L'?) x 1, and thus w* and w§* are of size (2(2L'? 4+ 1)) x 1.

In the testing phase the Toeplitz matrix A} of size (uN*¥™ + NP + NOP) x
(2(2L19 + 1)) is generated, where it contains a; [n] = [Re{a:b[nﬁ}, Im{xb[nﬁ}]
in its columns. Then the outputs of the IQ Decorrelator signal block shown in Figure

[2.10] can be written as in (2.26)):

Rz, IQcorr,+ +... Rx L N i
v =AW+ AW,
’ vt b (2.26)

Vfa:,IQdecorr,—f— _ Vl])%a:,—f— o Vl])%x,IQcorr,—&—'

After the linear ASIC, nonlinear DSIC, and 1Q Decorrelator DSP blocks, CP&CS&
Window can be removed from the error signal of IQ Decorrelator, v, %% [n]
RST + r;[n] + nf*"[n], and then it can be equalized and demodulated to obtain the

information bits that the Sol carries.

2.5 Details of the Hardware Setup

In Figure [2.12} input&output relationship of previously explained linear ASIC, non-
linear DSIC, and IQ Decorrelator algorithms are summarized. The hardware com-
ponents in Figure [2.12] are exactly used in the hardware setup shown in Figure 2.13]
The hardware setup, containing off-the-shelf components other than the antenna, is
based on an ADRV9375 Evaluation Board [37] which hosts a highly integrated, wide-
band RF transceiver called AD9375 [39]. It offers dual-channel transmitter and re-
ceivers, a fully integrated DPD adaptation engine (based on a pruned implementation

of GMP), and digitally controlled analog attenuation/gain stages for transmitter/re-
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ceiver chains. However, AD9375 employs two different built-in frequency synthe-
sizers for the transmitter and receiver chains. To limit the oscillator phase noise im-
pairment, a common local oscillator (LO) is used [2]. ADF4372 LO Generator [40]
is used to fed the common LOs to external LO ports of the transmitter and receiver
chains. Moreover, as the user guide of ADRV9375 suggests, a networking-capable
carrier board Xilinx ZC706 is included in the setup. An application programming
interface (API) is used in the MATLAB environment to configure the ADRV9375
Evaluation Board (mixer settings, DPD activation/deactivation, how many samples to
capture, etc.), to send baseband signals to the upconverters, and to receive baseband
signals from the downconverters through an Ethernet cable. It is important to note
that the transmitted and received baseband signals are processed in MATLAB via the

signal processing blocks shown in Figure 2.12] other than the DPD.

Carrier frequency and sampling rate (f;) of the ADRV9375 Evaluation Board is set

SI
+ ’l)b(.) ~t Circulator N mh [TL]
[n] i mb {n] . g : /‘;_I\/ Sb5017+ [TL]
)

= &, [n] » h¥[n]} £ 4 0]

Sol, )
e AU, g +5,° " [n] x S I[n]}é ry [n]

9 Yy n
= g w hAUX[n] b
Combiner|

RAVX [n] Rx Hardware Side

Adaptive {Dc Software Side

. Algorithm
Filt,+ Rz

Ty, [TL] E ) m [n]

Nonlinear
Modelling

Rz, + va’+ [n]
s, [n] b

1Q Decorrelator|
Rx,IQcorr,+

vy, [n

oo dQaeeorm (] & RST + 7y +

Figure 2.12: A diagram that shows linear ASIC, Nonlinear DSIC, and 1Q Decorrelator

signal processing blocks and hardware component in a complete picture.
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Figure 2.13: Nonlinear, single-antenna hardware setup and RF components.

to 2550 MHz and 122.88 Msps, respectively. Then, the predistorted transmit signal is
sent from Tx Port to the high gain (=~ 35 dB) nonlinear PA, SKY66397-12 [41]]. The
output of the nonlinear PA is splitted into two, EE;“ [n], and fed both into the circulator
and the observation channel. On the way to the observation channel, the PA output
is attenuated in order not to saturate the RxObs Port. On the way to the circulator
and then to the Rx Port the PA output is suppressed ~ 19-20 dB by the circulator
and ~ 4-5 dB by the combiner located prior to the Rx Port. The analog cancellation
signal is sent from the TxAux Port to the low gain (= 16 dB) linear power amplifier,
SKY67189-396LF . The output of the linear PA, y,‘;‘ UX+ [n], is then combined
with the signals coming from the Antenna Port of the circulator, 73 [n]. The antenna
connected to the Antenna Port of the circulator is circularly polarized. Thus, the linear
ASIC algorithm presented in Section [2.2] should deal with time-varying SI channel
across batches, h% [n]. The equation tracks the time-varying SI channel across
batches while the SI channel that a single batch experiences, 77 [n], is assumed to be

static. This assumption is related with a data capturing delay, ¢c;qy, Which is the time
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passes between the starting sample of the consecutive batches and it stems from the

UNSY™ B
fs

than the data capturing delay (tdelay ~2 s> where uN*¥"™ = 8192, B = 25.

hardware setup. The time duration of the batch ( ~ 1.7 ms) is much smaller

In order to perform SIC, the DSP blocks shown in Figure 2.12]should be trained and
filter coefficients should be determined first. Therefore, three operational modes are
defined. These operational modes are introduced in the following section and the
performance of the linear ASIC, nonlinear DSIC, and I1Q Decorrelator algorithms is
evaluated from PSD plots by using the same average antenna transmit power, ~ 10

dBm, used in [11].

2.6 Operational Modes of the Hardware Setup

In Mode-0, the Sol is deactivated. First, fullband (= 120 MHz) OFDM symbols are
generated and transmitted from TxAux Port to the Rx Port to estimate the auxiliary
channel, h4VX[n], as presented in (2.9). Then, narrowband (=~ 20 MH A' OFDM
symbols are generated to train the built-in DPD engine. The DPD activated and de-
activated PSD plots is shown in Figure 2.14] and as it can be seen the circulator and
the combiner suppresses the SI in propagation domain by ~ 24 dB. It is important to
note that the DPD training should be performed with the desired average nonlinear
PA output power which corresponds to the desired average antenna transmit power.
This mode is used only once, because the auxiliary channel, KX [n], is static and

nonlinearity characteristics of the PA is stationary as it is cooled down with a fan in
Figure[2.13]

In Mode-1, the Sol is continued to be deactivated and linear ASIC filter coefficients
are trained through eight batches, as presented in (2.15)). The effect of updating the
ASIC filter coefficients is shown in the spectrum in Figure where LF =10 and
M = B = 25. This mode is used when the SI channel, 4°7[n] is changed drastically
and the ASIC filter coefficients are required to be trained again. Thus, the frequency

of using the Mode-1 depends on the environment that the IBFD radio operates.

! As the sampling rate of the ADRV9375 Evaluation Board is set to 122.88 Msps and a 20 MHz bandwidth

signal is used, the estimated channel taps and ASIC&DSIC filter taps would become upsampled.
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Figure 2.14: Mode-0. Difference between DPD activated and deactivated SI signals

in the spectrum. The amount of propagation domain SIC by the circulator and the

combiner should be read from the in-band as the blue spectrum is raised from the

receiver noise floor by ~ 24 dB.

Average Sl (Transmit) Power @ Antenna Port ~ 10 dBm
Amount of Propagation and Analog Domain SIC ~ 48.9 dB

PSD Value(dB)
=)

L 4
w N
& o

-140

-150 -

—SI| @ Antenna Port w/o DPD
...._\ __SI @ Rx Port before ASIC w/ DPD
(Oth Iteration)
_ Sl @ Rx Port after Linear ASIC
(1st lteration)
_______ S| @ Rx Port after Linear ASIC
(2nd lteration)
_ S| @ Rx Port after Linear ASIC
(4th lteration)
__Sl @ Rx Port after Linear ASIC
(8th lteration)
—Measured Receiver Noise Floor

[Oth, 1st, 2nd,|4th, 8th]

-160
-80

-60 -40 -20 0 20 40 60 80
Frequency(MHz)

Figure 2.15: Mode-1. The received signal at Rx Port after ASIC iterations are shown

in the spectrum progressively.
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In Mode-2, linear ASIC is switched to testing phase and trained ASIC filter coeffi-
cients are used as it is shown in (2.11)). Sol can be activated in this mode. However,
PSD plots do not include Sol. Sol included analysis are in Chapter[5] Nonlinear DSIC
and IQ Decorrelator filters are both trained as in (2.22)) and (2.23]), respectively. Then
nonlinear DSIC and IQ Decorrelator filters are used as in (2.19) and (2.26), respec-

tively. The results of nonlinear DSIC and IQ Decorrelator are shown in Figure 2.16]
where KCMP — 5 [GMP —g NGMP — 9 [11Q — 15 and M = B = 25. The IBFD
radio is in this mode of operation most of the time unless it is in the Mode-1 due to
the saturation of the Rx Port because of the changing SI channel and the aging of the
ASIC filter coefficients.

In conclusion, the previously proposed linear ASIC, nonlinear DSIC algorithms in
[11] and recently proposed IQ Decorrelator algorithm result a Prg; level that is close
to the receiver noise floor, where the average antenna transmit power is ~ 10 dBm.
The receiver noise floor is measured by terminating the input ports of the combiner
located prior to the Rx Port. In the next chapter, the algorithms are evaluated at higher

average antenna transmit powers.

Average Sl (Transmit) Power @ Antenna Port == 10 dBm
6E‘Ammunt of Propagation, Analog, and Digital Domain SIC ~ 77 dB

) —SI @ Antenna Port w/o DPD
-70 - -5l @ Rx Port after Linear ASIC
=—Nonlinear Modelling Error
-80 1Q Decorrelator Output
90 - ——Measured Receiver Noise Floor
o
T.-100 .
o]
3
w©-110 - .
>
(m]
o 120 - .
o
-130 - y
-140 - .
-150 - .
_160 | i | | i | |
-80 -60 -40 -20 0 20 40 60 80

Frequency(MHz)

Figure 2.16: Mode-2. SIC summary in the spectrum after linear ASIC, nonlinear

DSIC, and IQ Decorrelator.
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CHAPTER 3

EVALUATION OF THE DISCUSSED SIC ALGORITHMS AT HIGHER
AVERAGE ANTENNA TRANSMIT POWERS

In this chapter, the performance of the SIC algorithms discussed in Chapter [2] are
evaluated with the same parameters in Sections [2.5/and [2.6|at higher average antenna
transmit powers, ~ 13 dBm and ~ 16.5 dBm. After the evaluation, it is shown that the
performance of the previously discussed SIC algorithms are limited. This limitation

results in the discovery of the transmitter noise in the used hardware setup.

3.1 The Performance of Operational Modes at Higher Average Antenna Trans-

mit Powers

In Mode-0, higher average antenna transmit powers correspond to higher average PA
output powers and, thus, under strong nonlinearity the built-in DPD cannot linearize

the PA completely, as presented in Figure[3.1]

In Mode-1, due to the existence of a nonlinearized PA, the performance of linear
ASIC decreases and, more iterations are required to perform the same level of ASIC

in the in-band, as shown in Figure 3.2

In Mode-2, the performance of IQ Decorrelator starts to be less effective as the aver-

age antenna transmit power increases as presented in Figure|3.3
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Figure 3.1: Mode-0. The performance of the built-in DPD, where average antenna

transmit power ~ 13 dBm and ~ 16.5 dBm.
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Figure 3.2: Mode-1. The performance of ASIC after iterations, where average an-

tenna transmit power ~ 13 dBm and ~ 16.5 dBm. The amount of propagation and

analog domain SIC is ~ 51 dB for the former and ~ 53 dB for the latter.
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Figure 3.3: Mode-2. SIC summary in the spectrum after propagation, analog, and
digital domains, where average antenna transmit power ~ 13 dBm and ~ 16.5 dBm.
The amount of propagation, analog, and digital domain SIC is ~ 76.5 dB for the
former and ~ 73 dB for the latter.

3.2 Discovery of the Transmitter Noise in the Nonlinear, Single-Antenna Hard-

ware Setup

After the 1Q Decorrelator, Prg; levels in Figure start to diverge from the receiver
noise floor as the average antenna transmit power increases. The observed higher
Prsy level results in the discovery of transmitter noise due to the high average antenna
transmit power. In the next chapter, the hardware setup is simulated in MATLAB with
an addition of the transmitter noise in the synthetic environment and the limiting effect
of the transmitter noise on the SIC algorithms is going to be shown. Then, a noise
cancellation algorithm is going to be proposed which utilizes the observation receiver
channel to capture the nonlinear PA output on the ordinary transmission chain. The
noise cancellation algorithm exploits the observation and ordinary receiver channels
containing the same transmitter noise realization. Finally, the hardware setup is used

to evaluate the performance of the noise cancellation algorithm.
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CHAPTER 4

DEVELOPMENT OF THE NOISE CANCELLATION ALGORITHM

In this chapter, the hardware setup presented in Section [2.5]is simulated in MATLAB
from scratch with an addition of the transmitter noise in the ordinary channel and a PA
Model instead of a DPD. After that the ASIC, nonlinear DSIC algorithms described
in Sections[2.2]and[2.3|are applied to perform SIC, respectively. In the synthetic envi-
ronment the IQ Decorrelator algorithm is not needed, as IQ Imbalance is not present.
Then, high Pgg; level is going to be shown to identify the limiting effect of the trans-
mitter noise on the SIC algorithms. Then, a transmitter noise cancellation algorithm
is proposed in the synthetic environment by exploiting the fact that the observation
and ordinary receiver channels contain the same transmitter noise realization. Lastly,
the hardware setup is used to evaluate the performance of the noise cancellation algo-
rithm. In this chapter, all performance evaluations are performed from the PSD plots,

where the Sol is deactivated. Sol included analysis is presented in Chapter [5

4.1 Performance of the Previously Proposed SIC algorithms in the Synthetic

Environment containing Transmitter Noise

The synthetic environment containing transmitter noise is shown in Figure 4.1} Em-
ployed self-interference channel, 4°![n] and auxiliary channel, KX [n], are obtained
from the hardware setup and total power of the channel taps is normalized to 0 dB
as shown in Figure 4.2, where n = —L" ...  L¢" and L¢" = 30. A 10 dB input
backoff is applied to the transmitted signal, x; [n], and the SNR of the transmitted
signal E, [|x; 2] /o, is set to ~ 50 dB by the additive white complex-valued trans-

mitter noise, 7 “[n] ~ CN(0,0%,). In the ordinary transmitter chain the nonlinear
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Figure 4.1: Diagram of the synthetic environment containing transmitter noise.

PA, ¢ (-), is represented by Saleh Model with coefficients o, =2, 5, = 1, ay = 7/4,
By = 0.25 [43]. With these coefficients and 10 dB input backoff, the PA applies on
average ~ 4.5 dB gain, as shown in Figure 4.3] The PA applies the gain both to the
transmitted signal and the transmitter noise. Thus, the transmitter noise floor raises,

as shown in Figure

In Mode-0 the SNR of the PA output, Z; [n], is increased through integration and the
nonlinear PA is modelled, 12 (+), by finding the GMP coefficients using the nonlinear
DSIC algorithm in (2.22), where K“M¥ = 6. The output of the PA estimate, /EE\: [n)],
is generated as it is shown in (2.19). The output of the PA and the output of the PA

estimate are shown in the spectrum in Figure §.5]

In Mode-1 ASIC filter coefficients are trained through a single batch as presented
in (2.15), where L% = 10, u** = 0.95, and M = B = 25. The received signal
after ASIC, yfx’Jr [n], is shown in the spectrum in Figure M It is known that the
transmitter noise floor stands higher than the receiver noise floor, [2,/12}/15] and thus

the receiver noise, n**[n] ~ CN(0,0%,), is set to ~ 20 dB below the transmitter
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Figure 4.2: Estimated channel from the hardware setup.

noise. In other words, the receiver noise is ~ 24.5 dB below the raised transmitter

noise. An ideal IBFD system should utilize ASIC&DSIC algorithms such that the SI

AM/AM Plot
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o

_30 | | | | 1 1 1 1
-40 -36 -30 26 -20 15 -10 -5 0 &5 10
Input Power(dB)

Figure 4.3: Input signal average power is ~ -10 dB and input signal peak power is
~ 0.8 dB.

33



— — Tx Signal before PA
== Ty Signal after PA

L
o
o

PSD Value(dB)
o

BN
' I
|

L
I |
! I
I

| I
r
I i
| i

-120 'Raised Tx
Noise Floor
-130 f | | 4
=140 T T £ N B e P e e e §
Tx Noise Floo
_1 50 1 1 1 1 1

-80 -60 -40 -20 0 20 40 60 80
Frequency(MH2)

Figure 4.4: The effect of the PA on the transmitted signal in the spectrum.

is suppressed up to the receiver noise floor.

In Mode-2, ASIC is switched to testing phase and trained ASIC filter coefficients are
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Figure 4.5: Mode-0. The outputs of the PA and PA estimate in the spectrum. The
time domain mean squared error between the actual and estimated outputs is in the

order of le-6.
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Figure 4.6: Mode-1. The performance of ASIC filter is limited as the step size, u*°,
is set to 0.95 and not to 1. This is done on purpose in order to show the performance

of the nonlinear DSIC algorithm in Mode-2.

used as it is shown in (2.11]). Moreover, nonlinear DSIC filter is trained as it is shown
in and tested as it is shown in (2.19), where K¢MP =6, LGMP =30, MGMP —
0,and M = B = 25. Sol can be activated in this mode. However, PSD plots do not
include Sol. Sol included analysis are in Chapter [5| When the Sol is deactivated the
nonlinear modelling error, v, [n], is shown in the spectrum in Figure As it
can be seen, the Prg; level is high and it is around the raised transmitter noise floor.
Furthermore, when the transmitter noise is removed from the synthetic environment
the SI can be cancelled up to the receiver noise floor, as it shown in Figure@ Thus,

it is observed that the existence of the transmitter noise in the synthetic environment

results in a similar bottleneck on the SIC algorithms presented in Chapter 3]

35



— Sl before ASIC
-80 : : T | —siaterasic
90l = Nonlinear Modelling Error
) ——Raised Tx Noise Floor
-100 L —Rx Noise Floor
[in)
S -110t .
ob}
3
w-120 1 .
=
Q
2130+ ]
o
-140 | .
-150 | ]
-160 . et N I |
_170 1 1 1 1 1 1 1

-80 -60 -40 -20 0 20 40 60 80
Frequency(MHz)

Figure 4.7: Mode-2. SIC summary in the spectrum after ASIC and nonlinear DSIC

with transmitter noise.
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Figure 4.8: Mode-2. SIC summary in the spectrum after ASIC and nonlinear DSIC

without transmitter noise.
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4.2 Transmitter Noise Cancellation Algorithm and its Performance in the Syn-

thetic Environment

In the hardware setup shown in Figure [2.12] and [2.13] the observation channel has
already been used to train the DPD on the ordinary transmitter chain. In Mode-2,
transmitter noise cancellation algorithm further utilizes the observation channel to
capture the same transmitter noise realization that the ordinary receiver chain has
been affected. The transmitter noise cancellation algorithm diagram in the synthetic

environment is shown in Figure (4.9}

+ n nTﬂ’f[n] ¢() ~
[ ] bA\ Zy [n] ’hT[n]l i

iSaleh PA

(%

D—n;" [n]

Adaptive yb [n]
nyUObS"F [n] Algorithm
Nonlinear Nonlinear
Modelling Modelling
Rx,+
sllj{mObs,—i— in] ,UbR:cObs,-i- n] s ) o )]
Noise — a
Cancellation Rz + cJ WJ
Uy, [n]

~ sy [n] + 1y [n]

Figure 4.9: Diagram of the proposed noise cancellation algorithm in the synthetic

environment containing transmitter noise.

The received signal from the observation channel, yfIObs’+[n], can be written as in
@.1):
y O ] = T [n] x hO . (4.1)

The PA output, 5: [n] can be written as in |j to reveal the raised transmitter noise

term, 7). “[n]:
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Ty [n] = ¥ (wy [n]) + ¢z [n] + 0, " []) — ¢ ([n]) . (4.2)

~—
24Tz

n]

In Figure 4.9} pictorial description of nonlinear modelling of the observation channel
is shown. GMP basis functions can be used to model the bexObS’Jr to obtain the raised

transmitter noise term as a nonlinear modelling error as it is shown in (4.3)):

Y

yé%xObs,+ — @(X:),@RIOZ)S +fo0bs’+ (43)
—_——

a_RxObs,+

where 379" is a vector containing GMP coefficients and ®(x;") is a matrix con-
taining the GMP basis functions for x;  in its columns, and vmebs’Jr represents the
modelling error. In the training phase of nonlinear modelling in Mode-2, CP&CS
&Window-free M number of blocks (from the same batch) are used to minimize the

Block-Averaged MSE via LS to find the GMP coefficients, 37", Please refer to

@4)-@.9):

8Eb{ ‘Vé%xc)bs 2} 8Eb{ (ylz)«zQ;ObsH _ ﬂRxObsH(I)<Xb)H) (yé%xObs _ (I)(Xb),@RmObs)}

a/BRxObsH - aﬁRxObsH

)

4.4)

Eb{ _ (I)(Xb)H(le)%xObs _ (I)(Xb)BRxObs)} _

_ Eb{@(xb)Hyf“Obs} + Eb{cb(xb)%(xb)} RaObs &) (45)

M-1 -1 v
= @hz0bs — (Z <I>(xb)H<I>(Xb)> (Z @(xb)Hyfwbs) : (4.6)
b=0 b=0
In (4.6) the matrix ®(x;) containing the GMP basis function for triplet (k, I, m) in its
k
columns. The basis function is z; [n — (] ‘:pb [n—1—m]|,wherek =0, , KMF
and [ = —LOMP ... [OGMP and mp = —MOMP ... MEMP  $(x,) is of size
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Figure 4.10: Mode-2. Performance of the nonlinear modelling on the observation

channel in the spectrum.

(uN*ym —9[GMP _ 9\ [GMPY s ([GMP(9[GMP | 1)(2)fOMP 4 1) 4 (2LOMP 1 1)),
yie0bs s of size (uN*¥™ — 2LEMP — 2)M[GMP) x 1 and hence, B%°°** becomes of
size (KEMP(QLEMP 4 1)(2MEMP 1) 4+ (2LEMP 1 1)) x 1. In the testing phase of
nonlinear modelling in Mode-2 shown in , ®(x;") is generated where the matrix
is of size (uN*¥™ + NCP 4 NOS) x (KGMP(2LEMP 4 1)(2MEMP 4 1)+ (2LEMP 4
1)). Then, ®(x;") is used to generate s, """ = ®(x;" )37 and the nonlinear

. b b b
modelling error becomes foo st — yfxO R sfxo A

When the parameters mentioned in Section d.1]are used, the outputs of the nonlinear

modelling, in Mode-2, can be estimated as shown in (4.7) and Figure .10}

sy " n] = (i [n]) « KO [n],

RaObs,+ ~T Ob .7
2Obs, ~

v, [n] ~ 7, “[n] * h7%[n].

The noise cancellation filter, w¥° [n], uses sz@bs# to estimate vf“x’Jr as both signals

contain the same realization of the raised transmitter noise, where n = —LVC ...

LNC . The error signal can be written as in :

Y
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+ A _ Rx,+ RxObs,+__ NC
e, =V, -V, w 4.8)

Vl])?zObs,-l— RxObs,+

where in its columns
and wV¢ = [wN Cl=LNC] - JwNC LN } . Minimization of the Block-Averaged
MSE via LS reveals the w", as it is shown in (4.9)-@.11)). In the training phase of

noise cancellation in Mode-2, CP&CS&Window-free M number of blocks (from the

is a Toeplitz (convolution) matrix containing v,

same batch) are used:

OE, { egfeb} OE, { (Véza;H _ wheH Vé{mObsH ) (Vé%;r _ Vé%xoz;szC) }

owNCH OwNCH )

4.9)

RzObs® (_ Rz RzObs . NC _

E {VRxObsH é%x} +Eb{vf$ObSHV5$ObS}WNC N ’ (410)

(Z VRacObs VRxObs) (Z VRJ:ObsH R:c) (411)

In V [Je0bs is a Toeplitz matrix (containing v9% in its columns) of size
(uNsv™ — 2LNCY x (2LNC 4 1), v is of size (uN*¥™ — 2LNY) x 1, and thus
wNC s of size (2LNC + 1) x 1. In the testing phase of noise cancellation in Mode-2
shown in 1i Vwabs’Jr is generated where the matrix is of size (uN*¥™ + N cP 4

NCS) x (2LNC 4 1).

When the parameters mentioned in Section alongside with LV¢ = 30 are used,
the performance of the noise cancellation algorithm in the synthetic environment is
shown in Figure .11 To conclude, the proposed algorithm can cancel the transmitter

noise up to the receiver noise floor in the synthetic environment.
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Figure 4.11: Mode-2. SIC summary in the spectrum after ASIC, nonlinear DSIC and

noise cancellation.

4.3 Transmitter Noise Cancellation Algorithm and its Performance in the Hard-

ware Setup

The noise cancellation algorithm proposed in Section should be modified nota-
tion wise for the hardware setup as the system is a direct conversion system. An 1Q
Decorrelator signal processing block has to be inserted between the Nonlinear Mod-
elling and Noise Cancellation signal processing blocks in the observation receiver
chain shown in Figure @ The modified diagram that shows linear ASIC, Nonlinear
DSIC, 1Q Decorrelator, and Noise Cancellation signal processing blocks and hard-

ware components is shown in Figure [4.12]

1Q Decorrelator coefficients, w;*"[n] and w{*?"[n], are found as shown in (4.12)

in the training phase of Mode-2. The details of the training phase and sizes of the
vectors and matrices are previously discussed in Section [2.4] for the IQ Decorrelator

in the ordinary receiver chain. Thus, only notation-wise modifications are done in

!The proposed noise cancellation algorithm is in fact based on Bussgang Decomposition where cross correla-
tion of two Gaussian processes is equal to scaled cross correlation of processes plus uncorrelated distortion when
either one of the process is affected by a nonlinearity. In Chapter |§|, an alternative neural network aided noise

cancellation algorithm is stated as a future work.
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Figure 4.12: A complete diagram for pictorially describing the used hardware setup

and utilized algorithms to perform transmitter noise aware SIC.

@.12):

-1

M—-1 M—1
RxzObs __ § T E : T RxObs
b=0

b=0 B (4.12)
M-1 M-1

ngObs — Z AgAb Z Aglm{vngbs}
b=0 b=0

In the testing phase of Mode-2, the outputs of the IQ Decorrelator in observation

chain shown in Figure 4.12]can be written as in ({.13):

bs,I .
VR:EO s, IQcorr,+ _ A+WRzObs + JA—i-WRzObs
b b "I b "vQ ’ (4 13)
RxzObs,IQdecorr,+ _ _ RxObs,+ RxzObs,IQcorr,+ )
Vb = Vb — Vb .
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After the insertion of the IQ Decorrelator filter between the Nonlinear Modelling and
Noise Cancellation blocks in the observation receiver chain, the proposed noise can-
cellation algorithm should use v;*O"*@%™ to estimate v, /9% as both sig-
nals contain the same realization of the raised transmitter noise. Then, in the training
phase of Mode-2 the noise cancellation filter coefficients are found as it is shown in
(4.14). The details of the training phase and sizes of the vectors and matrices are pre-

viously discussed in Section for the noise cancellation block. Thus, only notation

wise modifications are done in (4.14):

—1

M-1

Z I " I

WNC — ( VII)%xObs, Qdecorr \/—II)%xObs7 Qdecorr)
b=0

M-1
( Z VEI)%xObs,IQdecorrHVZI)%:L‘,IQdecorr> ) (4 14)

b=0

In the testing phase of Mode-2, the output of the noise cancellation algorithm can
be generated and subtracted from the 1Q Decorrelator output of the ordinary receiver

chain as shown in {.13):

Vl])%x,IQdecorr,Jr _ Vl])%xObs,IQdecorr,JrWNC ~ RST + Sfo[,+ + nlf%x (415)

When the Sol is deactivated, performances of the SIC algorithms can be evaluated

from Figures [4.13] 4.14] and 4.15] The proposed noise cancellation algorithm sig-

nificantly improves the SIC performance at higher average antenna transmit powers,
~ 13 dBm and ~ 16.5 dBm. However, especially in the latter case, some RSI is
left both in the in-band and out-of-band spectrum. This indicates an insufficiency in
nonlinear modelling. More details will be given on that in Chapter [5|and Chapter [6]
In the next chapter the Sol will be activated after the nonlinear DSIC, 1Q Decorrela-
tor, and Noise Cancellation filter coefficients are determined and the performance of
each SIC algorithm is evaluated, separately, by calculating their BER versus Sol-SNR

performance.
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Figure 4.13: Mode-2. SIC Summary in the spectrum after linear ASIC, nonlinear
DSIC, IQ Decorrelator, and Noise Cancellation where the average antenna transmit

power is &~ 10 dBm.
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Figure 4.14: Mode-2. SIC Summary in the spectrum after linear ASIC, nonlinear
DSIC, 1Q Decorrelator, and Noise Cancellation where the average antenna transmit

power is &~ 13 dBm.
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SIC Summary in the spectrum after linear ASIC, nonlinear

DSIC, IQ Decorrelator, and Noise Cancellation where the average antenna transmit

power is ~ 16.5 dBm.
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CHAPTER 5

NUMERICAL RESULTS

In this chapter, two types of Sol are inserted into the ASIC output after the coefficients
of ASIC and DSIC filters are determined: In-Band Sol and Adjacent-Band Sol. In the
In-Band Sol case, the SI and Sol overlap in the frequency domain. They occupy
the same frequency band. In the Adjacent-Sol case, however, the SI and Sol occupy
adjacent bands. Such a spectrum utilization does not violate the advantage of IBFD
over HD on spectral efficiency. That is because the utilized adjacent band could
have not been used due to the sidebands of the SI signal, otherwise. After the Sol
insertion, the performance of SIC algorithms on demodulation of Sol is evaluated by
BER versus Sol-SNR plots. In the IBFD system 16QAM modulation scheme is used
and its performance is compared with a 256QAM hypothetical HD system, as it is the
2x throughput counterpart. In the hypothetical HD system out-of-band radiation of

other users and direct conversion related in-band contamination are neglected.

In Mode-0, the DPD is activated. After that, in Mode-1, the linear ASIC filter coef-
ficients are trained and ASIC is performed in the testing phase of ASIC. The Sol is
deactivated in Mode-0 and Mode-1. In Mode-2, the Sol is partially activated. For each
B =400 OFDM symbols long batch a M = 25 OFDM symbols long Sol-free period
is used to train nonlinear DSIC, IQ Decorrelator and Noise Cancellation filters. The
rest of the batch (375 OFDM symbols) contains Sol, as it is shown in Figure[5.1] To
sum up, ASIC & DSIC filter coefficients are trained without Sol contamination and
the IBFD achieves ~ 1.93x throughput compared to a 16QAM HD system, where it
is assumed that Mode-0 and Mode-1 are rarely selected and the training duration of

DSIC filters are neglected.
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5.1 BER Performance of the In-Band Sol

For ~ 10 dBm average antenna transmit power, the Noise Cancellation algorithm is
cancelled the SI and the transmitter noise close to (~ 2 dB) the measured receiver
noise floor, as it was shown in Figure [d.13] previously. When the In-Band Sol is acti-
vated the residual ~ 2 dB performance gap becomes more observable, as it is shown
in Figure[5.2] In fact, the same performance gap can be observed from the BER ver-
sus SoI-SNR plot in Figure[5.3] Furthermore, it can be seen from Figure [5.3] that for
~ 10 dBm average antenna transmit power using only Nonlinear Modelling results
a better BER performance across all Sol-SNRs than throughput-equivalent 256QAM
HD system. In addition, even though IQ Decorrelator significantly improves the BER
performance, the improvement that the Noise Cancellation introduces over 1Q Decor-

relator is limited.

For ~ 13 dBm average antenna transmit power, the Nonlinear Modelling becomes

insufficient to operate the IBFD system, as it is shown in Figure [5.4] In other words,

Average Sl (Transmit) Power @ Antenna Port=~ 10 dBm

-60
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@ .110 - == |n-Band Sol (SNR = 18dB)
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0 -120 ~
© - - i
S 130
N -140 - n
P 150 - !
-160 |- 1
-170 [ 1
-180 - N -
-190 [ adal 1
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-80 -60 -40 -20 0 20 40 60 80
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Figure 5.2: In-Band Sol is activated and Sol-SNR is set to 18 dB. SIC Summary in the
spectrum after linear ASIC, nonlinear DSIC, 1Q Decorrelator, and Noise Cancellation

where the average antenna transmit power is ~ 10 dBm.
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Figure 5.3: BER performance of the SIC algorithms for various In-Band Sol SNRs,

where the average antenna transmit power is ~ 10 dBm.

employing the 256QAM HD communication appears to be more favorable than using
the 16QAM IBFD system, as the computational complexity of an IBFD system is
much higher than the HD system. After the IQ Decorrelator and, especially, after the
Noise Cancellation the 16QAM IBFD system becomes more favorable as it achieves
the same BER performance by a ~ 7 dB lower Sol-SNR than the 256QAM HD

system.

For ~ 16.5 dBm average antenna transmit power, the 1Q Decorrelator becomes in-
sufficient to operate the 16QAM IBFD system, as it is shown in Figure[5.5] At this
point, if there is no observation channel in the IBFD hardware setup or if the proposed
Noise Cancellation algorithm cannot be utilized, it is beneficial to employ a 256QAM
HD system and eliminate the SIC algorithm burden. On the other hand, if the Noise
Cancellation algorithm is utilized, it is possible to operate the 16QAM IBFD system,
achieve ~ 1.93x throughput than the 16QAM HD system, and exploit MAC layer ad-
vantages such as prevention of hidden terminal and enhancement in fairness [8-10].

The Noise Cancellation algorithm is cancelled the SI and the transmitter noise to a
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Figure 5.4: BER performance of the SIC algorithms for various In-Band Sol SNRs,

where the average antenna transmit power is ~ 13 dBm.

Prgy that is ~ 8 dB higher than the measured noise floor. The RSI left both in-band
and out-of-band spectrum is shown in Figure[5.6 As mentioned in Chapter 4] such a
RSI indicates an insufficiency in nonlinear modelling. How to improve the nonlinear

modelling is touched upon in Chapter [6]

In Figure SIC performance on the In-Band Sol demodulation for ~ 10 dBm
(pentagram marker & solid line), ~ 13 dBm (circle marker & dashed line), and ~
16.5 dBm (diamond marker & dotted line) average antenna transmit powers are com-
pared in the same plot. It is clearly shown that the proposed Noise Cancellation algo-
rithm makes the 16QAM IBFD system more favorable than the throughput-equivalent
256QAM HD system for all the average antenna transmit powers that the used hard-

ware setup supports.
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Figure 5.5: BER performance of the SIC algorithms for various In-Band Sol SNRs,

where the average antenna transmit power is ~ 16.5 dBm.
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Figure 5.6: In-Band Sol is activated and Sol-SNR is set to 18 dB. SIC Summary in the
spectrum after linear ASIC, nonlinear DSIC, IQ Decorrelator, and Noise Cancellation

where the average antenna transmit power is =~ 16.5 dBm.
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5.2 BER Performance of the Adjacent-Band Sol

The Adjacent-Band Sol occupies a different band that the SI does, it is shifted by 20
MHz to the right in the spectrum, as it is shown in Figure [5.8] Thus, as the carrier
frequency of the SI is set to 2550 MHz, the carrier frequency of the Sol is assumed
to be 2570MHz. Bandwidth of both SI and Sol is set to 20MHz. By utilizing the
adjacent band for the Sol, both the IQ Imbalance and the RSI (due to the insufficiency
in nonlinear modelling) is omitted for the Sol band. Thus, for ~ 10 dBm, ~ 13 dBm,
and ~ 16.5 dBm average antenna transmit powers the demodulation performance of

Adjacent-Band Sol is greater than the demodulation performance of the In-Band Sol

as they are shown in Figures[5.9] [5.10] and [5.11] respectively.

Moreover, the IBFD spectral efficiency advantage over HD is still valid for Adjacent-
Band Sol even though it occupies an additional band other than the SI band. This
stems from the specific frequency band utilization of the Adjacent-Band Sol. It does

not occupy any other band, it occupies the adjacent band of the SI that could have

Average Sl (Transmit) Power @ Antenna Port ~ 16.5 dBm
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Figure 5.8: Adjacent-Band Sol is activated and Sol-SNR is set to 18 dB. SIC Sum-
mary in the spectrum after linear ASIC, nonlinear DSIC, 1Q Decorrelator, and Noise

Cancellation where the average antenna transmit power is ~ 16.5 dBm.
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Figure 5.9: BER performance of the SIC algorithms for various Adjacent-Band Sol

SNRs, where the average antenna transmit power is ~ 10 dBm.

not been used due to the sidebands of the SI signal. However, by performing SIC,
the adjacent band of the SI becomes available and it can be utilized by the Adjacent-
Band Sol to double the spectral efficiency of the 16QAM IBFD system. Thus, the
throughput-equivalent counterpart of the 16QAM IBFD system that utilizes Adjacent-
Band Sol is still the 256QAM HD system.

In Figure [5.12] it is clearly shown that the Adjacent-Band Sol demodulation perfor-
mance for ~ 16.5 dBm average antenna transmit power is the same as the In-Band
Sol demodulation performance for ~ 10 dBm average antenna transmit power. This
outcome results from Figure [5.8] The RSI in the in-band of SI does not affect the
Adjacent-Band Sol and increase the receiver noise floor for the Adjacent-Band Sol

demodulation.
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Figure 5.10: BER performance of the SIC algorithms for various Adjacent-Band Sol

SNRs, where the average antenna transmit power is ~ 13 dBm.
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Figure 5.11: BER performance of the SIC algorithms for various Adjacent-Band Sol

SNRs, where the average antenna transmit power is ~ 16.5 dBm.
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CHAPTER 6

CONCLUSION

In this thesis, previously proposed linear ASIC, nonlinear DSIC algorithms in [11]] are
rederived and recently proposed IQ Decorrelator algorithm is derived under OFDM
signal model in Chapter [2] Furthermore in Chapter 2] the nonlinear single-antenna
hardware setup is introduced and the mentioned SIC algorithms are evaluated on the
SI signal for ~ 10 dBm average antenna transmit power and observed that the Pgrg;
level is close to the measured receiver noise floor. In Chapter [3| the same SIC al-
gorithms are evaluated for higher average antenna transmit powers, ~ 13 dBm & ~
16.5 dBm, and observed that the discussed SIC algorithms become limited. Such a
limitation is resulted in the discovery of the transmitter noise in the used hardware
setup. Then in Chapter ] the hardware setup is simulated in MATLAB with an ad-
dition of the transmitter noise and the limiting effect of the transmitter noise on the
SIC algorithms is shown. Then, the observation channel is utilized to capture the
same transmitter noise realization as the receiver channel and the Noise Cancellation
algorithm is proposed in the simulation environment. When it is shown that the pro-
posed noise cancellation algorithm can cancel the transmitter noise up to the receiver
noise floor in the simulation, its performance is evaluated in the hardware setup. It is
observed that the noise cancellation algorithm significantly improves the SIC perfor-
mance at higher average antenna transmit powers. However, it is also observed that
some RSI is left both in the in-band and out-of-band spectrum. It is concluded that
the nonlinear DSIC based on GMP is insufficient to model the nonlinear character-
istic of the PA especially in higher average antenna transmit powers. Nevertheless
in Chapter 5| In-Band Sol & Adjacent-Band Sol are separately activated and BER
versus Sol-SNR performance of the SIC algorithms alongside with Noise Cancella-

tion on different average antenna transmit powers is calculated. Two benchmarks are
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employed in BER analysis to compare the performances: 16QAM IBFD with per-
fect SIC and 256QAM HD. The former is used to compare how the proposed SIC
algorithms perform and how the bottlenecks affect the performance. The latter is
used to decide whether the IBFD system should be employed or not, as 256QAM
HD is the 2x throughput counterpart of the 16QAM IBFD. When In-Band Sol is
employed, is it clearly shown that the proposed Noise Cancellation algorithm makes
the 16QAM IBFD more favorable than the throughput-equivalent 256QAM HD for
all the average antenna transmit powers that the used hardware setup supports. When
Adjacent-Band Sol is employed, BER performance of the Noise Cancellation algo-
rithm is further improved as RSI in the in-band of the SI is omitted. It is clearly shown
that the Adjacent-Band Sol BER performance for ~ 16.5 dBm average antenna trans-
mit power is the same as the In-Band Sol BER performance for ~ 10dBm average

antenna transmit power.

Two future works have already been planned: (i) Using real-valued time-delay neu-
ral networks (RVTDNN) in nonlinear DSIC rather than the GMP based nonlinear
modelling and (ii) Using RVTDNN both in nonlinear DSIC and Noise Cancellation
algorithms. It is clear that the proposed nonlinear modelling left a significant Prg;
at the end of the SIC algorithm, especially in higher average antenna powers. GMP
is a simplified version of Volterra Series Expansions of nonlinear systems based on
Hammerstein models [44] and these architectures are not capable of modelling com-
plex nonlinear systems especially those exposed to memory effects in wideband sys-
tems [45]]. Furthermore, as it is stated in [[11]], a RVTDNN decouples the input and
output relations of real and imaginary parts. Thus in the presence of a RVTDNN in
the nonlinear modelling DSP block, the IQ Decorrelator DSP block can be discarded.
Last but not least, RVTDNN based Noise Cancellation algorithm can be tailored to
operate in a FPGA based IBFD node without MATLAB support for deployability

with a very low resource utilization [435].
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Appendix A

GENERALIZED MEMORY POLYNOMIAL

Hammerstein nonlinearity model is formed by a nonlinearity followed by a LTI filter.

It can be expressed as in (A.1]), mathematically:

M-

?

g(m apz"(n —m), (A.1)
0

£
Il

m=0

where z is an input signal, a;, are the polynomial coefficients of the nonlinearity, and
g is a causal linear filter. Hammerstein model shown in (A.I)) can be generalized by
narrowband representation and choosing different filters for each different order £. It

is called as memory polynomial [27] and can be shown in (A.2):

K-1M-1

ymp(n) = Z Z agmr(n —m)|z(n — m)|k, (A.2)

k=0 m=0

where two dimensional array {ay,, } combines different filters and power series coef-
ficients. As a limitation, the products in (A.2)) involve input samples at the same time.

To generalize and introduce cross terms in (A.2)) the equation is rewritten as in (A.3]):

bimz(n)|z(n — m)|*. (A.3)

When multiple positive (leading envelope) and negative (lagging envelope) cross term
time shifts are taken, it is known as generalized memory polynomial [27] and can be

written as in (A.4)):
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yonr(n) =Y > ayz(n —)|z(n - )"

kelq leLy

+ 35N buma(n — Dlz(n — 1 - m)|* (A4)
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where I, & L, Ky & L, & M, and €, & L. & M, running indices are used to

involve aligned, lagging, and leading signal envelopes, respectively.

68



Appendix B

1Q IMBALANCE

A direct conversion transmitter/receiver uses two quadrature sinusoidal signals to up-
/down convert the signal from baseband to passband and from passband to baseband,
respectively. Ideally, two quadrature sinusoidal signals should not have any phase
and amplitude differences [2]. However, in practical systems some mismatch can be
found either in amplitude, phase or both. Suppose both the amplitude (g7®) and phase

(¢*™) mismatch occurs in the upconversion mixers, as it is shown in (B.1):

[ETL%(t) = cos(2m f.t) + ng””sin(Qﬂfct + ng”C),

ejzwfct + e_j27rfct T ej(27rfct+¢TI) — e_j(zwfct+¢Tz)
- 2 +ig 2 " (B.1)

T Tx T o — Tz
_ ei2nfet <1 +g'rel? ) 1 et (1 —g'eI? )
2 2 ’

A Te . jpl® A _ Tz.—jpl®
where K; £ (H2_2") and K, £ (*=2—5""—) are real-valued scalars. Then,

baseband signal zp5(t) = z;(t) + jzg(t) can be multiplied with the transmit LO to

generate the transmitted signal, as in (B.2):

y(t) = Re{asp(afs(t) |,
R@{.IBB(t)Kleﬂﬂfct} -+ R@{mBB(t)ngiﬂﬂfct}, (B2)
Re

{[EBB<t>Klej2wfct} + Re{x*BB<t)K2ej27rfct}7

where x7;5(t) denotes the complex conjugate of zpg(t). Then, the time and fre-

quency domain baseband equivalent transmit signals which suffer from the transmit-
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ter IQ Imbalance can be written as in (B.3) and (B.4), respectively:

ype(t) = Kixpp(t) + Koxpp(t) (B.3)

Yeplk] = K1 Xpplk] + Ko X55]—k] (B.4)

Transmitter IQ Imbalance can be easily extended to receiver IQ Imbalance. In fact,
in Section [2.4] the Inter-Carrier Interference caused by transmitter and receiver 1Q

Imbalance is shown in Figure [2.9
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