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ABSTRACT

OPTIMAL LIQUIDATION WITH CONDITIONS ON MINIMUM PRICE

Aksu, Mervan
Ph.D., Department of Financial Mathematics

Supervisor : Prof. Dr. Ali Devin Sezer

September 2022, [80] pages

The classical optimal trading problem is the closure of an initial position ¢y in a
financial asset over a time interval [07]; the trader tries to maximize an expected
utility under the constraint g7 = 0, which is the liquidation constraint. Given that
the trading takes place in a stochastic environment, the constraint gy = 0 may be
too restrictive; the trader may want to relax this constraint or slow down/stop trading
depending on price behavior. The goal of this thesis is the formulation and a study of
these types of modified liquidation orders. We introduce two new parameters to the
stochastic optimal control formulation of this problem: a process [ taking values in
{0,1} and a measurable set S. The set S prescribes when full liquidation is required
and [ prescribes when trading takes place. We give four examples for S and I which
are all based on a lower bound specified for the price process. We show that the
minimal supersolution of a related backward stochastic differential equation (BSDE)
with a singular terminal value and with a convex driver term gives both the value
function and the optimal control of the modified stochastic optimal control problem.
The novelties of the BSDE arising from the modified control problem are as follows:
the relaxation of the constraint gr = 0 implies that the terminal value of the BSDE
can take negative values; this and the convexity of the driver imply that the driver
is no longer monotone and results from the currently available literature giving the
minimal supersolution of this type of BSDE are not directly applicable. The same
aspects of the problem imply that the BSDE can explode to —oo backward in time.
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To tackle these we introduce an assumption that balances the market volume process
and the permanent price impact in the model over the trading horizon. The BSDEs
reduce to PDE for Markovian price processes; we also present an analysis of these
PDE for a Markovian price process involving stochastic volatility.

We quantify the financial performance of our models by the percantage difference
between the initial stock price and the average price at which the position is (partially)
closed in the time interval [0, 7']. We note that this difference can be divided into
three pieces: one corresponding to permanent price impact (A;), one corresponding
to random fluctuations in the price (As) and one corresponding to transaction/bid-ask
spread costs (A3). A; turns out to be a linear function of 1 — gr/qo, the portion of
the portfolio that is closed; therefore, its distribution is fully determined by that of
qr/qo- We provide a numerical study of the distribution of ¢r/qo and the conditional
distributions of A, and A3 given g /qo under the assumption that the price process is
Brownian for a range of choices of / and S.

Keywords: Optimal Liquidation, BSDE, Minimum Price
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0z

MINIMUM FIYAT KISITI ALTINDA OPTIMAL LIKIDITASYON

Aksu, Mervan
Doktora, Finansal Matematik Bolimiu

Tez Yoneticisi : Prof. Dr. Ali Devin Sezer

Eyliil 2022, [80]sayfa

Optimal likidasyon veya pozisyon kapatma, belirli bir [0, 7'] zaman araliginda finansal
bir varlikta bulunan bir gy pozisyonunun kapatilmasi sorusudur. Yatirimcinin amaci
bu zaman araliginda pozisyonu tam kapatarak islemden gerceklesecek kazancin bek-
lenen faydasim1 maksimize etmektir. Likidasyon islemleri stokastik ortamlarda ger-
ceklestigi icin pozisyonu tam kapatma kisit1 cok baglayici olabilir. Yatirimei fiyattaki
degisimleri baz alarak tam likidasyon kisitin1 gevsetmek veya alim satim iglemlerini
yavaglatmak/durdurmak isteyebilir. Bu tezin amaci bu esnekliklere sahip optimal po-
zisyon kapatma emirlerinin formiilasyonu ve bunlarin matematiksel olarak calisilma-
sidir. Bu esneklikte emirler liretmek icin ilgili stokastik optimal kontrol problemine
iki yeni parametre eklenmistir: {0, 1} degerlerini alan bir / siireci ve dl¢iilebilir bir .S
olayi. I ne zaman islem yapilabildigini belirlerken S kiimesi tam pozisyon kapatma
isleminin kosullarini belirler. Fiyat siireci i¢in yatirimeinin belirleyecegi bir alt limiti
baz alan dort farkli S ve I 6rnegi verilmistir. Onerilen yeni stokastik optimal kont-
rol sorusuna karsilik gelen geriye doniik stokastik denklemi (BSDE) belirlenmis; bu
denklemin minimal list¢oziimlerinin stokastik optimal kontrol probleminin hem deger
fonksiyonunu hem de optimal kontrolunu verdigi gosterilmistir. Fiyat siirecini Mar-
kov oldugunda BSDE’ler kismi differansiyel denklemlere doniismektedirler (PDE).
Stokastik volatiliteli Markovian fiyat siiregleri icin bu PDE’lerin analizleri de veril-
mistir.
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Onerilen algoritmanin finansal performansi, pozisyonun (kismen) kapatildig1 orta-
lama fiyatin varligin baslangi¢ fiyatindan yiizde sapmasi ile dlciilmiistiir. Bu sapma
li¢ parcaya ayrilabilir: kalici fiyat etkisine bagli bir parga (A, ), fiyattaki stokastik dal-
galanmalarla ilgili bir parca (Ay) ve alig-satis fiyat farki maliyeti ve iglem iicretleri
ile ilgili bir parca (As). A;, 1 — ¢r/qo’nin dogrusal bir fonksiyonu oldugu ve bu se-
beple dagilimmin tamamen gr/qo (pozisyonun kapatilmayan kisminin baglangigtaki
biiyilikliigiine orani1)’in dagilimi tarafindan belirlendigi gézlenmistir. Fiyat siirecinin
Brownian oldugu varsayimi altinda I ve S’nin dort farkli degeri i¢in gr/qo’in dagi-
limi ve Ay ve A3’tin gr/qo’a gore sarth dagilimlari numerik olarak hesaplanmig ve

e

bunlarin model parametreleriyle nasil degistigi numerik olarak gosterilmistir.

Anahtar Kelimeler: Optimal Likiditasyon, BSDE, Minimum Fiyat
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CHAPTER 1

INTRODUCTION

There is a range of order types available to an investor to construct or liquidate a
position on an asset; the book [14] presents the following: implementation shortfall
(IS), target close (TC) and volume weighted average price (VWAP). Given a trading
horizon [0, T, all of these order types are constrained to attain a target position at
terminal time 7. Mathematically this is expressed as the constraint g7 = 0, where
q; denotes the position of the investor at time ¢ (we’ll always assume ¢y > 0, i.e., an
initial long position, for a more brief presentation; everything below applies to a short
position g < 0 by multiplying the relevant quantities by —1). Given that the order
is being executed in a stochastic environment, this constraint can be too restrictive.
For example, in IS orders the goal is to close an initial position near the initial price
Sp; it may happen that the price drops substantially during the trading interval and
the investor holding the position may no longer wish to be strict about closing the
position. The goal of the present work is to offer algorithms that offer this type of
flexibility in execution. We focus on the IS type orders targeting the initial price
Sp but similar ideas can be considered for other types of orders. Firstly we gave a
brief summary of literature Chapter 2] Later we review the stochastic optimal control

formulation of the standard IS order in Chapter 3]

The value function of this control problem has a backward stochastic differential
equation (BSDE) representation where the constraint gr = 0 is represented by the
singular terminal condition Y, = oo; this connection was first observed in [4] for
a filtration generated by a Brownian motion and a quadratic driver function; it was

generalized to more general filtration and driver terms in [[17] and other works (see



the references in Chapter [2). The BSDE representation will be our primary tool for
the analysis of the control problems we propose. Chapter 4| reviews the BSDE formu-
lation of the stochastic optimal control problem for the standard IS order. In section
we propose two ways the IS order can be modified to delay/stop liquidation de-
pending on price behavior 1) by relaxing the full liquidation constraint if the price
is too low 2) stopping/pausing trade if the price is too low. The first modification is
represented as a terminal cost for the stochastic optimal control problem while the
second modification is represented by setting market volume to 0 when the price is
too low (see (3.10), (3.11) and (3.12)). These two modifications are parameterized
by a measurable set S and a process I taking values {0, 1}. The set S prescribes
when full liquidation is required and I prescribes when trading takes place. We give
four examples for S and I in section [3.1| which are all based on a lower bound L
specified for the price process. It is explained in the same section that both of these
modifications have natural representations in the BSDE framework: the first mod-
ification corresponds using S to modify the terminal value of the BSDE while the
second modification corresponds to multiplying the driver of the BSDE by /. The
resulting BSDE is given in (3.18) and (3.13)). The analysis of this BSDE is presented

in Chapter ] The main results of this chapter are: Proposition [4.2] and Proposition
the first of these proves the existence of the minimal super solution to the BSDE
(3.18) and the second proves that this minimal super solution gives us the value func-
tion and optimal control of the modified stochastic optimal control problem (3.12).
When the price process is assumed Markovian these BSDE also have PDE represen-
tations, which are also useful in the actual calculation of the value function and the
optimal control. The PDE aspect is explored in Chapter[S] A popular choice for price
dynamics in finance applications is the stochastic volatility model. To the best of our
knowledge, it is rarely treated in the context of optimal liquidation; in Chapter [5| we
assume the price dynamics to follow this model and explore its treatment in the PDE

analysis of the problem.

The main novelty of the BSDE (3.18) is the following: relaxing the constraint gy =
0 implies that the terminal condition (3.13) can be negative. But the driver of the
BSDE (3.18)) is not monotone in y € R. This means that prior results from [16] [17]

establishing the existence of the minimal supersolution for singular terminal valued



BSDE (which assume monotone generators) are not directly applicable. Secondly, the
same aspects of the problem (a terminal condition that can take negative values and a
generator that is superlinear in y) imply that the minimal supersolution of the BSDE
can explode to —oo backwards in time. The set of terminal conditions & that arise
from modified IS orders have bounded negative parts, i.e., they satisfy ¢~ < K < 0o
for some constant A > 0. For such terminal conditions a simply way to deal with the
nonmonotonicity of the driver is to replace it by a monotone generator over (— K, 00);
this is what we do in Chapter 4 Once this is done results on BSDE with monotone
generators can be applied to the problem. To deal with the possibility of explosion to
—o0 backward in time we derive an apriori lower bound process on any supersolution
of the BSDE with a terminal condition whose negative part is bounded by K. We
introduce an assumption on the permanent price impact parameter and market volume
that guarantees the existence and boundedness of the lowerbound process over the

interval [0, T].

The main output of the standard IS order is the cash position X at time 7" generated
by the trading algorithm, under the assumption that the price process is a Brownian
motion, X7 turns out to be normally distributed whose mean and variance have sim-
ple formulas in terms of the model parameters. When we relax the IS order so that full
liquidation is no longer required at terminal time, the output of the IS order consists
of the pair of real random variables (qr, X7) where Xr is, as before, the total cash
generated by the trading process and ¢p is the remaining position at terminal time in
the asset being traded. For the relaxed/modified IS orders, Xt is not normally dis-
tributed even when the price process is taken to be Brownian and the joint distribution
of (Xr, gr) doesn’t have an explicit form. Define

X7 — (90 — qr)S

(90 — qr)So

A is the percentage deviation from the target price S, of the average price at which

A:

(1.1)

the position is (partially) closed in the time interval [0, 7. In Chapter [f] we study the
joint distribution of (g7 /qo, A). We note that A can be divided into three pieces: one
corresponding to permanent price impact (A1), one corresponding to random fluctua-
tions in the price (As) and one corresponding to transaction/bid-ask spread costs (Aj).
A; turns out to be a linear function of 1 — gr/qo; therefore, its distribution is fully de-

termined by that of ¢r/qo. We provide a numerical study of the distribution of ¢r/q

3



and the conditional distributions of A, and Aj given gr/qo under the assumption that

S, = oW, for the cases (3.14),(3.15),(3.16) and (3.17) The same Chapter also pro-

vides numerical examples of the sample path behavior of the optimal controls of these

four modified IS orders. Chapter [7]comments further on the models presented in this

work and on possible future research.



CHAPTER 2

LITERATURE REVIEW

After the liquidity crisis in 2007-2008 the optimal liquidation problem become really
popular among researchers.The first paper on optimal execution of portfolio is Bertsi-
mas and Lo 1998 [8]. They modeled a dynamic optimal trading strategies which min-
imize the expected cost of trading a large portfolio. The model proposed that the best
way to trade will be simply breaking down the total portfolio into equal waves and
trade them in equal time horizons. Optimality means the minimization of expected
execution cost. The main weakness of the model was that it did not consider price
movement risk while trading which effects the expected cost of trading immensely.
That is the main reason why their model frequently suggests splitting the large order

equally into small orders to be executed at constant speed.

In 1999 Almgren and Chriss proposed a model which takes into account both the
expected cost of execution and the price risk during execution [2],[3]. The proposed
model gives a closed form formula for the optimal execution strategy which is deter-

ministic and can be computed before the execution starts.

In the literature there are two main impact functions which are used to model optimal
execution problems. The first one is deterministic impact functions which were com-
mon in early research. This model is easily solved with calculus of variation methods.
The second is stochastic impact models. The resulting stochastic control problem can
be solved via dynamic programming or by stochastic maximum principle. Both cases
induce to solution of a singular terminal condition of the Hamilton-Jacobi-Bellman

(HJB) equation or the adjoint equation in the stochastic maximum principle [25].



Ankirchener et al [S] showed that the value function of stochastic optimal control

problem of optimal liquidation can be represented as the solution of singular BSDE.

Ankirchener and Kruse [6] solve an stochastic price impact in liquidation problem
and verified the optimality of their results with penalization method. Additionally
they derive optimal trading strategies for closing financial asset positions in markets

with stochastic price impact and non-zero returns.

Kruse and Popier [17] extend the model suggested by Ankirchener et al [5] allow-
ing general filtration, driver and terminal cost, show the existence of the minimal
supersolution of the associated BSDE with singular terminal values and prove that
the value function and the optimal control can be expressed in terms of this minimal

supersolution.

Grawe et all [[13] extend the optimal liquidation problem to allow price-dependent
impact function and passive orders sent to a “‘dark pool.” They characterize the value
function in terms of the unique smooth solution to a PDE with singular terminal value

and provide a study of its asymptotic behavior at terminal time.

Horst et all [[15] set up an optimal liquidation control problem with possibly degener-
ate coefficients under market impact. They describe the value function by a degener-

ate backward stochastic partial differential equation with singular terminal value.

Grawe et all [12] extend their work [[13] to a non markovian case and establish exis-
tence, uniqueness, and regularity of solution results for a class of backward stochastic

partial differential equations with singular terminal condition.

Popier and Zhou [23]] consider the optimal liquidation problem in a setting where the
underlying probability measure is not completely known and focus on the worst case
expected transition costs. They provide a solution to this problem by a second order

BSDE.



CHAPTER 3

DEFINITIONS

We adopt the price and trading dynamics of the Almgren Chriss framework as pre-
sented [14, Chapter 3]. Everything is assumed to be defined on a probability space
(Q, F,P) equipped with a quasi left continuous and right continuous filtration F =
{Fi,t €]0,00)} (see [24]). The market volume at time ¢ is denoted by Vol,, which is
a nonnegative process adapted to the filtration [F. The position of the investor at time
t is ;. The process ¢ is assumed to be absolutely continuous in the time variable,
let v denote its derivative: v; = ¢;; ¢ and v are adapted to F. The midprice process

satisfies:
t
S, =Sy + S, + / K(vs)ds, (3.1
0

where S is a martingale adapted to IF. and v ~ r(s) is the permanent price impact
function. The standard choice for « is a linear function, i.e., k(v) = kv for some
constant £k > 0, see [14, Chapter 3]. We will be primarily working with a linear
price impact. The actual trading price at time ¢ is S; + g;(v;/Vol;) where g; models
transaction costs and the bid-ask spread (¢ depends on ¢, w and v, /Vol,). The process
g is often specified via the so-called execution cost function L;: L;(p) = pg(p). The
simplest and classical choice for L, is a quadratic function of p = v, /Vol;: Li(p) =
mp®, m; > 0, where > 0 is an adapted process; see [[14, 4. In this thesis we focus

on this choice of L The actual trading price at time ¢, expressed in terms of L is

Vol
St &Lt (Ut/VOIt) .

The cash position that ¢ generates is

X = /T Sy + OltL dt = /TS dt /T ol, L dt
= — — — | | ndt = — vedt— \Y% v
T ; ¢+ v Vlt t ; tUt ; tdot Vlt t

(3.2)



(v¢ = g, < 0 corresponds to selling, hence an increase in X, and v; > 0 corresponds

to buying, a decrease in X). Integrating the first term by parts gives:
T T
/ Sivedt = Sqr — Soqo — / q:dSy
0 oT ) .
= Stqr — Soqo — /0 qdSy — /0 kvgidt

T
_ k
= Srqr — Soqo — / qdS; — 5(@% - Q(Q))
0

Then

k o r v
0 0 ol,

In the classical formulation of the problem the position is required to be closed fully
at terminal time, i.e., ¢y = 0. Then the terminal cash position is
Xr = S—k2+/T dS—/TVolL S (3.3)
T = Goro 2% ; qr oy ; t Vol, ) .

to identify the optimal liquidation strategy ¢ one solves

max B[U(Xr)], (3.4)

where
Ao = {q : qis progressively measurable, absolutely continuous , gr = 0}

and U is the utility function of the trader. A standard choice for the utility function
is U(z) = —e™7*, where + is the risk aversion and parameter of the investor. In the

current work we will be focusing on the case v — 0, for which (3.5)) reduces to

max E[X7]. (3.5)

q€Ao

Assuming that the local martingale |, Ot q:dS; is a martingale and taking the expectation

of X in (3.3) we see that the above control problem is equivalent to

T
. Ut

This is the standard version of the stochastic optimal control formulation of the IS
order in the Almgrenn Chriss framework for v = 0. Our goal is to formulate mod-
ifications of this control problem; the modifications are proposed and discussed in

section below.



Let V' denote the value function of the control problem (3.6)

T
. Ut
Vig,t) = E Vol, L | —— | dt| .
(g,t) = min [/t ol; (Volt> }
For p > 1, let p be the Holder conjugate of ¢, i.e., 1/p+1/p=1.Forp > 1letY be

the solution of the BSDE:

Vol/ ™!

Up

dY, = (p—1) Y2dt + Z,dW,, Yr = . (3.7)

For L,(p) = np?, [4] derive the following BSDE representation for the value function
V:
V(0,9) = ¢"Yo.

Note that the terminal condition of the BSDE in (3.7) is co. This type of terminal
condition is called “singular”. This terminal condition corresponds to the constraint
qr = 0 of the stochastic optimal control problem. The work [[17] extend these results

to general driver, filtration and terminal conditions. We refer to further related work

in Chapter 2]

3.1 Modifications

When full liquidation is no longer required, i.e., when we don’t have the constraint
gr = 0, the output of the trading process at time 7" will be (X7, ¢r) where X/ is
the cash generated by the trading process and ¢ is the position remaining in the asset
being traded. To formulate a utility maximization problem similar to (3.5)) the ¢ term
must be represented in monetary terms, i.e., a money value must be assigned to the
position gr. In the present work we mainly focus on the following simple choice:
the market value of the position at terminal time 7" ignoring trading costs, i.e., g7 St.
With this choice, the monetary value of the position (X7, ¢r) is

k k T B T
XT = Xéw -+ QTST = QOSO — —qg + —C]% ‘|‘/ qtdSt — / VOltLt —Ut dt. (38)
2%y ; ; Vol,

Recall that our goal is to modify the IS order to not liquidate depending on price
behavior in two ways 1) by relaxing the full liquidation constraint if the price is too

low 2) stopping/pausing trade if the price is too low. The following formulation allows

9



both of these possibilities. Let I; be an adapted process taking values in {0, 1}. Let

S € F7 be a measurable set. Define

Ars = {q : ¢'progressively measurable , ¢;d; absolutely continuous with respect to

Lidt,qr(w) =0ifw € S}. (3.9)

We modify (3.5) to
max E[X7]. (3.10)

q€Ar s

The formula (3.8) implies that this control problem is equivalent to:

’ v} ko
in E ——dt — = 3.11
seArs { /0 "ol T 21T G-AD
If we adopt the conventions
T 2
oo -0=0, / N ————dt = oo if v is not absolutely continuous with respect to I,
0 ItVOlt
(3.11) can be formulated as
T 2
min E / m—tdt + £¢2 3.12)
q€Ao 0 “vol, T '
where
VOlt = VOlt_[t,
k
&= —515(:—1—00-15 : (3.13)

Note that the I process controls when trading takes place and the event S controls

when full liquidation is required.

The midprice process S consists of two components: S; and k(q, — qo). The first
component, S, is the random component of the change in the midprice; any large
and unpredictable drop in price that the investor may fear can arise from this com-
ponent. Given this observation one possible formulation is that the investor puts a
lowerbound L on this component and requires that the liquidation process take into
account whether S goes below L. This is the point of view we take in this work.

Define

1, =1inf{s > 0: 5, <L}

i =inf{s >t:S5, <L}

10



Given a lowerbound L on S, here are some possible choices for I and S
L=I"=18=8"={5 >L}: (3.14)

trading is allowed at all times, full liquidation is forced only when the terminal price

St is above L

=1 =14y, 8 = 8@ = {7, > T} : (3.15)

trading stops once S hits the lower bound L; full liquidation takes place if S remains

above L throughout [0, 7).

L=1% =1,,(5),8 =8® = {105 > T} : (3.16)

trading pauses when the price S is below L, full liquidation takes place if the price
process S remains above L in the time interval [T — 6, 7] for a given time length

6> 0.

Let us comment on the § > ( parameter in this formulation: essentially we would like
to continue with the liquidation when the price is not too below our target price Sy
and close the position fully if the terminal price is also near our target price. However,
allowing trading (re)start arbitrarily close to 7" and forcing a full liquidation implies
high transaction costs (in fact, oo transaction costs under the current model and not
realistic in practice). This is the reason for the o > 0 parameter: full liquidation is

forced only if the price remains above L in the time interval [1" — 0, T'].

In the last formulation trading pauses once S hits L; if S is a continuous diffusion
process , once it hits L, it will hit L infinitely often and the trading process will
switch on and off infinitely often as S crosses L. One can get a discrete sequence of
on and off trading intervals by putting a buffer of size b > 0 above L between trading
and no trading; once trading pauses, it is turned back on once S goes above b + L.

The corresponding [ and S are expressed through the following sequence of hitting

11



times:

Too = 7L,
Tpo = inf{t 1t > 70,5 > b+ L},
TLk = inf{t > Tb,k—17‘§t < L},

Ty = inf{t : ¢ > 74, S, >b+ L}.

B uy: ifTb,k+(5<T
Tok =
T otherwise.

Adding a buffer of size b > 0 between no-trading and trading in (3.16)) amounts to

the following definitions:

L=1"=> 14, <r ), S=8Y={Ip=1}. (3.17)
k=-1

The BSDE corresponding to the modified stochastic optimal control problem (3.12))
is again of the form (3.7):

1
dY; = Vol,—Y?ds + dM,, (3.18)
Mt
with terminal condition
Yr =¢, (3.19)
where
k
§= —§1sc +o00-1g. (3.20)

Parallel to (3.7), the singular term oo - 1g in the terminal condition corresponds to the
constraint g7 = 0 over the event S of the stochastic optimal control problem. A pair

(Y, M) is said to be a supersolution of this BSDE if it satisfies (3.18) and
minfY; > ¢ (3.21)
t—T

holds. It is said to be minimal if Y, > Y} for any other supersolution (Y, M"). Two of
our main aims in the rest of the paper are the following: 1) prove that the BSDE (3.18]
have a minimal supersolution (Y™ A/™in) and 2) this minimal supersolution
gives us the value function of (3.12). We tackle these problems in the next chapter.

To ease notation we will assume 7, = 1; otherwise we can modify the Vol process to
Vol, = Vol, /n,.
and base all of our arguments on this modified volume process.

12



CHAPTER 4

BSDE ANALYSIS

The goal of this Chapter is the prove the existence of the minimal supersolution to
the BSDE (3.18), and to show that this minimal supersolution gives us both
the value function and the optimal control for the modified stochastic optimal control
problem (3.12). We will be working with a general terminal condition ¢ that also
cover the cases listed in (3.13) that arise from the stochastic optimal control formu-
lation of the modified IS order. The key issue in the solution the BSDE (3.18|3.19)
is the following: the terminal conditions that are of interest to us (given in (3.13))
can take negative values, this combined with the driver ¢ — vol,Y;? means that the
solution of can explode to —oo backwards in time. The negative part of
the terminal conditions (3.13) is bounded by k/2; for this reason, it suffices, for our
purposes to focus on terminal conditions with bounded negative real part, i.e., we
assume

£ <K,

for some K > 0. We would like our BSDE to have solutions in the time interval
[0, T']. To ensure that the solution of the BSDE doesn’t explode to —oc before time 0,
the K term and the driver of the BSDE have to balance each other; we express this in

the following assumption:

Assumption 1. Vol is non-negative and deterministic and satisfies
T
K/ Vol,dt < 1, 4.1)
0
or it is bounded by a constant vol > 0 such that

KTvol < 1. 4.2)

13



We will assume throughout that either (4.1]) or (4.2)) holds. Note that when Vol satis-
fies one of these, vol = I Vol also does because I € {0, 1}. Under Assumption [I|the

lowerbound process z is defined as follows:

1

P , 4.3)
' K-1— ftT vol,ds
if (4.1) holds; and
1
2= — _—_ (4.4)
K=t —vol(T —t)
if @2) holds.
Lemma 1. z of (.3) satisfies
dz
pri vol; 22 =0, 4.5)
and z of [@.4) satisfies
dz
 —vl 2 =0, (4.6)

Both z satisfy zr = —K. Under Assumption|l| z is increasing on [0, T and satisfies
foranyt, —oo < 2p < z < —K.

Proof. Assumption [I]implies
T —
K- / volyds >0 or K ' —vol(T —t) >0, 4.7)
t

for t € [0, T)]. Therefore, z; < 0 on [0, T]. Nonnegativity of vol and vol imply that z
is increasing. One can check by differentiation that z of (4.3) satisfies (4.5)) and z of

[4.4) satisfies (4.6)). O

The terminal condition & of (3.20) is singular, i.e., it can take the value co. The
standard way to obtain the minimal supersolution of a BSDE with a singular terminal
condition (a terminal condition that can take the value oo) is approximation below,
i.e., we truncate the terminal condition & to £ A L, solve the resulting BSDE and let
L  oo. Therefore, the treatment of singular terminal values requires the solution
of the same BSDE with bounded/integrable terminal values. The next Proposition

adressses integrable terminal values:
Proposition 4.1. Suppose Assumption|l|holds and assume:

14



o (T e L) for some o > 1,

e ¢ is bounded by K for some K > (.

Then BSDE (3.18) has a unique solution (Y, Z) such that Y~ is bounded and

E | sup |Y;"]?+ (M)2?| < +o0.

t€[0,T]

Moreover if £+ is bounded, Y is also bounded.

Proof. Recall the lack of monotonicity for the generator y — —vol,yy°>. However if
the negative part Y~ of the solution is bounded by some constant x > 0, thatis Y is
bounded from below by —k, then we can replace the generator (£,y) — —vol;y? by

a monotone continuous generator
f_n(s, y) = —Volty21y2_,{ + vol;k(2y + K)1yc . (4.8)

Indeed for any ¢, 1,1/

(y - yl)(ffn(tv y) - f*/f(t? y/>> < 2V01t/€<y - y/>2'

And since Y > —k,

vi=er [ sevaas— [Cam=c [ Favaas- [,

We can use uniqueness result for BSDEs driven by monotone generator. See [19,
Proposition 5.24], our setting implying that a.s. vol belongs to L'(0, T'). Therefore, if

the solution exists and if the negative part is bounded, the solution of (3.18)) is unique.

By Lemma [} process z is bounded from below by z; < 0. Now we define the

generator fZO and the BSDE

T T
Y;_§+/ fzo(s,Ys)ds—/ M. 4.9)
t t

Since jzo is monotone w.r.t. y and since vol € L'(0,7T), BSDE (&9) has a unique
solution (Y, Z) (see again [19, Proposition 5.24]). Remark that for £ = —K, the
solution is (z,0). Since & > — K, the comparison principle ([19, Proposition 5.33])
states that a.s. for any t, Y; > z; > 2. In other words (Y, M) is a solution of the
BSDE (3.18)), and this achieves the proof of the proposition. [

15



Remark 1 (On the negative part of Y'). Applying It6-Tanaka formula implies that the
negative part of Y is a subsolution of the BSDE

T _ T
Ut:§+/ f(S,Us)dS—/ dVs, (4.10)
t t

with f(t, y) = volty21y20. Generator fis not monotone. However it is increasing
and positive. From Lemmall| (U*,V*) = (—z,0) is a bounded supersolution of this
BSDE.

Following [IL1)], we deduce the existence of a minimal bounded supersolution (U, V')
which is also bounded and non-negative (see [I1, Theorems 3.3 and 4.1]). Using
again f_m we deduce easily that (U, V') in fact is the unique solution of the BSDE

(@.10).
As a by-product, we obtain a better bound: a.s. foranyt, 0 <Y,” < U; < —z.

Remark 2 (On the positive part of Y). Consider the BSDE
T T
T, =¢F +/ voly [—(Ts — Us)? + (Uy)?] Ly, 50ds — / dMs
¢ t

T T
e +/t (s, )ds — /t M,
where U is the solution of @.10). Since U is bounded by k,
ayf(s,y) < 2volyk,
thus driver f is monotone:

(v —v)(ft,y) — f(t.y)) < 2volik(y — ¢/)%

Hence existence and uniqueness of the solution holds, if £t belongs to some space

Le(Q). DefineY =Y —Uand M = M —V:
T _ T
Ve Y- U= -6+ [ (T - Fsvds— [,
T t T '
=&— / volg(Ts — Us)Pds — / dMs.
t t

Hence (Y, M) solves BSDE (3.18)). And a.s. for any t, 0 < Y,© <Y,
Finally, we treat the case when ¢ is singular: either P(§ = +00) > 0 or £ does not

belong to some L2(€2). To guarantee the existence of a minimal supersolution in this

case we need the following assumption on vol and S

16



Assumption 2. There exists some { > 1 and some € > 0 such that

T
E {15/ ;ds} < 4o00. 4.11)

T—e¢ (VOIS )é

Recall that {{ = oo} = S corresponds to the constraint gy = 0, i.e., the position
is to be fully closed at time 7". Assumption [2| can be interpreted as the availability
of liquidity (both through Vol and [) at terminal time if full closure constraint is

imposed. Our main result on singular terminal conditions is the following:

Proposition 4.2. Suppose ¢~ < K and Assumptions[I| and 2| hold. Then there exists
a minimal supersolution (Y™ M™") to the BSDE (3.18)) with terminal condition
Yy = € such that Y™™ has a left-limit at time T and the negative part of this minimal

supersolution is bounded.

Proof. The proof follows the same arguments as [17, Proposition 3]. Let us consider
forany L > 0
b =¢nL.

Note that the related solution (Y1, ML) of
T T
VE=¢k - / vol, (Y1)%ds — / dME,
t t

has the same upper bound U = —z for the negative part (Y*)~ for any L. And by

comparison principle for monotone BSDEs, arguing as in [[17] leads to:
Yyl ~y.
From Remark 2] Y* < T* with
T T
T =("AL) - / voly(TE)*Lyrsods — / dMF
t t

From [17, Lemma 1], we have a.s. forany ¢t € [T — ¢, T

v ! E/T L g
L= (T —t)? . Vol °

Therefore from @.11), Y;X, T — e <t < T, is finite and bounded in L*(©2) uniformly

7).

w.r.t. L. In particular for any 77 < ¢, there exists a constant C' such that for any L,
E(Y/.,) <C.
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Standard estimates for BSDEs show that (Y, ML) converges to (Y, M) in the space
SY0, T — n) x HY0,T — n), for any n > 0, that is (Y, M) solves (3.I8) for any
0<t<r<T
Y=Y, - / vol,(Y;)?ds — / M.
t t

Moreover Y~ < U. And since we assume the filtration to be quasi left-continuous,
we obtain that a.s.

li?ri> iTnf Y, > &.
Finally minimality can be obtained as in the proof of [[17, Proposition 4]. If (17, Z )
is another supersolution, we add to both solutions Y and Y the quantity —z and the

same arguments on Y — z and Y2 — zleadtoa.s. Y — z > YL — 2.

The only remaining problem concerns the existence of a limit at time 7. Compared
to [21, Theorem 2.1], we only have to deal with the negative part of y™in or of YE,
which approximates Y™, However we can apply the arguments of the proof of [21],

Theorem 2.1] with the function ©(y) = 7 — arctan(y) for example:
O(Y:) = E[O©IF] + o — iy

where 1) and ¢/~ are two non-negative supermartingales such that ¢ converges a.s.
to zero. To obtain this result, we use that the negative part of Y'* is bounded uniformly
with respect to L and also that Z%1y1, is bounded in H?(0, ) (consequence of the

[t0-Tanaka formula for (Y)~). This achieves the proof.
]

Our next task is to relate the solution/minimal supersolution of the BSDE to the solu-

tion of the stochastic optimal control problem (3.12).

4.1 Solution of the stochastic optimal control problem

For ease of reference let us restate our stochastic optimal control problem:

T 1)2
min E [/ —tdt+€q%}; (4.12)
0

qEAp VOlt

as in the analysis of the BSDE, we will work with an arbitrary £ > — K.
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Our goal is to prove the following result:

Proposition 4.3. Suppose Assumptions |I| and 2| hold, suppose &~ < K and let
(Yymin  Afminy e the minimal supersolution of (3.18)), (3.19). Then

t
i =wewp (- [ v2olds) e 0.7), 4.13)
0

(equivalently, v = —Y™"vol,q;) is the optimal state process for the stochastic opti-
mal control problem @.12)). Moreover the value function of (#.12) at time t is given
by

V(t,q) = @Y™

The proof directly follows from the next three lemmas and is given at the end of this
section. Let’s call J the expression inside the min in (4.12):

T .2 T .2 T 2
J(v) = / —Ldt + &g = / —Ldt+¢ (qo —i—/ vtdt> . v e A.

We start with the following observation:

Lemma 2. If
T
{‘/ vol,dt < 1 4.14)
0

almost surely, then the functional v — J(v) is strictly convex. The Gdteaux derivative

of J at point v in direction w, is given by

T T T
(DJ(v),w) = 2/0 ?:f:dt +2¢ (qo +/0 vtdt) (/0 wtdt) :

Proof. Taking v and v in Ay, and 6 € [0, 1], we have

J(0v+ (1 - 0)7) — 0.J(v) — (1 — 0)J (D)

— o1-0) _/OT%dtﬂtf (/OT(vt—?ft)dt)Q]

< —6(1-0) /OT %dt — ¢ (/OT(vt - @)dt) 2]

T T ~
<0(1-0) {—1 +§/ voltdt] / (U
0 0

VOlt
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We use the Cauchy-Schwarz inequality for the inequality. Now for any ¢ > 0 and v

and w in A,

LI+ ew) - J(w))

€

T T 9
:2/ Utwtdt+e/ 2 g
0 VOlt 0 VOlt

(o [ ) ([ o) ([ o)

Letting € to zero gives the desired formula. [

2

We will use the following process to relate Y™® and ¢* to the stochastic optimal
control problem (4.12):
Ny = 2thiHQt* :

By its definition ¢* satisfies
dq*
dt

= —Y;™"vol,q;.
This and integration by parts give:

t t t t
N, =2 / qsvoly(Yy)?ds — / 2Y,Y,volyqsds + 2 / qsdM, = 2 / qsdM,.
0 0 0 0

Hence N is a local martingale. To prove that ¢* is the optimal control and Y™
determines the value function of the stochastic optimal control problem, it suffices to

prove that /V is a true martingale:

Lemma 3. Suppose N is a true martingale. Then q* is the optimal control of (#.12))

and

T *\2
min (Us>
yming? — | M S gds+ g2

]

Proof. For w € Ay define ¢, = fot wsds. Integration by parts implies:

/ wy——dt = / @dNy — Nrgr = / @dNy — 2897
0 vol 0 0

This and Lemma 2] give
T
(DI(v"),w) = / GdN,.
0

This, the convexity of J and the assumption that /N is martingale imply
E(J(v*) — J(v)) <E(DJ(v*),v" —v) = 0.
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Therefore, v* is the optimal control (unique from the strict convexity of .J).

formula applied to Y;(q;)? gives

d(Y;(Qt)Q) = (C]t)2V01t(Yt)2dt + (Qt)2th + QYtQt(—YtVOItQt)dt

dt + (q;)*dM,.

_ 2 2 _ (v))?
= VOlt(th;‘) dt + (Qt> th = v 1

Oly

7.

In other words Y;q? = V/(¢, ¢;) is the value function of the control problem.

Therefore, again if the local martingale is a martingale,

T *) 2
Y, 2 —E (Us) d 2
tq; {/t vol. s+ &qr

Itd’s

]

The last intermediate result we need is a version of Proposition where £ is inte-

grable:

Lemma 4. Suppose  is integrable. If (Y, M) is the solution of (3.18)) with terminal

condition Y7 = &, then the optimal state process q* (resp. optimal control v*) is given

by
t
q; :qo—/ (Yyvoly)gids (resp. — Yivolsql).
0

Moreover Yy(qo)? is the value function of the control problem.

Proof. By Lemma|[3|we only have to prove that the local martingales are martingales.

Indeed since ¢ is bounded, from Proposition Y is bounded and for any ¢ > 1

E ([M]fﬁ) < too.

t
q; = qoexp (—/ ngolsds)
0

is also bounded, [(¢*)?dM is a martingale and for w € A,,

Since

/0 (Gog?)2dIM), < C sup (3) [ M

te[0,7

and thus

E sup (QS)2€
te[0,7

E / (Gug?)d[M], < C

In other words f qq*dM is also a martingale.
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We now give

Proof of Proposition That N = 2Y™"g*, is a martingale on [0, T') follows from
the product rule and the definitions of Y™ and ¢*. Since (Y™")~ is bounded (by k),

note that

t t t
exp (—/ Ysminvolsds) < exp (/ (Ymin)s_volsds> < exp (n/ VOlSdS) .
0 0 0

This and Assumption|I|imply that ¢* is also bounded. Since (Y™")~ is also bounded,
the martingale /N is bounded from above. Therefore, the limit at time 7" of N exists

in R and
N,

= QY;min

tends to zero a.s. on the set S = {£ = +o0o}, since lim;_,7 Y™ 15(T) = +o0.

*

q;

Now we apply Itd’s formula on Y™ (¢*)2: forany 0 <t <r < T
VeGP = YR = [ (ol (s
t
- [ v vrvolads - [ (grda
t t
r *)2 T
:Ymin *)2 (Us) d _/ * 2dein
g+ [ abas— [z

with v} = —Y™"g*vol,. Taking the conditional expectation we get

min /_*\2 min/ _*\2 " (U:)z
Y e)” =E Y, g) + |+ —ds
t s

]—"t} |
By monotone convergence theorem
r *\ 2 T *\2
liminf E / @ds Fi| =E / @ds
r—T t VOIS t VOIS

And by Fatou’s lemma ((Y™")~ is bounded)

7.

7).

Recall the definition of N = 2Y™"g* and that the limit of N at time 7" exists in

r—T

liminf E {Y}min(q;f )2

]-“t} >E [lim inf(Y,"™(¢*)?)
r—T

R. Moreover lim, ,r ¢ = 0 = ¢}, when lim, ,p Y;min = +4o00. Therefore, if

lim, _,p Y™ = +00, then

lim inf (Y;™"(g;)?) = lim inf (N,) lim ¢ = 0 = £(q7)?
r—

r—T r—T
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(with the convention oo - 0 = 0). If lim inf,_,7 Y;min < 400, then

lim inf (Y™ (¢)?) > &(q3)%.

r—T
In any case, we obtain
min g _#\2 r (UZ)Q £12
Y™ (¢;)” > E —2—ds + &(qr)° | F| -
¢ vol

Thus Y™"¢? dominates the value function V' (-, ¢) of the constrained control problem.

Now if v is in A4, it is in A,. Therefore, the value function V' dominates the value
function of the unconstrained control problem with terminal penalty £ A K, for any
K. Denote by YX the solution of the BSDE (3.18) with bounded terminal value
Y = ¢ A K. From Lemma (@), Y¢? is the value function of the unconstrained

control problem. We deduce that for any /&
YR < V(tq) <Y,
Since YX converges to Y™, we obtain that Y™"¢? is the value function of the con-

strained control problem and that ¢* is the optimal state process. [

Note that the proof implies that the value function is finite at time 0, that is

E UOT (G f(q})Q] < +o0.

vol,

Using (4.11)), we can also deduce that
T *) 2
(v3) 2
S d *
(/o Vol s +&(qr)

4.2 Reduction to time interval [0, 7, A L] for I, = 1,3

14

E < +400.

For [ = [® = Lit<r,}, by the definition (3.9) of A; s we have ¢; = ¢, , v; = 0 for
t > 7. Therefore, the stochastic optimal control problem (3.12)) can also be expressed

as

' T, NT Ut2 k )
min E {/0 mﬁdt + (_51{TL<T} + 00 - 1{n>T}) qT} . 4.15)

g€Ao

for I = 1g<,,y. The corresponding BSDE is again (3.18)) but with terminal condition

k
YTL/\T = 5(2) = _51{TL<T} +00- 1{n>T}' (4.16)
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The next proposition states that the BSDE (3.18) has a minimal supersolution for

terminal conditions of the form

Y;'/\T = 5 = Cl{TZT} + w71{7<T}a (417)

where 7 is a stopping time and (, 1) are bounded from below by — K and %) is also
bounded from above; (4.16) is a special case of (4.17). The reduction of the problem

to the time interval [0, 7 A 7] is also useful for the PDE analysis of the problem

(section[5.2)).

Proposition 4.4. Let £ be as in (@.17). If
T
IE/ vol, (E[¢|F.])%ds < +oo,
0

then the BSDE (3.18)) with terminal condition has a unique solution (Y, 7).
Without any integrability condition on (, but with (4.11)), there exists a minimal su-
persolution (Y™, Z™1) for the BSDE.

Proof. For L sufficiently large:
5 AL = (g A L)l'FZT + 7707']-’F<T~

Again we construct a sequence of solutions (YL, ZL), such that (Y1) is non-decreasing.

It only remains to control Y'Z, uniformly in L.

We define (ﬁ , \A/) as the solution with terminal condition 1,1, .7 — (~1,>7. Remark

that (7 is bounded. Now for any ¢t < s < T" we have

SAT
Ve = Oone = Ve = Oune = [ ol [(VF =T, + 0, - 0] dp
t

AT

SAT
- [z =T
t

AT

Hence Y- = Y~ — U solves the BSDE with terminal condition (¢t A L)1,>7 and
generator

g(s,y) = —vol, |(y + Uy)? = U?] .

The map y — g¢(s,y) is not monotone on R. But since the negative part of the data
is bounded, we can modify g on (—oo, —k), such that g becomes monotone (see

Equation (4.8)). And again by the comparison principle, T is non-negative.
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To control Y%, we again follow the arguments of [17, Lemma 1]. Young’s inequality

implies that for any y > O and ¢ > 0
(y+U)* =2y +U,) —

Thus with ¢ = 1/(voly (T — s))

2 1 1\ 2 - -
< - S 2,
9(s,9) S v+ oo (T—s) 750+ vol(U)

Since T%, = 0if 7 < T, explicit solution for linear BSDE and comparison principle

imply that fort < T’

L 1 TAT 1
Y.<~ R d
=T A2 MA vol,

1 TAT ~ 5 ~
+ mE {/mf (T — s)[voly (T — s)(Uy)* — 2U,)ds

-F'r/\t:|

‘FT/\t‘| .
This uniform bound on Y%, thus on Y'Z, allows us to define the solution of the BSDE

with terminal time 7 A 7" and a singular terminal condition. 0

The next proposition connects the value function of (4.15) to the minimal supersolu-
tion whose existence was derived above. The proof is parallel to that of Proposition

4.3 and is omitted.

Proposition 4.5. Let (Y™ M™®) pe the minimal supersolution of (3.18) and (#.16).

Foranyt € [0,T),
t
q; = qoexp <—/ Ysminvolsds) ,
0

(equivalently, v = —Y™"vol,q}) is the optimal control for the stochastic optimal

control problem the control problem [.15). Moreover the value function of the same

control problem at time t equals ¢?Y;™™.

4.3 Reduction to time interval [0,7 — §] for (I,5) = (I®),S®) and (I,S5) =
(1), )

Both (1,8) = (I®,8®) and (I, 8) = (I®, S™) consist of two phases: before and
after time 7' — ¢, the reason for this was explained in the paragraph following (3.16).
Both of these choices of I imply that the trading process for /3 and I® proceeds
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exactly as in /() after time 7" — d: if the algorithm is in trading mode at time 7 — d, the
position is fully closed only when the price remains above L throughout the interval
[T — §, T1]; trading stops (and doesn’t restart) if the price hits L. This implies that the
stochastic optimal control problem (#.12) can be reduced to the following

min E { / B gq%] : (4.18)
q€Ao 0 vol;
with terminal cost
¢ =10yl _ (1 — [9D)k/2, (4.19)

where Y™™! is the minimal supersolution of the BSDE (3:18) and the terminal condi-
tion (3.13) with (1, 8) = (1, 8W). Corresponding to the reduction the BSDE
(3.18) and the terminal condition (3.13) for the cases (1, S) = (I, 8W) j € {3,4}
reduce to the same BSDE but solved over time interval [0, 7" — 6| with terminal con-
dition

Yros=¢ (4.20)

where ¢ is as in (4.19).
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CHAPTER 5

PDE ANALYSIS

In this Chapter, we will assume the price process to be Markovian and the cost struc-
ture to be a function of the price process;under these assumptions, our goal is to relate
the value function of the stochastic optimal control problem (3.12)) to a PDE version
of the BSDE for the four choices of I and S given in (3.14)-(3.17). For a direct PDE
representation (i.e., identifying the value function as a solution of a related PDE), the
process I and the measurable set .S must also be functions of the price process. Of
the four possible choices for I and S given in (3.14)-(3-17)), only (I, SM) is given
as a function of the price process. In section [5.1| we present the PDE representation
of this case. In section [5.2] we present a PDE representation of the value function cor-
responding to (I?), §®)) by reducing the stochastic optimal control problem (3.12)
to the time interval [0, 7, A T']. A PDE treatment of the case (I3, §®)) is possible by
treating the time intervals [0, 7'— 4] and [T'—4, T'] separately. We do this in section|5.3]
The PDE representation of (1), §%) begins also with a reduction to the time interval
[0, T — §]; we then write the value function as a limit of a sequence of value functions
V., where n is the number of switches allowed between trading and no trading, each

V,, is written as the solution of the PDE; this is treated in section [5.4]

As noted in the introduction, we assume the price process S to be driven by a stochas-

tic volatility model:
t
g, = / VodW Y,
0

where v; is the stochastic volatility process:
dvy = (0 — 1) dt + o\ /v dW; (5.1)
, is a standard Brownian motion in independent components, W,",
WO W) dard Browni ion in R? (independ W
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1 = 1,2, have unit variance). Let £ denote the second-order differential operator

corresponding to these dynamics:

1 1
Lu = Svdiu+ svetdy,u+ k(0 —v)du+ cvpd;,u. (5.2)

To get a PDE representation we take 7 and Vol processes to be functions of (S, v).
With a slight abuse of notation, we assume the market volume process to be ¢ +—
Vol(t, S;, v;) where Vol : [0, 7] x D — R is a nonnegative valued function; similarly
the transaction cost process is t — 1(t, Sy, v;) where 1) : [0, T] x D — R is a strictly

positive valued function. In this section we will use the assumption (4.2)) on Vol:

0 < Vol(t, s,v) < vol, kvol < 2. (5.3)

5.1 PDE representationfor / = 1,5 = {S’T > L}

In this section we assume I = 1, i.e., vol; = Vol,. Let us now consider terminal

values of the form

& =®(Sr,vr); (5.4)

where

®:D=(0,400) x R = (=K, ] (5.5)

is a measurable function. By (3.13), the choice S = {S; > L} corresponds to the ®
function
k

o = ol(s) = —5 Lo (8) 400 1iz,00)()-

Under the Markovian assumptions of the present section, and for / = 1 the BSDE
and the terminal condition corresponds to the following PDE: for any
(v,s) € Dandt € [0,T)

Oyu + Lu — Volyu? = 0. (5.6)

with the terminal constraint

W(T,,") = . (5.7)

Our goal, under the Markovian assumptions of the present section, is to prove that
the value function of the stochastic optimal control problem (3.12)) with / = 1 and

S = SO can be expressed as a multiple of the unique solution of this PDE with
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terminal condition ® = ®). The terminal condition ®™) is singular, i.e., takes the
values oo with positive probability. As in Chapter 4, we will start with a general
terminal condition ® that is more regular; the result for ®M) will be obtained as a
limiting case of regular terminal values. To express the value function as a solution to
the above PDE, we first extend the stochastic optimal control problem to allow

it to start from any time point ¢. Accordingly, we define

at.v.s " t,v,s
gt :5+/t ViAW),

s =y —l—/t k(0 — VZ’V’SMP +/t C V;’V’sdwp@)’

_t7 ’ t7 ’ i) — Q ) "
§=0(S77%, v, Volf)” = Vol(t,S;”S, 1/;”5).

Under our assumptions on Vol and ®, Proposition implies that the following
BSDE has a unique minimal supersolution:

T T
tw,s __ t,v,s t,v,s t.w,s .
Y, _g—/ Vol (V7! )pds—/ Z55 AW,

r

set

u(t,v,s) ==Y, (5.8)

by Proposition u®(t, v, s)g is the value function of the extended version of the
stochastic optimal control problem. With a slight abuse of language, we will refer to
u® simply as the value function of the extended stochastic optimal control problem
with terminal cost ®¢%.. Our goal in this section is to prove that u® is the minimal
supersolution (or the unique solution if @ is finite) of the PDE (5.6) for any ® of
the form (5.3)) (and in particular for & = ®(1)). Our first step in this direction is the

following:

Lemma 5. If ® is continuous and with polynomial growth on D and if Vol is also
continuous on [0, T x D, then u® is a continuous function of (t,v,s) € D and is the

unique viscosity solution of the PDE (5.6)) with polynomial growth on D.

Proof. See [19, Theorem 5.37] or [[7, Theorems 3.4 and 3.5] (see also [22]). If
is bounded, the solution Y** and thus u are also bounded. Hence our generator is

Lipschitz continuous.

If @ satisfies —k/2 < ®(s,v) < K(1 4+ |v|? + |s]?), then £ satisfies the condition
imposed in Proposition Thus Y“"* and thus u are bounded from below, and we
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can modify our generator such that it becomes monotone (see the proof of Proposition
M.1). Then existence and uniqueness follows from [19, Theorem 5.37] (this result is
stated for (v,s) € R? in [19] but all arguments continue to work when (v,s) €

D). ]

Now suppose that ¢ is a continuous function from D to [—k/2,4+00]. We use the
proof of Proposition For any L > 0, we consider the bounded function ®* =
® A L. By the previous lemma there exists a unique bounded viscosity solution u®"F

and by comparison principle,

@AL(

u®(t,v,s) = lim u t,v,s)

L—+o00

is well-defined with a bounded negative part. Suppose now that for some o > 1 and

some € > 0:

1

Y(t T—¢€T|xD _—
(t,v:5) € &1 x D, vol(t, v, s)

< C(1+[v|*+s]?).
Then Condition (4.11)) holds and we have on [T" — €, T| x D,

Lt ) < ! E /T ! d
u v, S — —du
T (T —t)? ‘ Vol';’”’s

(1+ |v|®+ |s|9) (5.9)

<

—(T=1)
On the rest of the interval [0, 7], the bound of the solution u is controlled by the
previous estimate with ¢t = T — . In other words we have a bound on u which does

not depend on L. Hence u is lower semi-continuous on [0, 7] x D and finite (even

locally bounded) on [0, 7) x D. These considerations give us the following result:

Lemma 6. Suppose ® is a continuous function from D to [—k/2, +oc|; then u® is
the minimal viscosity solution of the PDE (5.6) on [0,T) x D (among all viscosity

solutions with bounded negative part).
Proof. See [22, Theorem 1]. L]

The concept of a viscosity solution allows even a discontinuous solution and doesn’t
address the issue of smoothness/regularity of the solution; therefore the previous re-

sult doesn’t say anything about the regularity of u®. The properties of the operator £
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(and smoothness assumptions on Vol and 7)) allows us to establish the smoothness of

u®, with a regularization bootstrap argument for parabolic PDE:

Lemma 7. Suppose that Vol and n are continuously differentiable with respect to all
of their arguments. Assume that ®,, is a sequence of continuous functions, converging
to ®, such that the related (viscosity) solutions u,, of the PDE (5.6) converge pointwise
t0 u. Then u belongs to CY%([0,T) x D) and is a classical solution of the PDE (5.6)).

Proof. Fix some € > 0 and K a compact subset of D. First note that from (5.9), the
bound of u,, on [0, T — €] x K does not depend on the terminal value, that is on n, but

only on € and K.

Moreover the operator £ can be written as follows:

1 1
Lu = Svdiu+ Sve*0),u+ k(0 — v)du+ cvpd,u
1
= 5div (a(v, 5)Vu) + b(v, 5)Vu,
with
Osu
Vu(v,s) =
ou
and 1
cp
1 ¢p CRED)
a(v,s) =v S b(v,s) = 2 202 cp
cp ¢ /ﬂ(ﬁ—y)—l-g—i-?

Our coefficients a and b are bounded on K, and a is uniformly elliptic on K. Since
vol is also continuously differentiable with respect to all of their arguments, then
we can easily check that all conditions called a)-c) of [18, Theorem VI.4.4] hold
(with m = 2). And from this theorem, if there exists a function 1) continuous on

[0, T — €] x K and of class H'T#/22+5(]0, T — e[xlo() for some 3 > (ﬂthen the PDE
o + Lv — volw? =0

with the boundary condition v = 1), has a unique solution v with the same regularity

as 1.

Now our viscosity solutions u,, are continuous and bounded on [0, 7 — €] x K. Let

us consider a sequence of smooth mollifiers (,,, and define ¢,,, = w,, * (,,, (Where %

L For the spaces used in this argument see [22} |1]]
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denotes the convolution operation). There exists a classical smooth solution w,, ,,, of
the PDE (5.6) with boundary condition ¢,,, and pointwise u,, ,,, converges to u,, as m

goes to +00.

Note that Conditions (1.2) and (7.1) of [18| Chapter 3] are satisfied. Suppose that v is
a smooth solution of the PDE (5.6) on [0,7) x D: for any (¢,v,s) € [0,T) x D

o + Lv — volw? =0,

such that for any € > 0 and any compact subset X of D, v is bounded on [0, T—¢] x K.
Thus v solves on [0, 7 — €] x K the PDE

O + Lv = vol,v® = f,

where f is a bounded function. We can apply [18], Theorem II1.10.1]. Hence v is in
H*/2([0,T — €] x K) (space of functions which a-Holder continuous in the space
variable = and «/2-Holder continuous in the times variable ). The value of o > 0
and the Holder norm of v depend on ¢, K and the bound on v. In other words « does
not depend on the terminal value. Therefore, u,, ,,, belongs to H*%/2([0,T — €] x K)
and solves the PDE

O + LY = voly(tpm)? = Frm-

Assume that vol is also in H*(D). Then from [18, Theorem IV.10.1], w,,, is in
H*el+a2/2([0, T — €] x K') for any ¢ > ¢ and K’ C K, and the norm depends only
on the H%-norm of f,, ,,,. Therefore, u,,, and thus u, belong to the same spaceﬂ that is

on any subset [0, 7 — ¢] x K, u, and u are in C'2, O

The proof also shows that the regularity of any solution does not depend on the ter-
minal value. In other words, far from ¢ = 7" and v = 0, the solutions are smooth and

classical solutions.

Let us summarize the foregoing results:

Proposition 5.1. Suppose that vol is continuously differentiable on [0,T] x D and
that ® is bounded from below by —k /2. If one of the next conditions holds:

o O js continuous and with polynomial growth on D,

2 The Arzela-Ascoli theorem implies that 1w, ., (up to a subsequence) converges to some function %, €
H**/?([n, L — ] x [0, T — €]). Here @,, = uy, since pointwise convergence has been proved before.
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o O is continuous from D to [—k/2,400] and for some o > 1 and € > 0

1

Y(t T—€T|x D _—
(t,v:5) € &T] x D, vol(t, v, s)

< O A+ [v]* + [s]%),

then there exists a viscosity solution u of the PDE (5.6) with terminal value ®(-,-).
Moreover u is of class C**([0,T) x D) and is the minimal viscosity solution (among

all viscosity solutions with bounded negative part).

Let us next comment on the smoothness of « on the boundary v = 0, called the
hyperbolic part of the boundary. Recall that our operator £ is defined by (5.2)) and
that the dynamics of v is given by (5.1). The Feller condition ensuring a positive

process v is 2k > ¢*. Under this condition, the Fichera function
b(v) =kr(0 —v) — =c

is positive when v goes to zero. Hence no boundary condition has to be supplied on

v = 0 (see for example [9]).

In the Markovian setting, that is if vol is also a function of (¢, v, s), then the value

function V7, is of the form
Vi(t,q,v,8) = ¢*ur(t, v, s). (5.10)

The function uy, is a solution of the PDE (5.6) with p = 2 and with the terminal

condition

uL(T, v, ) =0 1(L,oo)('> — gl(oo,L](') == @()

Note that we cannot directly apply Proposition[5.1] since @ is not continuous. Nonethe-

less

Lemma 8. There exists a minimal viscosity solution uy, which is of class C'? on

[0,T) x D.

Proof. Indeed let us define
k
() =K 1rneo)() = 5o
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and

k

Prn() = K- Lng1/moo) () — §1<—w7L1(')
n <K+k/2>% — k2| 1 ()

® g ,, is continuous and non-decreasing w.r.t. n and converges to ® ;. Therefore, the
related continuous viscosity solutions u g , converge to ux. Arguing as in the proof
of Proposition we obtain a uniform norm of uy in the space H'**2t*([0,T —
€] x K), for any compact subset K of D. Then we pass on the limit on K to obtain

the desired result. Minimality can be obtained as for Proposition [5.1] [

These give us the main result of this section:

(a

Proposition 5.2. Suppose (5.3)) holds. Then the value function u® " is the minimal

supersolution of the PDE (5.6) with boundary condition (5.7) with ® = ®W) and the

optimal control is given by

t
q; = qo €xp (—/ uq)(l)(gt,ut,t)volsds) ) (5.11)

0

5.2 PDE representation for / = 1.,y and S = {r, > T}

To get a PDE representation of the BSDE (3.18)), (3.19) for I, = [t(z) = lg<r s
we consider the problem in the interval [0, 7, A T]. As discussed in section the
corresponding BSDE is again but with terminal condition (4.16)). This reduced
formulation of the problem is indeed Markovian. The PDE is the same as before (5.6])

but solved over the domain D = (0, c0) X [L, o) and with boundary conditions

ulj0.77x(0,00)x {1} = —k/2 (5.12)

U (T} x (0,00) x[L,00) = OO (5.13)
The value function u(? of the extended version of the stochastic control problem is
again defined through (5.8) and we have:

Proposition 5.3. u?) is the minimal viscosity solution of (5.6) and boundary condi-

tions (5.12).
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The proof proceeds parallel to the argument given in the previous section. We there-
fore provide an outline. We begin by considering the case where the boundary condi-

tion is given by

wljo,7)%(0,00)x{L} = ¥ (5.14)

Ul {1y x (0,00)x [L,00) = P

where 1) is a continuous and bounded function. If ® is bounded and if the compatibil-
ity constraint ®(v, L) = ¢ (T, v) is verified, we can directly apply [19, Theorem 5.41]
to obtain the existence of a unique viscosity bounded and continuous solution u of the
PDE (5.6) with the boundary condition The regularity inside the domain can
be obtained by the same arguments of Lemma |/} If the compatibility condition does
not hold, the solution still exists but is not continuous up to the boundary. Finally the
oo terminal condition can be handled via approximation from below (as was done in
the previous section as well as in Chapter [ in the treatment of the BSDE (3.18) and
the singular terminal condition (3.19).

5.3 PDE representation for I; = 1,5,y and S = {rp_5; > T}

The case (1,8) = (I®®,8®)) is Markovian in its driver term: I®® = 1;5,.;, is a
function of the price process only but it is not Markovian in §® = {7 s, > T}
because 77_; 1, depends on the entire trajectory of the price process. But we saw in
Section [4.3] that this case can be decomposed into two components, before and after
time 7" — 6. We saw in the same section that after time 7" — ¢ this case either reduces
o (I,8) = (I, 82) = (144, (t), {r > T}) for I, = 1 and to (I, S) = (0, 0)
for I. ;32 s = 0. We already derived the PDE representation of the value function for the
case (I®,8®@) in the previous section. (I,S) = (0, ) is trivially Markovian (the
BSDE simply reduces to dY; = 0 with terminal condition Y7 = —k/2. These PDE

representations imply that the terminal condition (4.19) equals

D g k
€ =15, o3 (Sr_s,vr_5, T — 6) — LS s<i)y- (5.15)

With this, the problem (4.18) is completely Markovian, since both the terminal con-
dition and the cost functions are functions of the price process; the BSDE and
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the boundary condition Y, _s5 = & reduces to the following PDE:
Ou+ Lu —r(t,s,u) =0, (5.16)

where

r(t,s,v) = v*vol e .

The PDE is solved over over the domain [0,7" — §] x (0, +o00) x R with terminal

boundary condition
g(l/, 8) = ucp(l) (T — 6, v, S)]-S>L — k/21s§L-

Note that the terminal boundary condition is bounded and continuous, i.e., no sin-
gularities. In this respect the analysis of this PDE is simpler to the case covered in
Section The difficulty as compared to the analysis of Section is that the r
function has a discontinuity at s = L. In what follows we focus on this aspect of the

PDE (5.16) and how it can be solved when r is discontinuous.

Lemma 9. There exists a function u® such that v'®) is bounded and continuous
on [0,T — §] x (0,400) x R and is a solution of class C** of the PDE on
0,7 —6) x (0,400) x (R\ {L}).

Proof. To circumvent the discontinuity of r, let us introduce

(s - L)

¢E(S) = (1S>L+€ + 1L<s<L+e) ) Te(t7 S, U) = U200lt¢€(8)‘

This function is Lipschitz continuous w.r.t. s, satisfies r < r and converges increas-

ingly and pointwise to r when € tends to zero.

From standard arguments (see [[19, Theorem 5.37]), there exists a unique bounded

and continuous viscosity solution u< of the PDE
Ou+ Lu —r<(t,s,u) =0

with the same terminal condition g. Note that the bounds on %> do not depend on .
Thus arguing as in Lemma [7} we can prove that u>* is of class C*? on [0, T — §) x

(0,400) x (R\ {L}) with a norm independent of e.

The comparison principle shows that u>€ is a decreasing sequence and thus we can

define u(®) as the decreasing limit of u* as e tends to zero. We obtain immediately
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that (® is bounded and upper semi-continuous and is a viscosity subsolution of PDE
(well-known result on stability for viscosity solutions [10]). Now an Ascoli’s
type argument shows that u(®) is in fact continuous on [0, T'— 6] x (0, +00) x (R\ {L})

and thus by some regularization argument, it is a classical solution of the PDE (5.16))

on [0,7 — ) x (0,400) x (R\ {L}).

The only remaining point concerns the continuity of u(® on the set {s = L}. Let
us define another approximating sequence w* defined as the solution of PDE

where r is replaced by 7:

we(s) = (1S>L + (8 _6 L) 1L€<S<L) ) ?e(ta S, U) = 2)2’1}0ltw6(8)-

we converges to w,, which is lower semi-continuous and is a viscosity supersolu-
tion of PDE (5.16). Moreover by comparison principle, w® < w, < u® < u?c.
Comparing sub and supersolutions imply that w, = u(® (standard result for viscosity

solutions). Let us prove this statement in our case. For any (v, s) we have
t V6t
u(t v, s) —wi(t,w, s) = Y, - YR

T—-6
o et,v,s U6t 1,8 € Qt,v,s et,v,s ~€ Qt,v,s ~e,t,u,s
- YTf(S - YTfé - / r (u’ Su ’Yu ) -r (uv Su qu )du
t

T-96 .
ZE NRZX] Zz,t,u,s)qu

T-9

T—6
/ UOl U Vt v,s St VS)QbE(SZV’S)(Y;’t’V’S o Y;,t,u,s)(yue,t,v,s _|_ Yue,t,z/,s)du
/ vol (u, vo"* St”)(i}j’t’”’sy (Qbe(gi’y’s) - &(S’Z’V’SD du

_ / (Zzt WS Zz,t,l/,s)qu'
t

Using the boundedness of Y “" and yer (uniformly w.r.t. €) and standard stability

result for BSDE, we obtain the existence of a constant C' independent of e such that
T-6 - o 9
[ (t,v,5) = w(t,v, ) < CF [ [ (o - dse) du}
t
T-5 -
320/ P(L—e< S < L+e)du
t

Fix some 7 > 0. The uniform ellipticity of £ implies that there exists ¢, such that for

any € < €y,

P(L—e< S <L+e) <n°/(2C).
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Hence letting € go to zero, we get for any n > 0
W@ (t, v, s) —w,.(t,v,s)| <.

Thus ©u® = w, and thus ©® is continuous. O

We can now construct the minimal supersolution of the BSDE (3.18)) and the bound-
ary condition (#.19) over the time interval [0, T —6] using the function u®) constructed

in the previous result by setting
Y, =u®(t, 1, 8,),t<T -6 (5.17)

Using Itd’s formula (allowed since S; # L a.s.) we getforany 0 <t < T — §

T T
Y, = Yy 5 — / (Y;)vol, 15, pdr — / Vu(r, vy, S,)dW,
t t

) G k
=u® (T — 6§, vr_s, Sr—s)1g, ;o1 — §1ST—5§L

T T
— / (Y;)*vol,.dr — / vu(r, vy, S, )dW,.
t t
This and (5.15)) imply that Y as defined in (5.17) is indeed the unique solution of

the BSDE (3.18)) over the time interval [0, 7 — §] with terminal condition (4.19). By
the optimal control for this case is given by

t
gt = qo €Xp <_/ u(3)(8’ Vs, gs)VOI(Sa Vs, gs)ds) .
0

5.4 PDE representation for /(¥ and S

Let V) denote the value function of @I2) for (1,8) = (I®,S®). A natural
method to compute V) is to first put an upperbound n on the number of trading
intervals and then let n " co. The value function of the control problem with a limit

on the number of active intervals is:

V4 (q,v,s) = inf E /T Mds — Eq% (5.18)
Y g€ Ao o vol 277

where vol? = Vol,I;"" and

n

4n

It = § :1[7‘b,k§t§TL,k+1]
k=-—1
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Proposition 5.4.
Vi (g, v, 8) N\ Vg, v, 8)

as n tends to oo.

Proof. Note that I*™ # I™; this implies 1) V4" is decreasing and 2) V4" > V),

Therefore we have

lim V4" > V&,

Next we prove that we can replace the inequality > above with =. For this choose
any q € Ay define g equal to g on the random interval [0, 77, ,,41] and ¢’ equal to zero

after 77, ,,41, we get:

T 1\2 T /\2 T /\2
(¢.) k /L’"“ (¢:) / (¢:) ko,
Ms) ge — 22 — Ms) g Ms) g~
/0 vol, s 2QT 0 vol, st vol, s ZQT
T

TL,n+1
TL,n+1 (T)Q k (q/>2 k
= Ms/ ge 252 Ms) ge — Z(q2 — G2).
/0 vol” S 2qT+/rL,n+1 ol, S 2(C]T CIT)

Taking the expectation, we have

T( 1\2 TLn+1 (72
qs) k 2 / (qs) k"Q
E|[ Llds——¢2| =E Ml gg - 2
{/0 vol, s QqT] [ 0 vol, s 2qT

T ( 1\2
qs) k 2 ~2
——ds — (g7 — qr) | -
/TL’n+1 vol, 2

That ¢, = 0 for t > 71,41 implies gr therefore:

= qTL,n+1 ’
1

E [ - 7] =B |(er + ) (/w )]
E (/: q;ds>2] 5
([ )]

under the condition of Theorem 4.1 on vol. Therefore, we obtain for any strategy

< [E(qr + %)2}%

< CT: [E(qr + %)2}%
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q € Ap and any n:

T 2
(q’) k o
E Bl s — 22| >V, )
[/0 vol. ds 5T | 2 (g, v, 8)

T /\2
/ (@)°
s VOIS
1
k 27
- CE\/T []E (qr +qr) }
T /\2
/ (4)°
— vol,

T /\2
. ( / () d)]
— voly

Y; > 2z > 29 and @.13)) imply that we can assume g7 to be bounded. Letting n — oo

&=
VR
S~
= 3
3
t
</-\
S &=
A

QL
~__—
| — |

vl

> V(g,v,s) +E

D=

- Cgﬁ []E (qr + (TT)Q]%

in the last display, bounded and dominated convergence theorems imply
T (.1\2 k
E {/o %ds — iq%] > liin Volg,v,s) > V(g v, s).

Since this holds for any ¢ € Ag, we obtain the desired result. O]

Instead of deriving a PDE representation for V(%) which turns out to be difficult to do
directly, we will work with the sequence V™. To get such a representation we extend
the problem as in the previous sections: Now we consider the dynamical version of
this control problem. For any ¢ € [0, 7],

ko

T (q/>2
VA (t,q,v,8,x) = inf E {/ ds — —q } , (5.19)
t

q€Ao vol} 2

the value function of the control problem starting at time ¢ (instead of zero). Note the
additional parameter x which can take the values {0, 1}; these are the values taken by

the process I, I = 1 represents trading is on and / = 0 represents trading is off.

As in Section [4.2] the problem (5.19) can be reduced to the time interval [0, 7] for
¢ = 1 and to the time interval [0, 7,4 1] for £ = 0 by conditioning on the first transition
from one state to the other (from active to waiting or from waiting to active); doing

this gives the following two equations:

k
VAt q,v,5,0) =E [V4’”_1(7_'b,0, q,Vry oo L+ 0, 1) 15 oy — 561%1{7,,,027’}] ;

4 TnoAT (q2)° 4n—1
Van(t 1) = inf E —ds+ V" oy Ve oy Ly 0)1gr .
( y 4, V, S, ) qleri% |:/t Vol, s+ (TL,Oa Arp05 V110 ) { L,0<T}:|
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As in all of the previous cases the quadratic cost structure implies
VAt q,v,8,x) = ¢*u" (L, v, 5, %), (5.20)
Note that
U4’0(', O) = _k/
(i.e., if we start with no trading I; = 0 and there can be no further transitions to
trading the trader only pays the terminal cost —(k/2)q?. The above recursions and

the argument given in Section [5.3]imply the following sequence of PDE to compute

ub™ forn > 1: for u*"(-,0):
O™ (-, 0) + Lu*™(-,0) = 0, (5.21)

where £ is defined by (5.2)) and the above PDE is solved in the region [0,7 — J] X
(0,00) X (—00, L + b) with boundary conditions

k
u™(T — 6,v,5,0) = —5 u*"(t,v, L +b,0) = u*™(t,v, L + b, 1);

for utm (-, 1):

out" (1) + Lu*(-,1) = volu? (-, 1) = 0, (5.22)
solved in the region [0, 7] x (0, 00) x (L, c0) with boundary conditions

ut™(T,v,s,1) = oo,

ut"(t,v, L,1) = u*" Y (t,v,L,0),t < T — 0,

k

Ugp(t,v, L, 1) = _E’t >T —0.
The base case is n = 1, for which we have: uy,(-,-,-, 1) = u® where u? is the
value function for the case = 1<,y and S = {r;, > T’} derived in Section
(see Proposition . The arguments of Lemma [7| show that u*!(-, -, -, 1) is of class

C1?on [0,T — 6] x (0,00) x (L, 00) and continuous on [0, 7' — §] x (0, 00) x [L, 00).

Once u®! is available, the computation follows the sequence:
ut' (4, 1) = u(5,0) = w2, 1) = ugp(-,0) - (5.23)

Applying the same arguments recursively we see that u?" satisfies the same regularity

properties for all n.

3 . stands for the parameters (¢, nu, s).
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The representation (5.20) and Proposition[4.3]imply
thin = u4’”(t, v, Sy, 1),t <7po,
for I = IV, This and (@.13)) imply that the optimal control for this case is
q; = qo €xp (— /t u, (8, Vs, Ss, 1)Vol(s, I/S,S’S)ds) . t<TLo.
0

For t > 7o we replace u*™ with u** where k is the remaining number of trading

intervals.
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CHAPTER 6

NUMERICAL EXAMPLES

In this Chapter we present some numerical examples that give an idea how the mod-
ified IS order behaves and performs for four possible choices of I and S given in
(3-14)-(B3-T7). In the previous chapter we saw how the computation of the value func-
tion and the optimal control for each of these choices could be reduced to the solution
of PDE. In this chapter we will be using these PDE based calculations. Recall A of
(T.1), which is the percentage deviation from the target price S of the average price
at which the position is (partially) closed in the time interval [0, 7’]. In our numerical
examples we will focus on two aspects of the modified IS order: the optimal ¢* given
in (4.13)), which is the actual trading algorithm and the distribution of the pair (g, A)
which is the actual output of the trading algorithm. Compared to the original IS order,
the modified IS order considered in the present work has two additional parameters:
the process [ that determines when trading takes place and the event .S that deter-
mines when full liquidation takes place. We will show the behavior of ¢* and (¢}, A)

and check the similarity and differences between all of the possible choices for / and

S given in (3.14)-(3.17).

To simplify the presentation and the calculations we take S = oW, where W is a
standard Brownian motion and o > 0 a constant and vol, = V' > 0; these are also the
choices made for these parameters in the standard Almgren-Chriss framework [14,
Chapter 3]. Under this assumption and the PDE analysis of the previous chapter the
optimal control ¢g* given in becomes

t
4 = qoexp (—/ u(s,Wg)volsds) ,
0

where u is the relevant value function. We will compute v and ¢* by discretizing and
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numerically solving the corresponding PDE, which becomes:

1 1%
U + =02 Uy — —Liu? = 0, (6.1)
2 1

where the domain of the equation and its boundary conditions depend S and / may

depend on z.

One of our goals is to explore how ¢* and the distribution of (¢}./qo, A) change with
the model parameters. To better understand this, we factor out as many parameters as
possible from the calculations. We begin with factoring out gy from ¢*:
q* t
g = - = exp (—/ u(s, Ws)volsd5> , (6.2)
do 0
this 1s the percentage of the initial position gy remaining at time ¢. If we let
V
v(t,x) = u(t,ox) <—) (6.3)
n
the equation (6.1)) reduces to

1
vy + §um — I =0. (6.4)
To see how A depends on model parameters let us reduce the expression (I.1)) as
much as possible under the above assumptions:

_ X1 — (90 — q1)So

A
(CIO - QT)SO

By (3.2)) (the expression for X7) and the assumption L(v) = nv*:

— fOT Spvpdt — ngT Lwidt — So(g0 — qr)
So(Qo - QT)

By the definition (3.1)) of S; and the assumptions x(v) = kv, S; = o W,:

k/2(qr — q0)* + o [ Wydt — ngT v2dt

(90 — q7)So

Simplifying the last expression we get

kqo ( C]T) o 1 /T n 1 /T 9
A=———|1—-——~|+——"— W,dt — — ——— vidt. (6.5)
250 o So (g0 —qr) Jo o VSo(q—aqr) Jo

From this expression we see that A consists of three components: 1) one due to the

permanent price impact 2) one due to random fluctuations in price and 3) one due to
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transaction costs. All components consist of a coefficient term and a term depending

on ¢ or its derivative v:

k
Permanent market impact term: A; = 1 — qr coefficient: — %
0
. 1 r ) o
Random fluctuations term: A, = Wi(ve/qo)dt, coefficient: —
1— qar Jo SO
. L 2 4o
Transaction costs term: Az = / (ve/qo)“dt. coefficient: ——
1-— qar Jo VSO

The permanent impact term 1 — g is the portion of the initial position that is closed;
A depends linearly on this portion with coefficient g—g(;. Secondly note that if S,
k and 7 are parameterized as multiples of o then none of the coefficients appearing
in A depend on 0. We will comment on the behavior of the other two terms in the

following sections.

Before we move on let us note the following for comparison. The case / = 1 and
S = Q) corresponds to the standard Almgren Chriss liquidation algorithm with v = 0

for which the optimal control is known to be

*,5 T—t

4 = qo T ) (66)

i.e., closing the position with uniform speed over the time interval [0, 7']. Then v; o /qo =

1 and qr = 1. These reduce A3 to
A =1 (6.7)
for the standard IS algorithm. Similarly, for A, we have
T
A = / Wdt, (6.8)
0

which is a standard normal random variable by the iid increments of V.

61 I=1andS={Wr>L}

We continue or analysis with the choices I = IY) = 1and § = SV = {S; > L}
for I and S given in (3.14)); these choices correspond to: no restriction on trading
and closing the position fully is required only when the terminal price S is above a

given threshold L. Parallel to the change of variable in (6.3) we assume L is given as
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a multiple of o > 0; with this convention and the assumption S, = ocW,, S becomes

S = {Wr > L}. For I, = 1, the PDE (6.4) is

1
v+ Gty — v? = 0; (6.9)

for § = {Wry > L} the domain and the boundary conditions for this PDE are:
(t,z) € [0,7] x R and

kV

o(T,x) = 00 11 00) () — e 1(—oo,)(T), (6.10)

x € R, where we again use the scaling (6.3). Recall our convention that & and 7 are
specified as multiples of o; it follows that PDE and its boundary condition (6.10)

are independent of 0. The optimal control ¢* is computed from v via the formula (6.2)):

T
q; = qo9t = qo €xp (—/ U(Wt,t)dt> (6.11)
0

we note that ¢* is independent of 0. We had already noted that the coefficients in
(6.3) are independent of 0. We have observed above that the same is true also for ¢*,
therefore all of A;, A5 and A3 are independent of ¢ as well. The same analysis in fact
holds for all of I = 1%, § = 8@ § = 1,2,3,4. treated in the following sections.

This gives us the following result:

Proposition 6.1. Suppose all of Sy, k, n and L are parameterized as multiples of o.
Then ¢* and S’ do not depend on o for I =19, 8§ =8 =123 4.

As already noted ¢* is computed via the solution of the PDE (6.9) which obviously
doesn’t have an explicit solution. To see how ¢* behaves we will solve numer-
ically; for the parameter values we begin by considering those used in [[14, Chapter
3: T=1,n=0.1,V =4 x 10%, Sy = 45, 0 = 0.6. Recall that k parameter doesn’t
appear in the control problem corresponding to the original IS order, so no value for
k is specified in [14, Chapter 3] A k value of k = 2 x 10~7 accompanying these
parameter values is given in [14, Chapter 8] in the context of block trade pricing. The

assumption (1)) in the present case reduces to
kV/2n < 1;

for the above parameter values we have kV/2n = 4, therefore the above parameter

values do not satisfy Assumption|l|{To continue with our numerical example, we take
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Figure 6.1: Graph of u for I = 1and S = {W < L}

n =03V =4x10%and k = 0.5 x 1077 for these values we havekV/n = 2/3
which satisfies (I). In addition to these we need to provide a value for the L parameter,

which we choose as L = 1.4 x g. Several ¢* for these parameter values are shown in
Figure[6.3]

Unless otherwise noted, these are the main parameter values used through all of the

numerical examples.
The graph of v for the parameter values above are shown in Figures [6.T]and [6.2]

We note that for x > L and x away from L, u(z, -) behaves like ¢ — y, and for z < L
and x away from L, u(z, -) behaves like ¢ — z;. The negative boundary condition for
w means that u(x, t) takes negative values for = < L; (3.2)) implies that whenever u is

negative, the corresponding ¢* is actually buying the underlying stock.
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q“q. 5

Figure 6.3:

Figure shows four sample paths of S and ¢*. In the first two examples S stays
above L at all times and the corresponding ¢* goes parallel to ¢*° of (6.6), the op-
timal liquidation path for the standard IS order. In the third example S is below L

25

20 |

—ﬂ————(/

=

-5

0 02 04

0.6 0.8 1
t

Figure 6.2: Graph of u(z, ) forz € {0, L, 1.2L,5L}

—q"q

-3

t

t
Sample paths of S and ¢* for I = 1 and S = {Sy > L}; the dashed line
shows L = —1.40

1.5

EE

0 0.2 0.4 0.6 0.8 1
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approximately in the time interval [0.6, 0.8] when trading slows down, it goes above
L around 0.8 and closes above L; correspondingly ¢* speeds up trading after 0.8 and
closes the position at terminal time. In the fourth example, S hits L around the mid-
dle of the trading interval and remains below L till the end; correspondingly ¢* slows
down and stops trading and the position is only partially closed at terminal time. In
the last example ¢* is in fact slightly increasing near ¢t = 7" = 1 (i.e., ¢* buying the
underlying asset) ; this is due to the negative value that the terminal value takes for
x < L. These examples suggest that ¢* behaves approximately as follows: when S is
above L, it behaves like the standard IS algorithm ¢*°, linearly closing the remaning
position; when S goes below L, ¢* slows down/ stops trading. The negative boundary
condition implies that the algorithm can in fact execute buy trades especially when

the price is below L near terminal time 7'.

6.1.1 Distribution of (qr, A)

For § = {Sr > L}, the position fully closes when the closing price is above the
lowerbound L, therefore, the probability that the algorithm closes the position at ter-

minal time is:

P(gr = 0) = P(Wy > L) = 1 — No1(L/VT)

where N, ; denotes the standard normal distribution.

A random variable F is said to be exponentially distributed with rate A if P(F >

7)) =e e,

—log(P(E > x)) = Ax; (6.12)

a well known fact is

E[E] = (6.13)

1

Y
The distribution of g7 over (0, 00) depends on u via (6.11)) and it obviously doesn’t
have an explicit formula. Figure shows graphs of z — P(qr > z|qr > 0),

z +— —log(PP > z|qr > 0)) and x — ————  (all estimated via simulatin
g(P(ar > zlgr > 0)) Elarla > 0] g

10* sample paths).
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Figure 6.4: On the left: graph of p, = P(qr > z|g; > 0), on the right: graphs of
Tqo X

—log(p.) and —, mg = Elqr|gy > 0]
mr

These graphs, (6.12) and (6.13)) suggest that the exponential distribution provides a
rough approximation for the conditional distribution of qr given the event {¢}. > 0}.
An exponentially distributed random variable satisfies E[E] = % and var(F) = VL
In the case of q7 conditioned over {¢}. > 0} we have the Monte Carlo estimates
E[gr|qr > 0] = 0.1218 and var(qr|qr > 0)'/2 = 0.1387 for the parameter values

specified above.

¢* depends on L via the domain of the PDE (6.9) and on k£V//2n via the terminal
condition (6.10). Figure [6.5shows how E[qr|qr > 0] and var(qr|qr > 0)Y/2 vary

with these parameters.

0.35 0.2
— E[g7/q0lq5 > 0] = E[qr|qr > 0]

03 — var(gi/qolgi > 0)/? 0.18 — var(arlar > 0)'/?

I
I
G

0.16

mr, Joary
I
[S]
vary

mr, Joar

0.14

o
7y

0.12

0.05 0.1
0.5 1 1.5 2 25 0 0.2 0.4 0.6 0.8 1 1.2

L kV/n

Figure 6.5: Graph of mr = E[qr|qr > 0] and \/oarr = var(qr|qr > 0)/? as a
function of L

We have already noted that the permanent impact factor term A; of (6.5) is fully
determined by qr. We now consider the joint distribution of (As, qr). This distribu-
tion consists of two parts: the distribution of A, conditioned on qr = 0 (i.e., the cases
where the algorithm closes the initial position ¢, fully) and the conditional distribution

of A, given qr for qr > 0 (the cases where the algorithm closes the initial position ¢q
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partially). If ¢* were a deterministic function (as in the case of the standard IS order),
As would be normally distributed by the normal and independent increments of V.
The ¢-q plot of the conditional distribution of A, given ¢;. = 0 and ¢}. = « for several
values of z is shown Figure [6.6} (for z > 0 we approximate P(A4; € A|g;/qo = )
with P(Ay; € Alqr € (x,2 + 6) where § > 0 is small and we estimate the latter
by simulating 2 x 10° sample paths of W and ¢*). These plots suggest that the con-
ditional distribution A, given qr is approximately normal even though ¢* is random

and a function of .

15

10 r

sample points

stdnormal_inv

Figure 6.6: ¢-q plots of the conditional distribution of A, given qr = x for x = 0,
x =0.06+ 50.07, j € {1,2,3,4}

Figure shows the graphs of E[As|qr = 2] and \/var(As|qr = z) (using the same

approximation as above and then simulation).

E[Az|qr],

X ox ox . x x X .
0 01 02 03 04 05 06 07
qr

2
3F % X
4

Figure 6.7: Graphs of E[A;|qr = z] and \/var(Az|qr =) forz = 0 and z =
0.06 4+ j0.07,5 € {1,--- ,8}

For different L values (—o, —1.40) there is almost no difference for the fully liqui-
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Figure 6.8: Graphs of P(As < z)|qr = 0) and P(Ay < z)|qr > 0) for L = —o and
L=—-1.40

dated cases P(A; < z)|qr = 0). But when we checked the cases that portfolio is not
liquidated fully P(As < x)|qr > 0) there is a slight difference.

— kV/n=4/3
08 F = =kV/n=4/30

—_— V) =4/3
- = kV/n=4/:

08
0.6
041

02

Figure 6.9: Graphs of P(Ay; < z)|qr = 0) and P(As < z)|qr > 0) for kV/n =4/3
and kV/n = 4/30

4 4
For different £V /n values (5’ %) there is no difference for the fully liquidated cases
P(As < x)|qr = 0). As well as for the cases that portfolio is not liquidated fully
P(Ay < x)|qr > 0).

We now consider the joint distribution of (As, qr). The left graph in Figure
shows the conditional distribution of A3 given q7 = 0; we see that most of the mass of
this distribution is concentrated around a point near 1. This is similar to the behavior
Az = 1 for the standard IS order (See (6.7)). The right graph of Figure [6.10] shows
how the conditional mean and variance of A3 changes with qr; as opposed to As
this graph suggests that these conditional mean and variance are relatively flat as a

function of qp.
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Figure 6.10: On the left: distribution of A3 conditioned on qr = 0, on the right:
graphs of E[As|qr = 2] (x) and var(As|qr = x)'/? (o)
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Figure 6.11: Graphs of P(A3 < z)|qr = 0) and P(A3 < z)|qr > 0) for L = —0

and L = —1.40

For different L values (—o, —1.40) there is almost no difference for the fully liqui-
dated cases P(As < x)|qr = 0). But when we checked the cases that portfolio is
not liquidated fully P(A; < x)|qr > 0) there is a slight difference. The behavior
of probability is changed for fully liquidated cases qr = 0 around 90% take same
value. For the not fully liquidated cases qr > 0 the values of A3 distributed between
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Figure 6.12: Graphs of P(A; < z)|qr = 0) and P(A; < x)|qr > 0) for kV/n = 3

4

and kV/n = 30
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Figure 6.13: graph of u® for I = 1y.,,y and S = {r;, > T’}

We note that decreasing kV//n shifts both distributions to the left.

62 [= 1{t<7-L} and S = {TL > T}

In this model the full liquidation take place only when S = {7, > T'} and trading
takes place until 77, A T". The value function and the optimal control is computed as in

the previous section using the PDE represenation given in Section[5.2]

As before we begin by a graph of the solution of the PDE in Figures[6.13]and [6.14]

25

1

Figure 6.14: Graph of u®(z,-) for v € {0, L, 1.2L, 5L}
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0.5 1
t t
Figure 6.15: Sample paths of S and ¢* for I = 1.,y and S = {7, > T'}; the dashed

line shows L = —1.40 where 0 = 1

Qualitatively these figures look similar to the PDE solutions given in the previous

section.
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Figure shows four sample paths of S and ¢*. Qualitatively these sample paths are
similar to those given in the previous section. The most important difference is when
price hits L in these sample paths trading stops completely (rather than slowing down)

and never restarts. This behavior is explicitly encoded in the choice I; = 1<+, 3.

6.2.1 Distribution of (q, A)

To estimate the density of qr given ¢ > 0 we use the following kernel smoothing:

. -~ — i 1
f@) =353 m(0,1, =), (6.14)

- n
=1

where g} are the simulated independent samples of qr and n(0, 1, -) is the standard

normal density.
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x

Figure 6.16: Density of (q | ¢ > 0)

The graph of f is presented in Figure recall that in the previous section this
conditional distribution looked approximately exponential. This graph suggests that

this is not the case for I = 1<, 3.

The remaining figure in the present section reproduce the figures in the previous sec-
tion given for the case / = 1 and S = {Wr > L} which show the conditional

distribution of A, and A3 given q7. Qualitatively the behavior of these distributions
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are similar to their counterparts in the previous section therefore, we only comment
on those graphs where the behavior is different compared to the results in the previous

section.

5 L !
. 2 : o

Figure 6.17: g-q plots of the conditional distribution of A, given qr = 0 for z =
0,2 = 0.06 + 50.07,5 € {1,2,3,4}
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Figure 6.18: Graphs of E[Ay | qr = z], \/var(As | qr = z) for z = 0,2 = 0.06 +
j0.07,5 € {1,...,8)
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Figure 6.19: Graphs of P(Ay <z | qr = 0) and P(Ay <z | qr > 0) for L = —¢
and L = —1.40

1 1 .
— V=43 KV/n=4/3
So0gk == =HWn=4 1308k == =tm=43
] A
g 06 F06}
VI 0.4 vi04l
N N
02 { & 02t
0 : : : 0 L : :
05 0 05 1 15 6 4 2 0 2 4

T X
Figure 6.20: Graphs of P(Ay < z | qr = 0) and P(As < z | qr > 0) for KV /n =
4/3 and KV /n = 4/30
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Figure 6.21: Graphs of E[A; | qr], \/var(As | qr = z) for z = 0,z = 0.06 +
j0.07,5 € {1,...,8}
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A notable difference as compared to Figure is that the expectation E[A3|qr = ]

here is significantly more decreasing in x than in Figure[6.10]
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Figure 6.22: Graphs of P(A3 < z | qr = 0) and P(A3 <z | qr > 0) for L = —¢
and L = —1.40
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Figure 6.23: Graphs of P(A3 < x | qr = 0) and P(A3 < 2 | qr > 0) for kV/n =
4/3 and KV /n = 4/30

63 I, = 1{Wt>L} and S = {TTfé,L > T}

In this model trading pauses when the price S is below the lower bound L and Full
liquidation take place if the price process S remains above L in the time interval
[T — 6, T)]. The value function and the optimal control is computed as in the previous
sections using the PDE represenation given in Section[5.3] The results in this section
are qualitatively similar to those given in the previous section; therefore we will only

comment on the differences from the observations made in the previous section.

The graph of v for the present case is shown Figures|[6.24] and [6.25]
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Figure 6.25: Graph of u(z, ) forz € {0, L,1.2L,5L}
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Figure 6.26: Sample paths of S and ¢* for b = 0; the dashed line shows L = —1.4¢
where o0 = 1

The only qualitative difference in these figures as compared to Figure [6.14] is that
v(-, ) is flat on the interval [T — §, T'] for x < Lj this arises from the fact that trading
stops if the price is below L after time 7" — 0.

Figure m shows four sample paths of S and ¢*. As already noted these sample
paths looks similar to those given in Figure [6.15] except for the following important

difference: in the current setup the trading continues when S is above L.

6.3.1 Distribution of (q, A)

Figure shows the approximate density of q | ¢J- > 0 computed with the kernel
density estimation of the previous section. All of the quantities presented in Figures
6.27}6.36] show similar behavior to their counterparts whose graphs were presented

in the previous section; and the comments made in the previous section mostly apply
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in this section as well:

0.6

0.4

Figure 6.28: g-q plots of the conditional distribution of A, given qr = 0 for z
0,z = 0.06 + 50.07,5 € {1,2,3,4}

Figure 6.27: Density of (q | ¢ > 0)
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Figure 6.29: Graphs of E[Ay | qr], \/var(As | qr = x) for z = 0,2 = 0.06 +
j0.07,5 € {1,...,8)
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Figure 6.30: Graphs of P(Ay < z | qr = 0) and P(Ay <z | qr > 0) for L = —0
and L = —1.40
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Figure 6.31: Graphs of P(Ay; < z | gqr = 0) and P(As < z | q7 > 0) for kV/n =
4/3 and KV /n = 4/30
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Figure 6.32: Graphs of E[A3 | qr], \/var(As | qr = x) for z = 0,z = 0.06 +
j0.07,5 € {1,...,8}
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Figure 6.33: Graphs of P(A3 <z | qr = 0) and P(A3 <z | qr > 0) for L = —¢
and L = —1.40

1 T T ™ T 1 T . - ;
— V=43 — V=43
Sosk == =Wn=4% |58l - = =KV =4/30 |
I A
g6t 506
8] ]
Vi04t VI 04
< <
o2t o2t h
N
0 : : : : oL : : :
o 1 2 3 4 5 8 1 2 3 4 5

T X
Figure 6.34: Graphs of P(A3 < z | qr = 0) and P(A; < z | qr > 0) for kV/n =
4/3 and KV /n = 4/30
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A novel feature of the algorithm in the present section is the § parameter; recall that
in the present case we have S = {7r_5, > T'}, i.e., the position is required to be
fully closed if the price process remains above L in the time interval [T' — 6, T]. We

next look at how ¢ influences the distributions of A, and As in the following figures:
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——— T T
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I . §=03 §=03
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T 06

05 1 06 04 -02 0 02 04 06

T T
Figure 6.35: Graphs of P(Ay <z | qr = 0) and P(Ay; < z | gr > 0) for 6 = 0.1,
0=02,6=03,0=0.8
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Figure 6.36: Graphs of P(A3 <z | qr = 0) and P(A3 < z | gr > 0) for 6 = 0.1,
0=02,6=03,0=0.8

For both A, and Aj the impact of J seems to be the following: for g = 0 ¢ has a

limited impact; for g7 > 0 the distribution shifts to the left with increasing 9.

64 ™ and SW

Finally in this section we consider the case I = I¥) and § = S™, which corresponds

to the following trading scheme: trading stops when S hits L and restarts when it
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goes back up to L 4 b. The full liquidation condition is almost the same as in previous
section: the position is fully closed if [}4_) s = 1 (the algorithm must be in trading
mode at time 7" — §) and S remains above L in the time interval [T, T — §]. The value
function and the optimal control is computed as in the previous sections using the
PDE represenation given in Section [5.4] The results in this section are qualitatively
similar to those given in the previous section; therefore we will only comment on the
differences from the observations made in the previous section.

We again begin with a graph of the value function; which is qualitatively similar to
the ones in the previous sections:

Figure 6.37: graph of v for I and S

0 01 02 03 04 05 06 07 08 0.9 1

Figure 6.38: Graph of u(x, -) for z € {0, L,1.2L,5L}
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Figure 6.39: Sample paths of S and ¢* for b = 0; the dashed line shows L = —1.4¢0

where 0 = 1

Figurem shows four sample paths of S and ¢*. These are qualitatively very similar
to those given in the previous section; the main difference is that once trading stops
when S hits L it doesn’t restart until S hits L -+ b; this is again an explicit feature of
the choice I = 1™,

6.4.1 Distribution of (q7, A)

Figure shows the approximate density of q | ¢j- > 0 computed with the kernel
density estimation of the previus section. All of the quantities presented in Figures
[6.40H6.49] show similar behavior to their counterparts whose graphs were presented
in the previous section; and the comments made in the previous section mostly apply

in this section as well:
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Figure 6.40: Density of (q | ¢- > 0)
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Figure 6.41: g-q plots of the conditional distribution of A, given qr = 0 for z =
0,z = 0.06 + 50.07,5 € {1,2,3,4}
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Figure 6.42: Graphs of E[Ay | qr], \/var(As | qr = x) for z = 0,2 = 0.06 +
j0.07,5 € {1,...,8)
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Figure 6.43: Graphs of P(Ay < z | qr = 0)and P(Ay <z | qr > 0) for L = —0

and L = —1.40
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Figure 6.44: Graphs of P(Ay; < z | qr = 0) and P(As < z | q7 > 0) for kV/n =
4/3 and KV /n = 4/30
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Figure 6.45: Graphs of E[A3 | qr], \/var(As | qr = x) for z = 0,z = 0.06 +
j0.07,5 € {1,...,8}
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Figure 6.46: Graphs of P(A3 <z | qr = 0) and P(A3 <z | qr > 0) for L = —¢
and L = —1.40
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Figure 6.47: Graphs of P(A3 < z | gqr = 0) and P(A; < = | qr > 0) for kV/n =
4/3 and KV /n = 4/30
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The novel parameter of the algorithm of the present section is b > 0 which is the

buffer put on the price process before trading restarts; in the following figures we

examine how this parameter impacts the distributions of A, and Aj:
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Figure 6.48: Graphs of P(A; <z | qr =0) and P(Ay <z | qr > 0) forb = 0%0.1,
b=0%x02,b=0%x03andb=0%0.8
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Figure 6.49: Graphs of P(A3 <z | q7 =0)and P(A3 < x| q7 > 0) forb = 0 %0.1,
b=0%02,b=0cx03andb=o0%0.8

We note that b has limited impact on the distribution of A, and A3 when the position
is liquidated fully (i.e., the case qr = 0). When conditioned on qr > 0, we see that
the distribution of A, shifts to the right and that of A3 shifts to the left with increasing
b.
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CHAPTER 7

CONCLUSION

In this thesis we modified the standard IS to allow its behavior to depend more on the
behavior of the price of the asset being traded. To achieve this we added two more
parameters to the stochastic optimal control formulation of the model: a measurable
set S and a process [ taking values {0, 1}. The set .S determines when full liquida-
tion is required and / determines when trading takes place. We give four examples(
(3.14),(3.13),(3.16) and (3.17)) for S and I in which are all based on a lower bound

L specified for the price process. We provided a solution to the modified stochastic

optimal control problem via its BSDE representation. For the case when the price
process is Markovian we derived representations of the value functions for (1), §©)

where i = 1,2, 3, 4) as the solution of related PDE.

To measure the financial performance of the modified IS order we define A[6.5] which
is the percentage deviation from the target price S, of the average price at which the
position is (partially) closed in the time interval [0, T']. We note that A can be divided
into three pieces: one corresponding to permanent price impact (A1), one correspond-
ing to random fluctuations in the price (As) and one corresponding to transaction/bid-
ask spread costs (A3). A; turns out to be a linear function of 1 — ¢r/qq; therefore, its
distribution is fully determined by that of ¢/qo. We provide a numerical study of the
distribution of ¢ /qo and the conditional distributions of A, and A3 given g7 /qo under
the assumption that S, = oW, for the all four cases indicating how these distributions

change with model parameters.

An important assumption in the present work is the monetary representation of the

terminal position gy, for which we used ¢ Sr. Many other choices are obviously
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possible depending on how the events taking place after time 7" are modelled. These
choices will give rise to different stochastic optimal control problems probably re-
quiring new tools and ideas. This is a natural direction for future research. Another
natural direction is to try to compute the performance of the algorithms of the present

work (especially the joint distribution of (q7, A) on real trading data.
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