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ABSTRACT

IMPROVING PERCEPTUAL QUALITY OF SPATIALLY TRANSFORMED ADVERSARIAL EXAMPLES

Aydin, Ayberk
M.S., Department of Modelling and Simulation
Supervisor: Prof. Dr. Alptekin Temizel

August 2022, 42 pages

Deep neural networks are known to be vulnerable to additive adversarial perturbations. The amount of these additive perturbations are generally quantified using $L_p$ metrics over the difference between adversarial and benign examples. However, even when the measured perturbations are small, they tend to be noticeable by human observers since $L_p$ distance metrics are not representative of human perception. Spatially transformed examples work by distorting pixel locations instead of applying an additive perturbation or altering the pixel values directly, which produces adversarial examples with improved visual quality. However, the perturbation made by spatial transformations produce visible non-smooth distortions on luminance channels and needs a smoothness regularization over the applied flow field in order to improve the visual quality. On the other hand, humans are less sensitive to changes in chrominance component of visual media and such as resolution loss or pixel shifts in a constrained neighborhood. Motivated by these observations, we propose a novel variation of spatially transformed adversarial examples that creates adversarial examples by applying spatial transformations to chrominance channels of perceptual colorspaces such as $YC_bC_r$ and CIELAB to generate adversarial examples with high perceptual quality. Moreover, we find that the visual quality of these examples could be further improved by limiting the magnitude of applied spatial transformations. In a targeted white-box attack setting, the proposed method is able to obtain competitive fooling rates and experimental evaluations show that the proposed method has favorable results in terms of approximate perceptual distance between benign and adversarial images.
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CHAPTER 1

INTRODUCTION

1.1 Motivation and Problem Definition

In recent years, deep neural networks have shown impressive performance in many vision related tasks such as image classification [1, 2], object detection [3, 4], image segmentation [5, 6] and visual media generation [7]. However, they are found to be vulnerable to intentionally crafted small perturbations called adversarial perturbations [8]. These small perturbations added to the input image successfully change the output of a trained classifier by altering the logits large enough to change its decision to a preferred class [9]. While these perturbations are optimized in $L_p$ spaces [10], they are visible to human observers, since small $L_p$ does not always correspond to perturbations with less perceptual distortion [11, 12].

Since this intriguing property of neural networks has security implications in the production setting, it is often called adversarial attacks. For example, some websites use CAPTCHAs (Completely Automated Public Turing Tests to Tell Computers and Humans Apart) to avert automated request agents such as web scrapers and spiders from automatically reaching their content. A widely used CAPTCHA type works by asking users select the images containing specific objects such as "bicycle" or "crossroad". A human can effortlessly detect the probed images while web scrapers would need to use classifiers such as DNNs to classify each image and select the correct ones. Such image based CAPTCHAs distort the visual content so that automated CAPTCHA solvers would fail the test, while the content could still be recognized by humans. To do this, recent CAPTCHAs has extended this setup by adding adversarial perturbations to the provided images to prevent DNN classified based solvers from automatically selecting the correct images. In Figure 1.1, a recent CAPTHCA from Google is shown where the user is asked to select the images that contains "cars". Normally, a trained DNN could be used to classify images and to select the images whose output is the class "car" to pass the test. However, when these images are inspected, it could be seen that there is a noticeable adversarial noise added to the images to fool the DNN and to prevent the attacker from passing the test. When the amount of the additive noise gets high, it starts to become more difficult for humans to recognize the images, which is an undesirable side effect, and this negatively affects the usability of CAPTCHAs.

Multimedia compression standards have been developed to compress visual media such as images and videos to reduce the amount of data with minimum amount of distortion on the perceived output. One of the most fundamental findings about hu-
man vision that most lossy visual multimedia compression methods utilize is that human vision is much less sensitive to the spatial information and resolution loss in chrominance (color) than the luminance (intensity) [13]. This observation is utilized in image compression as a technique known as “chroma subsampling”. There are variants of chroma subsampling that only subsamples chrominance along horizontal axis (4:2:2) or both horizontal and vertical axes (4:2:0). Without further compression, (4:2:0) chroma subsampling reduces the size of an image effectively to half of its original size. Replacing the chroma components of the pixels in by neighboring chroma components does not yield visible artifacts. We employ these observations to derive a new type of adversarial attack based on spatial transformations in chroma channels of perceptual colorspace. We apply spatial transformation only to the chroma components of input image while keeping the luminance component intact. Figure 1.2 shows the effect of a randomly initialized flow field applied to the luminance, chrominance and both set of channels. It is clear that spatial transformation in luminance channels causes visible distortions while chrominance only spatial transformations cause very subtle changes for human vision. This effect is much more highlighted when only the differences are observed after applying a flow field. Figure 1.3 shows the absolute pixel difference from the initial image when the same flow field is applied to RGB, \( C_b \) and \( a^*b^* \) channels, respectively.

1.2 Contributions of the Study

The main findings of this thesis is published in ACM (Association for Computing Machinery) ADVM ’21: Proceedings of the 1st International Workshop on Adversar-
Figure 1.2: Effect of flow field applied to different channels, (a) original image, Images where flow field is applied to (b) $C_bC_r$, (c) $a^*b^*$, (d) RGB, (e) Y and (f) L channel. The magnitude of the flow is scaled up to emphasize the effect for illustration.

Imperceptible Adversarial Learning for Multimedia as a workshop paper named Imperceptible Adversarial Examples by Spatial Chroma Shift [14] and the subject matter is further extended and elaborated in this thesis. The contributions of this work can be summarized as following:

- Utilization of the findings of human vision and ideas from image and video compression to make imperceptible changes on images without any explicit $L_p$ norm restriction.

- A novel method to generate adversarial examples with little to no perceptual distortion by applying spatial transformations in chroma channels of perceptual colorspace optimized by widely used gradient-based optimizers without requiring any regularization term in the loss function.

- Modification of the proposed method to restrict the flow magnitude to have subpixel spatial drifts to further improve perceptual quality with a performance trade-off.

- Colorfulness analysis of NIPS2017 Adversarial Challenge dataset and effect of the colorfulness of input image to the performance of proposed methods.
1.3 Organization of the Thesis

This thesis is organized as follows. Chapter 1 provides an introduction on the thesis topic, explaining the motivation, defines the problem and briefly explains the methods and contributions of the thesis. Chapter 2 mentions the literature about the thesis topic, presents the types and classifications of adversarial attacks and methods for generating imperceptible types of adversarial attacks or methods to improve perceptual quality of adversarial examples. Chapter 3 explains the methodology of the method proposed in this thesis in a detailed manner. It starts with spatial transformations, then explains spatially transformed adversarial examples and colorspaces to build the foundation of this thesis. Then, it explains the method proposed in this thesis. Chapter 4 mentions the setup of the experiments and presents the experimental results as well as analysis of numerical results from the experiments with a brief
discussion. Chapter 5 provides a detailed discussion about the results presented in Chapter 4, explains and discusses the implications of the findings and mentions the failure cases, discussing the possible reasons and potential remedies. Chapter 6 draws conclusions on the thesis along with possible future studies of the new research questions with the thesis.
CHAPTER 2

RELATED WORK

In this chapter, related studies are given in detail. Firstly, the concept of adversarial examples and the types of adversarial examples are explained briefly. Then, spatially transformed adversarial examples are explained in detail.

2.1 Adversarial Examples

The concept of adversarial examples were introduced by Szegedy et al. [8]. They found that adding small calculated perturbances to the input image is able to change the decision of the target classifier (deep neural network) without affecting the decision human observers. Even though the perturbation is small, it can be easily noticed by human observers as "visual noise" instead of semantically meaningful patterns. A widely used example for adversarial examples is shown in Figure ??

White-box and Black-box Attacks

Adversarial attacks can be classified depending on whether the attacker has access to the neural network parameters and gradients. White-box attacks has access to all the parameters and gradients of the network and adversarial examples are generated by direct optimization. Black-box attacks are generally done by generating adversarial example by attacking a proxy network with white-box transferable attack methods [15] and use generated examples against the target network.

Targeted and Untargeted Attacks

Adversarial attacks are also classified as targeted or untargeted (evasion) attacks. In a targeted attack setup, the attack is considered successful if the network outputs the particular target class (which is different from a ground-truth label) when fed with the modified adversarial example. On the other hand, an untargeted attack is considered successful if the network outputs any class other than the true class label. This is generally accomplished by selecting a suitable cost function.

Adversarial attacks can be formally defined as a constrained optimization problem where the attacker tries to maximize a loss function by perturbing the input while the
Figure 2.1: Visual illustration of (a) targeted and (b) untargeted adversarial examples. In this example, FGSM is illustrated for its simplicity.

magnitude of the perturbation is constrained. Generally, the adversarial loss is the loss that is minimized throughout the training process. In its most general form, the optimization process can be formulated as in Equation 2.1. There is often a magnitude constraint to the perturbation and $\ell_p$ norms are widely used to measure the magnitude of the added perturbation.

$$\max_{||\delta|| \leq \epsilon} \ell(h_\theta(x + \delta), y)$$

(2.1)

The equation simply indicates that the adversary is aiming to maximize a loss function of the adversarial image and the target label with the norm of the perturbation is upper bounded by $\epsilon$. In an untargeted attack setup, the function is a single argument function of the adversarial image.

Since naively trained models are vulnerable to adversarial perturbations, the concept of adversarial robustness gained importance and several adversarial robustness methods and benchmarks have been introduced [16, 17, 18, 19, 20]. In adversarial training, the datapoints are sampled from both the original training set and on-the-
fly generated adversarial images. Although the training time significantly increases, since adversarial example generation needs at least one forward and backward pass on the model, this method has been shown to increase the adversarial robustness of the trained model. Also, the concept of universal adversarial perturbations is being investigated after DNNs have been found to be vulnerable to perturbations that is independent of the input image. [21]

2.2 Adversarial Example Generation Methods

There are several methods for adversarial example generation and the most popular ones are explained in this section. The variables used in this section are defined as follows:

- $x$: Benign image
- $x_{adv}$: Adversarial image
- $y$: Target class
- $J(x, y)$: Cost function with respect to the benign image and the target class
- $Z(x)_i$: Score of $i^{th}$ class on input image $x$

2.2.1 Fast Gradient Sign Method

Goodfellow et al. found that local linearity of DNNs leads to $l_\infty$ vulnerability [9] and proposed the Fast Gradient Sign Method (FGSM) method for generating adversarial examples with $l_\infty$ norm constraint by using the sign of gradient of the loss with respect to the input. The formal equation of the adversarial image generation process is given in Equation 2.2

$$x_{adv} = x + \epsilon \ast \text{sign}(\nabla_x J(x, y))$$

According to the authors, this method works even when $\epsilon$ is too small since the deep neural networks are actually linear in small local epsilon neighborhood of the input point. This method is typically used as a fast and easy to compute baseline in most studies.

After FGSM, many iterative methods have been proposed for adversarial example generation with $L_p$ norm constraints. The most prominent and widely used iterative algorithms are Projected Gradient Descent (PGD) and Carlini & Wagner method (C&W).

2.2.2 Basic Iterative Method & Projected Gradient Descent

Basic Iterative Method (BIM) [22] can be simply thought as the iterative version of FGSM except that at each iteration, the adversarial example is clipped to the $\epsilon$
neighborhood of the benign datapoint. This has been found to be a useful heuristic since it allows generating more successful examples in terms of fooling rate without requiring significant computational budget.

Projected Gradient Descent (PGD) [16] is very similar to BIM except that at each iteration projection operation instead of clipping is used to pull the adversarial example back to the $L_p$ ball around the original datapoint if necessary so that the $L_p$ constraint is satisfied throughout the adversarial example generation process. This method is found to provide better robustness for the models trained with adversarial training than FGSM when training. The iteration steps of PGD and BIM for adversarial example generation are formalized in Equations 2.3 and 2.4, respectively. This process is repeated until the attack is successful or the maximum number of iterations is reached.

$$v_{i+1}^{t+1} = \text{Clip}_\epsilon \left\{ v_i^t + \alpha \text{sign} \left( \nabla_{x+v^i} J \left( x + v^i, y \right) \right) \right\} \quad (2.3)$$

$$v_{i+1}^{t+1} = \text{Project}_\epsilon \left\{ v_i^t + \alpha \text{sign} \left( \nabla_{x+v^i} J \left( x + v^i, y \right) \right) \right\} \quad (2.4)$$

### 2.2.3 Carlini & Wagner Attack

Carlini & Wagner [10] attack is an iterative method for generating adversarial examples. It uses reformulation of the constrained optimization objective by defining a new variable $w$ so that the constraints are naturally satisfied without requiring an explicit step for clipping or projecting the adversarial example in the $L_p$ ball. The optimization process is formulated in Equation 2.5 and Equation 2.6 where $\kappa$ denotes the target confidence for the adversarial example, which is the aimed score difference between the target class and the non-target class with the highest score.

$$\text{minimize} \left\| \frac{1}{2}(\text{tanh}(w) + 1) - I \right\|^2_2 + c \cdot f \left( \frac{1}{2}(\text{tanh}(w) + 1) \right) \quad (2.5)$$

where

$$F(m) = \max \left( \max_{i \neq t} (Z(m)_i) - Z(m)_t, \kappa \right) \quad (2.6)$$

### 2.3 Perceptual Colorspaces

In most image processing tasks, standard RGB colorspace is used, where R, G, B denotes the Red, Blue, Green components of the image. However, it is incompatible with Human Visual System (HVS) so the need for HVS compatible (perceptual) colorspace arises for the tasks concerning HVS such as lossy visual media compression where the media is compressed to reduce the size without affecting the perceived
output. In this thesis, standard RGB colorspace and the perceptual colorspaces YUV, YCbCr and CIELAB are used for experiments.

2.3.1 YUV and YCbCr

The YCbCr model defines a luminance component (Y) and two chrominance components Cb, Cr to specify color. YCbCr is a colorspace that is used in digital photography and visual media compression. In this space, luminance (brightness) and chrominance (color) is separated according to human visual perception. Y dimension of the space is the luminance information, or simply a grayscale representation of the image. Cb and Cr dimensions are the blue-difference and red-difference chroma components, respectively. The relation between RGB space and YCbCr space is modeled as Equation 2.7, which is a set of linear equations defined in ITU-T H.273 [23];

\[
\begin{align*}
Y &= 0.299R + 0.587G + 0.114B \\
Cb &= 128 - (0.168736R) - (0.331264G) + (0.5B) \\
Cr &= 128 + (0.5R) - (0.418688G) - (0.081312B) \\
R &= Y + 1.402(Cr - 128) \\
G &= Y - 0.344136(Cb - 128) - 0.714136(Cr - 128) \\
B &= Y + 1.772Cb - 128
\end{align*}
\] (2.7)

YUV is often considered as the analog counterpart of YCbCr. There is no significant difference between YUV and YCbCr except for the scaling of chrominance components to the range 0-255 for YCbCr so that they can be represented as unsigned integers while chrominance values can be negative in YUV colorspace. For that reason, these two terms are often used interchangeably.

2.3.2 CIEXYZ and CIELAB

CIE 1931 XYZ (CIEXYZ) colorspace was proposed by International Commission of Illumination (CIE) in 1931 after a series of human experiments on color perception. There are three components, namely X, Y and Z. While Y denotes the luma component, there is no independent representations of XZ components and these components together represent possible chrominance values for given Y value. CIELAB colorspace [24] defined by the International Commission on Illumination (CIE) has the following three components: L, a* and b*. L is perceptual lightness where \( L = 0 \) and \( L = 100 \) define a black and a white pixel, respectively, regardless of the \( a^* \) and \( b^* \) values. \( a^* \) and \( b^* \) dimensions are the chroma components. They are designed to be perceptually uniform where a numerical change in pixel value corresponds to a similar change in human perception [25]. Both chroma components are in the range \([-127, 127]\). Unlike YCbCr, CIELAB space does not have a linear relationship with RGB space. In fact, conversion to an intermediary space CIEXYZ is needed to transform from RGB to CIELAB and there are different implementations of CIEXYZ.
conversion. We used the RGB to CIELAB implementation from Kornia library [26], which assumes D65 illuminant and Observer 2.

2.4 Perceptual Distance Metrics and Similarity Measures

There is an ongoing research on finding difference metrics over 2D images that aligns with human visual perception, which is challenging due to the nature and lack of knowledge about the human vision. [27]. There are several studies proposing perceptual metrics with different methods. The perceptual metrics used in this thesis is briefly explained.

2.4.1 Structural Similarity Index Measure (SSIM)

Structural Similarity Index Measure is a method for measuring similarity between two images. Although it is a naive method for measuring difference between two images, it is considered to be a perceptual difference metric since it takes structural information into account. SSIM calculates 3 different comparison measures (luminance, contrast and structure) between two images $x$ and $y$, which is shown in Equation 2.8 where $l$ denotes luminance, $c$ denotes contrast and $s$ denotes structure measure.

\[
\begin{align*}
    l(x, y) &= \frac{2\mu_x\mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1} \\
    c(x, y) &= \frac{2\sigma_x\sigma_y + c_2}{\sigma_x^2 + \sigma_y^2 + c_3} \\
    s(x, y) &= \frac{\sigma_{xy} + c_3/2}{\sigma_x\sigma_y + c_2/2}
\end{align*}
\]  

(2.8)

with

- $\mu_x$: mean of $x$
- $\mu_y$: mean of $y$
- $\sigma_x$: standard deviation of $x$
- $\sigma_y$: standard deviation of $y$
- $\sigma_{xy}$: covariance of $x$ and $y$
- $L$: $2^{\text{bits per pixel}} - 1$
- $c_1$: $0.0001 \times L^2$
- $c_2$: $0.0009 \times L^2$

Using these three measures, SSIM is calculated according to Equation 2.9

\[
SSIM(x, y) = l(x, y) \times c(x, y) \times s(x, y)
\]  

(2.9)
Although there are many variations of SSIM, original SSIM and Multi-Scale SSIM (MS-SSIM) are used in this thesis. The difference between SSIM and MS-SSIM is MS-SSIM is computed over multiple scales of the compared images through multiple scales of subsampling.

2.4.2 Learned Perceptual Image Patch Similarity (LPIPS)

Zhang et al. found that DNN representations of images are very effective for approximating perceptual similarity of two images, as supported by human experiments [28]. They proposed Learned Perceptual Image Patch Similarity to assess perceptual distance between images. It works by simply computing the Euclidean distance between deep representations of trained deep convolutional networks. They experimented with different DNN architectures and have not observed significant difference. In this thesis, ImageNet trained VGG-16 is used for LPIPS computation.

2.5 Perceptual Quality Preserving Adversarial Attacks

Utilizing perceptual colorspace and metrics for imperceptible adversarial example generation is investigated in several studies. Aksoy et al. investigated additive noise based attacks on chrominance channels in YUV colorspace [29], which is the analog counterpart of $YCbCr$ space. Despite Pestana et al. found that adversarial perturbations are more highlighted in luminance channels in terms of the magnitude [30], Aksoy et al. found that even suppressing the luminance perturbation, additive noise based attack on chrominance channels still successfully fool target networks, yet causes visible distortion. In our earlier work, we also explored spatial transformations to UV channels of YUV to generate imperceptible adversarial examples [14] and we extend this work by exploring $YCbCr$ space as well as perceptually uniform CIELAB space and measuring structured similarity metrics such as SSIM [31] and MS-SSIM [32] between benign images and adversarially generated images. Karli et al. leveraged perceptual metric LPIPS [28] to improve the quality of adversarial examples. Since LPIPS is a differentiable metric, they used gradient based optimization to minimize LPIPS alongside the adversarial loss. Similarly, Zhao et al. [33] replaced CIEDE2000 perceptual distance metric [34] with $L_p$ norm constraint in Carlini & Wagner attack to produce perceptually close adversarial examples. In addition, Functional Adversarial Attacks [35] modifies the input image by applying a parametric function of input pixels to generate adversarial examples. With this method, the perturbation is not perceived as a visual distortion by human observers since it does not modify the input by additive noise. However, it is often clearly visible as slight chrominance, luminance or contrast changes.

Croce et al. argued adding noise to smooth areas of an image causes visible artifacts and proposed "hiding" the perturbations at the locations with high spatial variations such as edges and corners [36]. As seen in Figure 1.3, perturbations generated with our method naturally occurs in the places with high variations since it is based on local spatial transforms. Also, since the differences made with our methods affect only the chrominance channels, visualizing these differences apart from luminance component
still yields barely noticeable changes while full RGB flow difference is significantly noticeable when visualized on its own. Similarly, Karli et al. proposed increasing the intensity of adversarial perturbation in the regions that have high spatial variance such as edges and corners and attenuating the amount of the overall perturbation by minimizing LPIPS distance between benign and adversarial image. Since LPIPS is differentiable, the minimization can be modeled as an optimization step or an extra term in the cost function.

Unlike these methods, the attack proposed in this paper does not rely on auxiliary losses or explicit perceptual distance terms in optimization process to produce examples with high perceptual quality. In addition, it does not require regularization, unlike spatial transformation based methods such as [37], due to its intrinsic imperceptibility. It should be noted that the existing spatial transformation based methods, as well as our work, does not utilize limited degree of freedom transformations such as rotation, translation or scaling that can be formulated as a $4 \times 4$ transformation matrix [38]. In that formulation, the flow field $f \in \mathbb{R}^{2 \times H \times W}$ is calculated using the transformation matrix. Instead, we directly define and optimize flow field, where the number of parameters is equal to twice number of pixels in the input image since there is an $x$ and $y$ component for each pixel.

2.5.1 Spatially Transformed Adversarial Examples

Spatial transformations as a method for generating adversarial examples was first proposed in [37], where it is shown that small displacements applied to input pixels can successfully fool a target network. However, using this method, even small displacements could cause visible distortions when the adjacent pixels drift towards different directions. As a remedy to this problem, use of Total Variation (TV) regularization [39] was proposed. Application of TV regularization to the flow field pushes the neighboring displacement vectors to the same direction and, hence, produces smoother output. Similarly, Jordan et al. [11] combined spatial transformations with $l_\infty$ bounded attacks to forge stronger attacks with better perceptual quality.

Spatial transformations aim to alter the geometry of the input image instead of changing the pixel values. To accomplish that, Spatially Transformed Adversarial Examples (stAdv) applies a flow field $f \in \mathbb{R}^{2 \times H \times W}$ whose elements are flow vectors (or displacement vectors) $f_i$ for each pixel in the adversarial image. Since the elements of displacement vectors are not integers, a need for interpolation to sample fractional positions arises. In this work, bilinear interpolation is used since it is computationally efficient. The application of flow field to the benign image is formulated in Equation 2.10 where $x_{\text{adv}}^{(i)}$ denotes the value of $i^{th}$ pixel in the adversarial image and $u_{\text{adv}}, v_{\text{adv}}$ denotes the position of that pixel in the adversarial image.

$$x_{\text{adv}}^{(i)} = \sum_{g \in \mathcal{N}(u^{(i)}, v^{(i)})} x^{(q)} \left(1 - |u^{(i)} - u^{(q)}|\right) \left(1 - |v^{(i)} - v^{(q)}|\right)$$

Since bilinear interpolation is differentiable, application of the flow field is also a differentiable operation and can be optimized by gradient based optimization methods.
Carlini & Wagner loss in Equation 2.6 with a Total Variation regularization term $\mathcal{L}_{\text{flow}}$ for flow field $f$ to reduce the high frequency pixel drift distortion is minimized for adversarial optimization. The TV loss term is shown in Equation 2.11. The optimization is made with L-BFGS [40] with linear backtracking, however the authors have stated that Adam [41] optimizer could be used as well.

$$\mathcal{L}_{\text{flow}} (f) = \sum_{p} \sum_{q \in N(p)} \sqrt{\| \Delta u^{(p)} - \Delta u^{(q)} \|^2_2 + \| \Delta v^{(p)} - \Delta v^{(q)} \|^2_2}$$

(2.11)
CHAPTER 3

METHODOLOGY

In this work, we address the problem of creating targeted adversarial examples without adversarial perturbation being perceptible by human vision. For this purpose, we use a modified version of Spatially Transformed Adversarial Examples [37] that perturbs the input image only in the channels that human vision is not sensitive to the spatial information loss in $Y C_b C_r$ and CIELAB colorspace representations of the input image.

3.1 Proposed Method

The proposed adversarial example generation method is as follows. Let $x \in \mathbb{R}^{3 \times H \times W}$ be the 3-channel input image, where $H, W$ are the height and the width of the image, respectively. First, we randomly initialize a flow field $f \in \mathbb{R}^{2 \times H \times W}$ where a two-dimensional vector exists for each pixel location of the adversarial image $x_{\text{adv}}$. Then, we apply the flow field to the benign image as explained below to obtain the adversarial image. Then, we feed the adversarial image to the target network and backpropagate the loss gradient to the flow field. Since the flow field application is a differentiable process, it can be optimized by stochastic gradient descent and variants such as Adam [41] or L-BFGS[40]. The optimization process is repeated until the attack is successful or the maximum iteration count is reached. Visual illustration of the adversarial image generation methodology is shown in Figure 3.1. The pixel values of the output image are calculated by sampling the pixels from the input image from the positions according to the flow field $f$ using Equation 3.1 and applying bilinear interpolation formula shown in Equation 2.10, where $u^i$ and $u^i_{\text{adv}}$ denotes the corresponding pixel locations of benign and adversarial image, and $\Delta u^i$ and $\Delta v^i$ denotes the values of the flow vector at that position of flow field $f$, respectively.

$$u^i = u^i_{\text{adv}} + \Delta u^i,$$
$$v^i = v^i_{\text{adv}} + \Delta v^i,$$  \hspace{1cm} (3.1)

3.1.1 Application of Flow Field

Flow field is applied to the benign image following the methodology in [37] also explained in Chapter 2. For each pixel in adversarial image $i_{\text{adv}}$, corresponding flow
Algorithm 1: Adversarial example generation by spatial transformation in chrominance channels in a perceptual colorspace.

Input: $x$
Output: $x_{adv}$
Data: target_class, model, $\kappa$, colorspace, max_iters, is_restricted, $f \sim \mathcal{N}(0, \sigma^2)$; $i \leftarrow 0$; while $i < max\_iters$ do
  if colorspace == $YC_bC_r$ then
    $x_{color} \leftarrow to\_ycbcr(x)$;
  end
  if colorspace == CIELAB then
    $x_{color} \leftarrow to\_lab(x)$;
  end
  $x_{luma}, x_{chroma} \leftarrow splitchannels(x_{color})$;
  if is_restricted then
    $f \leftarrow \tanh(f)$
  end
  $x_{chroma} \leftarrow apply\_flow(x_{chroma}, f)$;
  $x_{adv} \leftarrow concat(x_{luma}, x_{chroma})$;
  $x_{adv} \leftarrow to\_rgb(x_{adv})$;
  adv_scores = model($x_{adv}$);
  loss $\leftarrow loss\_fn(adv\_scores, target\_class, \kappa)$;
  if loss $\leq \kappa$ then
    return $x_{adv}$;
  else
    backprop(loss);
    update($f$);
    $i \leftarrow i + 1$;
  end
end

field vector value $p_{i,j}$ is added to the pixel location. Then, the corresponding pixel at the added location is sampled. Since the added location is not an integer, bilinear interpolation is used to sample from the fractional pixel locations. Bilinear interpolation also makes the method end-to-end differentiable, thus optimizable by gradient based optimizers.

3.1.2 Chrominance Restriction of Flow Field

Since applying a flow field to all channels or luminance channels of an image of perceptual colorspace yields visual distortions shown in Figure 1.2, the flow field is only applied to the chrominance channels where human vision is not very sensitive to the information loss [13] to make the adversarially perturbed images indistinguishable from their benign counterparts. Since widely used RGB colorspace is not designed to be a perceptual colorspace, even small spatial perturbations to any RGB channel
creates visually distinguishable changes. Hence, we first convert the benign image to a perceptual colorspace such as $Y C_b C_r$ where human vision is not sensitive to the spatial perturbations in, which is $C_b$ and $C_r$ in $Y C_b C_r$, and $a^*$ and $b^*$ in CIELAB colorspace. Then, we apply the flow field only to the channels $C_b$ and $C_r$ in $Y C_b C_r$, and $A$ and $B$ in CIELAB colorspace.

### 3.1.3 Subpixel Restriction of Flow Field

As mentioned in Chapter 1, chroma subsampling effectively causes the same chroma values to be used in the neighboring pixels by removing the local variation of chrominance. This method is widely used in visual lossy compression standards since the resolution loss in chrominance components of an image often does not cause any artifacts visible by a human observer. Accordingly, to exploit this fact, we can impose a restriction to the flow field to keep its values in the range $(-1, 1)$. We initialize a pre-flow field $f_{\text{pre}}$ and calculate the applied flow field as $f = \tanh(f_{\text{pre}})$. This differentiable reparameterization [42] of flow field constrains the flow field magnitude to be smaller than 1 without inhibiting end-to-end differentiability so that chrominance value of each pixel of the adversarial image $x_{\text{adv}}$ is only affected by the value of the pixel of the same location in $x$ and its neighboring pixels.

### 3.2 Implementation Details

Flow field application is implemented in PyTorch [43], a scientific computation library for Python that has features facilitating automatic differentiation and Graphical Processing Unit (GPU) computation support which makes it suitable for deep learning applications. Initial flow field is randomly initialized from normal distribution with $\mu = 0$ and $\sigma = 0.01$. A common problem with stochastic gradient based optimizers is they are prone to be stuck in local minima. To mitigate this issue in our situation, a batch of randomly initialized flow fields is used instead of a singular one due to the fact that the gradient signal is only provided from the pixels of the direction of flow vectors. By using flow field batches, we effectively optimize many flow fields to maximize the performance. We used 32 batch size since it optimizes the utilization of our GPU, which is NVIDIA GTX 1080Ti with 8 GB of Video Random Access Memory (VRAM). For adversarial optimization of flow field, we used Adam optimizer [41] with learning rate $\gamma = 0.001, \beta_1 = 0.9, \beta_2 = 0.99, \epsilon = 10^{-8}$. 
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Figure 3.1: Visual illustration of the proposed adversarial example generation method. Luminance and chrominance channels are Y and $C_bC_r$ when $YC_bC_r$ colorspace and L and $a^*b^*$ when CIELAB colorspace is used. Visual representation of flow field, subpixel restriction by $\tanh$ and conversion of concatenated image back to RGB colorspace is omitted for brevity.
CHAPTER 4

EXPERIMENTS

4.1 Dataset

We used the dataset and the provided model from NIPS 2017 Competition on Adversarial Attacks and Defenses [44] to evaluate our method. NIPS 2017 dataset is a collection of 1000 images curated by Google Brain with a resolution of $299 \times 299$ with their corresponding true and target classes from Imagenet [45] dataset. For the target network, we used Inception-v3 [46] architecture and Imagenet trained checkpoint provided with the dataset. Since this architecture accepts $299 \times 299$ images by default, no resize or crop is necessary for preprocessing.

4.2 Experimental Evaluation

We conducted our experiments in a white-box setup where the gradients are fully available. Experiments have been done in a targeted attack setting with the dataset provided targets. We optimized using Adam [41] with the default settings and used Carlini & Wagner loss [10] with a confidence margin of $\kappa \in \{0, 10\}$.

We compared the success rate of our attack in CIELAB and $YCbCr$ against stAdv in both restricted and unrestricted settings. An attack is considered successful if the Carlini & Wagner loss is less than $-\kappa$. We did not use the smoothness regularization term in stAdv for a fair comparison.

Figure 4.1 shows the original images alongside with the adversarial images generated (with $\kappa = 10$) by attacking in $a^*b^*$, $CbCr$ and RGB spaces. As can be observed from these images, perceptual distortions are much less pronounced for chrominance-only attacks. Attacking in RGB domain, which is the default approach in the literature, results in modification of the luminance channels, leading to much more visible artifacts.

Table 4.2 shows the attack success rates for attacks on different colorspace. The results show that, adversarial images generated by attacks exclusively targeting the chrominance channels can fool the network with a high probability as well. On the other hand, they are less effective when restricted to operate in a subpixel-only setting. The fooling rate of $a^*b^*$ attacks are slightly higher than $CbCr$ attacks. We argue that this is due to many examples in the dataset being chroma subsampled in $YCbCr$ space, as an indirect effect of image compression, restricting the search space for
Table 4.1: Average amount of distortion required to fool the target network with very high confidence (κ = 10) in not restricted and subpixel restricted settings.

<table>
<thead>
<tr>
<th></th>
<th>RGB</th>
<th>C_bC_r</th>
<th>a<em>b</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Restricted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPIPS</td>
<td>0.327</td>
<td>0.019</td>
<td>0.022</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.321</td>
<td>0.067</td>
<td>0.070</td>
</tr>
<tr>
<td>MS-SSIM</td>
<td>0.164</td>
<td>0.017</td>
<td>0.016</td>
</tr>
<tr>
<td>Restricted to Subpixel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPIPS</td>
<td>0.222</td>
<td>0.012</td>
<td>0.014</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.220</td>
<td>0.050</td>
<td>0.056</td>
</tr>
<tr>
<td>MS-SSIM</td>
<td>0.037</td>
<td>0.011</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Table 4.2: Attack success rates with κ = 0 and κ = 10 in not restricted and subpixel restricted settings for RGB, a*b* and C_bC_r attacks.

<table>
<thead>
<tr>
<th></th>
<th>RGB</th>
<th>C_bC_r</th>
<th>a<em>b</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Restricted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>κ = 0</td>
<td>100%</td>
<td>95.0%</td>
<td>95.7%</td>
</tr>
<tr>
<td>κ = 10</td>
<td>100%</td>
<td>83.8%</td>
<td>87.3%</td>
</tr>
<tr>
<td>Restricted to Subpixel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>κ = 0</td>
<td>99.8%</td>
<td>86.1%</td>
<td>89.2%</td>
</tr>
<tr>
<td>κ = 10</td>
<td>99.7%</td>
<td>47.0%</td>
<td>53.2%</td>
</tr>
</tbody>
</table>

C_bC_r attacks.

We measured the amount of distortion required to generate confident (κ = 10) adversarial examples with the following perceptual metrics: Learned Perceptual Image Patch Similarity (LPIPS) [28], Structured Similarity Index (SSIM) [31] and Multi-Scale SSIM (MS-SSIM) [32]. Table 4.1 shows the average results over the successful attacks for each perturbation mode in terms of these metrics. Since SSIM and MS-SSIM are similarity metrics, values of 1−SSIM and 1−MS-SSIM are provided. Hence, for all metrics, lower values are better. According to these results, colorspace restricted attacks have significantly better scores in terms of perceptual metrics compared to RGB attacks, implying that there is significantly less perceptual difference between benign and adversarial examples. While C_bC_r attacks generally produce better images in terms of perceptual quality metrics than a*b* attacks, the difference is relatively low.
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Figure 4.1: Examples from the dataset and adversarial examples generated with their target class probabilities from target network Inception-v3. Benign image (top left), adversarial image generated by attacking to CbCr(top right), a*b*(bottom left) and RGB(bottom right) channels.
CHAPTER 5

DISCUSSION

As it can be seen in Figure 5.4, the input images that our method fails are generally grayscale or monochromatic images, which prevents chrominance spatial transforms from changing the pixel values due to the low magnitude of chrominance channel values. In addition, input images having a very limited local color variation negatively affect the performance by limiting the potential search space. We observed that there is a significant drop in the success rate with the setup confidence margin $\kappa = 10$ if the attack is restricted to subpixel changes in comparison to the unrestricted attacks. We argue that this performance drop is arising from the fact that the most examples are already JPEG compressed, which means chroma subsampling is applied to the benign examples, which restricts the subpixel restricted search space by dramatically reducing the local chrominance variation. This leads to the observation that chroma subsampling could be an effective defense method against our attack. Moreover, the search space is further restricted in JPEG compressed images as the quantization step of JPEG compression attenuates high frequency information, especially in the chrominance channels. Nonetheless, we observed adversarial examples generated by spatial transforms in chrominance channels of perceptual colorspaces obtain competitive fooling rates without making perceptible changes to the image. This observation provides further evidence for the hypothesis that representation of deep neural networks does not necessarily align with human vision [47].

Experimental results show that there are two main restrictions of the proposed method: out of gamut values in the chrominance channels emerging during optimization leading to visible artifacts and failing to generate adversarial images when the original image has limited colorfulness.

5.1 Out of Gamut Values

Modifying the chrominance channels in $Y C_b C_r$ and CIELAB spaces may lead to invalid values on individual RGB channels since some luminance and chrominance pairs do not correspond to a valid RGB value, as shown in Figure 5.1. This is also common in widely used chroma subsampling and mitigating this issue is an open research topic [48]. In our work, we clip the reconstructed RGB to the valid range and feed the target network with the clipped image at each iteration to prevent further change in the pixel values out of the gamut. Clipping also zeroes out the gradient and prevents further updates in gradient based optimization. However, we found that it still causes visible artifacts in the adversarial image, especially around the
Figure 5.1: Visible gamut for CIELAB colorspace. Any value outside of this volume yields to an invalid RGB, such as negative pixel values.

Borders between red and gray tones. Figure 5.5 shows two examples where spatial transformation in red-gray borders yield out of gamut pixels and clipping the values still causes visible artifacts since clipping in RGB space effectively changes the values of luminance channels.

5.2 Failed Attacks on Less Colorful Images

Results in Table 4.2, show that the attack success rate does not reach 100% when spatial transform attack is restricted to chrominance channels. This implies that the chrominance based attacks fail for a number of images in the dataset. Examples of such images are provided in Figure 5.4. We observed that these particular images are either monochromatic examples or have a uniform color pattern, for which spatial transformation in a neighborhood leads to insignificant changes.
To analyze the effect of colorfulness on the attack performance, we calculated the colorfulness index histogram of the images in the dataset (Figure 5.2). We found that 3.2% of the dataset consists of grayscale images, for which our method would not be able to make any changes to the input image, inevitably resulting in a failed attack. Figure 5.3 shows the attack success rate using the subsets where colorfulness is lower-limited by filtering out examples having colorfulness index less than the $x$ axis value. Although $a^*b^*$ attacks are slightly more successful than $C_bC_r$ in the low colorfulness regime ($\leq 0.2$), they have the same success rate of the attacks over higher colorfulness.

Figure 5.2: Colorfulness index histogram over NIPS2017 dataset.
Figure 5.3: Attack success rate analysis with regards to colorfulness index with $\kappa = 10$ on $CbCr$ and $a^*b^*$ channels. Images having colorfulness index less than the $x$ axis value are excluded in calculation of the success rate. Note that both colorspace attain very close success rates after around colorfulness index 0.2.
Figure 5.4: Examples from the dataset that our method fails to generate successful adversarial examples from in both $Y'CbCr$ and CIELAB spaces, sorted from top bottom by colorfulness amount.
Figure 5.5: Examples of visible clipping artifacts of out-of-gamut pixels caused by spatial transform around red-gray borders. Flow magnitude has been scaled up to highlight the visible effects for illustration.
CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

Adopting the techniques used in multimedia compression and using the idea that pixel shifts in a constrained neighborhood are hard to notice, we designed a method that applies local spatial transformations to chrominance channels of perceptual colorspaces. The proposed method results in adversarial images having imperceptible distortions without requiring any regularization term for visual or perceptual quality. In addition to obtaining competitive fooling rates, restricting magnitude of the spatial transformations still yields successful attacks, when there is sufficient amount of local chrominance variation in the input image. As a limitation, this method may produce clipping artifacts which are visible by human observers when the spatial flow application produces out-of-gamut color values, which is also seen in applications of chroma subsampling for lossy visual media compression.

6.2 Future Work

In addition to the perceptual colorspace investigated in this work, other perceptual colorspace such as CIELUV, HSLuv and CIEXYZ [24] can also be utilized to create imperceptible adversarial examples. Out of gamut values at borders with red pixels may result in visible artifacts during the adversarial image generation and preventing such out-of-gamut values would result in better quality adversarial images. To accomplish this, sophisticated projection methods of out-of-gamut pixels towards the boundaries of possible colors can be utilized instead of naively clipping the pixels into the viable range, which produces visible artifacts since clipping pixel values cause changes in luminance component of pixel values. While our method does not require optimizing using a visual quality metric, it can be utilized along with our method to obtain a better visual quality. As having imperceptible adversarial examples has implications in security and privacy in Artificial Intelligence (AI), data poisoning attacks using imperceptible adversarial examples is a promising direction for AI security and privacy research [10, 49]. Since adversarial robustness research is gaining interest in computer vision research, comparison of our method with the methods of generating imperceptible adversarial examples in current literature against adversarially trained networks remains an open research topic.

Recently, there is a trend in computer vision research towards self-attention based
transformer architectures [50] for visual classification or detection tasks [51]. However, their adversarial robustness and behavior on adversarial settings are not yet well understood. Since we only have investigated Convolutional Neural Networks (CNNs), exploring the properties of self attention based vision architectures against our method is an open research area.
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